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1 Introduction

1.1 Bioinorganic chemistry

Although most of metals occur in living organismslyoin trace amounts, their
presence is absolutely indispensable. Most of thenty-five essential elements are
metald. They function in almost all biological processesellular respiration, signal
transduction, enzymatic catalysis being the masmiment example$.

Metals also play important role in medicine as iinggand therapeutic agerfts.
Examples include also non-essential elements, asdh, Ba, Ga, In, Tc, Pt, Gd, Sm and
others. The fact that mechanism of their actioafien far from being understood, despite
their wide-spread application, prevents from systiimprovement of these agents

Utilization of transition metal properties, theiramtenance and toxicity bestow

ample attractive problems to be studied by inorgahemistry.

1.1.1 Metalloproteins

Among various essential elements in biocatalysistaitoproteins play a specific
role by catalysing reactions that would not occader physiological conditions. The
presence of metal ions is thus crucial for the atah/reduction processes, electron
transfer, spin-forbidden reactions and ‘difficuttactions’, such as JN O,, C—H bond
breaking® These processes are intimately involved in theldnmental elements of life, e.g.
respiration and photosynthesis. Furthermore, meta play essential role in promoting
processes such as protein folding, electron transfeergy transfer, intra- and intercellular
signalling and many others. It is, therefore, najpssing that approximately one third of

proteins are estimated to contain metal fons

Enormous efforts, both experimental and theoretitcedve been exerted to
understand the metalloprotein structure and funciiecluding the correlation between the

two.>®" However, the experimental and theoretical methexisibit certain limitations,



preventing any of them from providing a comprehemsind unambiguous picture of their

catalytic action.

The ultimate goal of our ongoing efforts (in whitdte presented diploma thesis
represents the first step) is the design of noeglide sequences mimicking the active site
of metalloproteins, which would be enabled by theque set of computer programs
developed recently in our laboratory (the illustatof using the program for the design of
putative iron(lll)/zinc(ll) active site mimickinghe function of purple acid phosphatase is
depicted in Figure 1). We believe that the aboveedbed efforts will result in the
discovery of new concepts that govern the topolagg folding of metalloproteins and

their catalytic action.

Figure 1: The putative structure of thein silico designed active site of purple
acid phosphatase. Purple and dark green spheres represent Fe(ldi)Zauill). The most
important bond distances are displayed. Backbome likbbon representation, while side-

chains are displayed explicitfy.



The strategy leading to the above goals starts witidying the metal-ion
selectivity by theoretical methods and design @f highly selective metal-binding sites,
perhaps seeking to answer the intriguing questiowhy Nature selected various metal
ions for performing specific functions can be bettederstood if we fully understand

factors determining the selectivity of their binglim biomolecules.

All the above issues represent central questionghen area of bioinorganic

chemistry which is further discussed in the follog/section.

1.1.1.1 Function of metal ions in metalloproteins

Metal ions indulge in various roles, including dgs#s, regulation and structure
stabilization. Various metals possess unique ptmsethat favour them in performing
specific functions and this fact reflects in theaswwre of their exploitation by different
organisms. For example, there is a significanttgda proportion of Fe-, Co-, Mn-binding
proteins in archea and bacteria than in eukaryetbie opposite is true for Zn idh The
abundance of Zn domaifisspecifically zinc-finger motifs that are mostlysaciated with
DNA binding and gene regulation, hints that thisntt is connected to more complex
organization of eukaryotic genome.

Regulatory metalloproteins can possess functiocaff@dds that act as signal
transducers, such as zinc-cysteine coordinationiramments, that influence other
processes via controlled binding and release af ipin'>.

Metalloenzymes catalyse a wide variety of reactitmet could not otherwise occur
under physiological conditions, such as reactiolving O,, N,, radical reactions, CH
formation, etc

A numerous group of metalloenzymes are oxidoredestd Metal ions in these
enzymes are usually directly involved in the redeaction, donating/accepting electrons
from reactive species, but can also have additidnattion such as activating the
substraté? Metal ions in oxidoreductases are often bound dfpators, which can fine-
tune their redox potentials to fit various specifeeds.



In non-redox reactions, metal ion usually acts lecteostatic stabilization of
intermediates or transition states or in destadtilim of reactants, or helps with a proper
substrate orientation. Activation of reactants imee withdrawal of electrons from ligands
bound to the metal, inducing polarization of itsnds. The classical examples are
polarization of P-O bond of ATP by Mg ions in kiedS$" or increasing the acidity of a
substrate/cofactor and proton releds&€onversely, stabilization of intermediates and
transition states exploits positive charge of mébal to counterbalance local negative
charge'® In fact, the two functions of stabilizing intermatés and activation of reactants
are often coupled, thus increasing the metal’s rdmrtion to lowering the activation
barrier™

The example of the complex function that metallogires play in the nature is
depicted in Figure 2. The enzyme that is depictedhe figure belongs to the class of
multi-copper oxidases (MCOs). The MCOs are enzymh@$ couple the four-electron
reduction of dioxygen in the trinuclear copper tdusvith four one-electron oxidations of
the substrates at the distant Cu-T1 Slte.

Oxidised
Substrate

Reduced
Substrate

Figure 2. Multi-copper oxidase active site Schematic drawing of the active site
displays transport of electrons and catalytic ieast Sidechains of aminoacidic residues
that bind copper ions are displayed.



1.1.1.2 Metal uptake

The staggering fact that metalloproteins managedotheir partner metal in a cell,
although other metals are available, raises a iguestoncerning the underlying
mechanisms. The logical fact that metalloproteiadseto be stable with its metal partner
does not imply its selection is purely on a thergmamical basis. Even
thermodynamically stable holoproteins are poterdiddjects for competition with metals
that form less, yet comparably stable analogs. l@@nother hand, such proteins, or even
proteins with lower affinities for target metalsngpared to other competing metal ions,
could ensure stability by kinetically trapping timetal inside a protein. Nonetheless, these
considerations suggest that the process of metatieip assembly is somehow mediated.
Special group of proteins, called metallochaperpaes capable of binding a specific
metal ion, transporting it to the target proteicagnizing it and finally passing it to the
target proteirf?

Rather few metallochaperons are known and it is thésumed that most of the
proteins acquire their metal partners from cellulgwols and maintain them on
thermodynamical basis. Only a few examples of npsfetion of metal ion have been
reported?>?*although this could be due to difficulty in reviegl such occasions.

Metal ions can act as toxic agents if present gppmopriate concentrations or
oxidation states. Thus, organisms developed systants mechanisms for sensing,
transport and maintenance of homeostatic balancenetal ions. Response to metal
concentration is mediated through metal sensors ¢ha act as regulators of gene
expression, both as activators or repres§trsStronger interaction of sensors is found for
metals farther up Irving—Williams seriéSjmplying the lowest threshold value for metal
ions such as zn(fff and Cu(ll)?>’ The selectivity is maintained through combinatixfn
factors, such as coordination geometry, coordinatiomber and the nature of ligands or
discriminating for specific charge of metal iondhgh number of negatively charged
residues in the binding sifé.The detection and uptake of specific metal ioriuisher
governed by availability of different metal ionsnplying that individual sensors can
display variable sensitivity if observed, for exdepn different organism@?° In other
proteins, allosterical properties ensure that algovarious metal ions bind to the protein,
but only the correct one triggers the conformatiaange that mediates the sigffai®>*

Sensors can induce expression of proteins that,stequester or in other way regulate or



react to metal ion levels. One of the ways excédgeavy metals is dealt with is through
synthesis of cysteine- or histidine-rich proteinatthave strong metal-binding ability, such
as metallothioneirié or Hpn proteing>>*

Whether mere thermodynamical preference of one Inmtar others can be
sufficient for design of a metal-selective prote&ran interesting question and one of the
aims of the work that will be succeeding this study

1.1.2 Metal ion selectivity

Metal-ligand complexes have been extensively studig inorganic chemistry.
Nature of ligands, their geometry and orientatioouad the metal, solvent and electronic
configurations all play major role in stability tfe complex® Following text focuses on
ligands and their geometries, as these are thablas that will be varied throughout this
work.

Geometry of the complex is closely related to aceph of coordination number,
I.e. number of ligands bound to the metal. Cootimanumber is in turn determined
mainly by the metal electronic configuration. Usyathe highest stability is achieved by
completing its valence shell. The 18-electron rbkeps to explain the stability of
complexes with high covalency in the bonds, suchthese containing for example
carbonyls as ligand$.lts importance for bioinorganic chemistry wheresmof the bonds
are ionic, with smaller degree of covalency, is satmat limited. However, it still provides
a qualitative explanation of the observation théfercent coordination numbers are
preferred by different metals and their oxidatitatess.

Hard and soft acids and bases (HSAB) theory of Badr Pearsofi can provide a
qualitative prediction and explanation of prefernaf transition metals for various
ligands. Hard acids and bases are species witlptarizability and high charge-to-radius
ratio (few representatives include*TiCo®™, Cr** as Lewis acids and OHF, CI', NHs,
and CH3COO as Lewis bases). Conversely, soft acids and basegasily polarizable,
usually larger species with low charge. Common es@ntatives are entire functional

groups or atoms from higher periods of the periddidle (examples include t Pd”,



Ag*, Au', Ho'!, Hg?", Cd* as soft Lewis acids andsR SCN, I, and HS as soft Lewis
bases).

The theory states that hard acids preferentialhd lio hard bases and soft acids
prefer soft bases. Hard acid — hard base interacsianostly ionic. The combination of
high charge and small size provides good conditionstrong Coulomb interaction. On
the other hand, low polarizability presents poandibon for formation of covalent bonds.
On the contrary, soft acid -soft base interactias & large proportion of covalent bonding
and dispersion interaction, due to good polaridgbdf both partners. Mixed soft-hard
pairs cannot form any of these interactions ascaifely and thus form comparatively less

stable complexes.

1.1.3 Theoretical bioinorganic chemistry

1.1.3.1 Prediction of metal-ion selectivity

Computational modeling represents an indispensaiolel in discovering
fundamental physicochemical principles behind thentical and biochemical processés.
One of the important biological phenomena is amkptand binding of metal ions in
biomolecules® Since various metal ions play various roles idgjizal machinery, Nature
fine-tuned the selectivity of various sites, sushreetal-binding sites in metalloproteins for
the specific iond® Deciphering the mechanisms and factors behind ritegal ion
selectivity®*! is a highly desirable task which may ultimateladeto answering the
question ‘Why Nature selected specific metal imrsperforming specific tasks*?’

Despite the accuracy of the computational methadstlie description of the
complex equilibria in biological fluids is far fronthe satisfactor§? it certainly
complements experimental measurements in providihgleast qualitative concepts
concerning the details of the changes in the @piirand molecular structure upon metal

complexatiorf**

“%In most of the applications that aim at the adsudescription of the
biomolecular systems, the key feature is the gbdit the method to describe both the
intrinsic (gas-phase) energetics of the studiedgs® as well as the process of solvation
and desolvation of interacting specfé4’

Considering the fact that both solvation and destadw of the charged species and



their in vacuocomplexation energies are associated with largggetic changes (in the
order of hundreds of kcal.nblfor divalent metal ions and negatively chargedtioep
species one may easily perceive that achieving the (biejuical accuracy of ~1-2
kcal.mol* (which translates into one unit irKpscale or one order of magnitude in the
constants describing the equilibria in solutionemaormal pressure and temperatdte).
There have been many studies addressing the praiflemtal-ion selectivity from
a computational and quantum chemical perspetiive>>°3**>These most often involved
quantum chemical calculations of the small modetafied complexes, both in vacuo and
polarized dielectric continuum in order to addréss effects of the environment (e.g.,
solution, protein) and correlate the results whth phenomenological information obtained
from the abundance of metal ions in the sites abtiuproteins. On the other hand, many
attempts were made to address various equilibrivopgrties in the context of the full
systems, which includes the calculations of reductpotential®® and protonation
equilibria in proteins (e.g.,Ka values of protic functional groups)>*However, to the best
of our knowledge, there is not a computational métbr protocol available that would
enable us to reliably predict these properties witie accuracy challenging the
experimental thermodynamic values acquired in coselé phase, i.e. within the accuracy

of 1-2 kcal.mot* in free enthalpyAG) value in solution.

1.1.3.2 Design of metalloproteins

Realization of the range of roles played by meaiakitempts to attempt designing a
de novometal-binding protein. Not only can it be a gatgwa unlocking the unique
chemical properties of metals for targeted explimitain biological and/or technical utility,
designing a peptide from scratch is an ultimate twodough test of our knowledge of the
field.

The simpler path of metalloprotein design triesriick native proteins. Most of
the native proteins retain their stability eveneaftindergoing multiple mutations and,
hence, offer an excellent framework for studyirggntodification without raising concern
about flawed stability of the new constrictThis is especially true far-helical motifs,
which are more independent compare@-&heet structures, which were, not surprisingly,

among the first successesdef novodesigri®. Analogue of @-binding haem proteins, that

10



retain affinity for Q similar to the natural globins, while possessiagdr affinity for
carbon monoxide, can serve as an exciting exaffiple.

Further upside of mimicking a native protein wheaging to design a new
metalloprotein is that these scaffolds offer a ales framework that is used by organisms
themselves for a stunningly wide range of purposesexample can be provided Iy
barrel fold that is present in ca. 600 types otgirs with various function¥.

Numerous successful attempts have recently beem moadlter the metal-binding
properties of selected proteins with the aims oflifiying protein functiorf>4:6°66:67.68
engineering  novel  metalloproteins or  metal-bindingsites in  natural

& 70.71.72.73.74 or tuning metalloprotein or peptide specificitpwards a

ﬁ,76,77,78,79

metalloprotein
particular metal io

On the other hand, design of completely new unabpnoteins opens a new world
of possibilities, namely incorporation of unnaturamino acids. This idea is very
appealing, leading to development of numerous figces aiming at this go&i:'®
Besides introducing new side-chains, it also offars opportunity to modify protein
backbone, for example by exchanging amidic pepiited for an ester linkadé.

Modification of cofactors is also a hot topic, aldy with a number of successful
applications. A trailblazing example is cast fordidny Ru covalently attached to biotin,
resulting in an artificial biocatalyst participaginn reactions such as hydrogenation of
alkenes, hydrogenation of ketones or carbon-cablooi creatiorf*2>8¢-87.88

Designing novel binding sites in peptides with higpecificity for a particular
metal ion is a highly attractive goal, namely farotreasons: it may provide a deeper
understanding of the molecular basis for metalgpacificity in protein and peptides on
the one hand and binders for biomedical and teehmipplications on the other. These
applications include the removal of metals fromlyteld environments, either by bacterial
strain§?9%919293 or other biotechnological techniqu¥&s>% the design of novel
biosensors’?®% the redesign of proteins (providing new buildinglodks —

9010151 the design of new chelating compounds for niedichemistry’®

magquettes
Contribution to this field is one of the ambiticiasks for which the work presented in this

thesis is but a first step.
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1.2 Theoretical chemistry

1.2.1 Characterization and limitations

The goal of theoretical chemistry is not only tesclée the underlying mechanisms
behind the observed reality but also to predict rdsults of experiments. It means that
mere existence of algorithms is not sufficient #ortheory to be applicable, because
existence of computational power able to solve lgrol in finite time is also required.
This proved and still proves to be a significardlppem in theoretical chemistry.

Analytical solutions of quantum mechanical problesms principally impossible even
for the simplest chemical species. Introductionnoimerical methods and simplified
models transfers part of the problem into the afenetioned necessity for computational
potency. These simplifications, even though fas lascurate, cut down the demand on
time drastically. However it remains the main liatiibn in the course of calculation.

Thus, selection of specific method is governed oy by its suitability for given
problem but also by availability of computationaWwer and time. This fact determines the
nature of development of this scientific approdchsilico methods have also advanced
significantly in the past few decades thanks tovth&t progress in the field. Even though,
contemporary theoretical chemistry may not appatsfactory, especially in the field of
biochemistry where modelling of large and complgsteams is required. However, the fact
that the possibilities are to great extent delichiby hardware, which remains subject to
unceasingly swift development, rather than by eygadotheory grants a great perspective

to the field and many promises to the future.

1.2.2 Methods

Theoretical chemistry provides myriads of methdudlst tdiffer not only in their
approach, but more importantly in accuracy, conmpartal cost and application. Choosing

an appropriate method for dealing with a set-ufl@m is a paramount step.
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Following paragraphs contain basic characteriza#ind practical implications of
methods relevant for this study. A more rigoroughematical description and theoretical

background can be found in the corresponding tekt?> 1>

1.2.2.1 Overview

We begin by introducing a terab initio methods Ab initio can be translated as
‘from the beginning’ (or ‘from the first principl8s indicating that no empirical data are
used. All of the properties (observables) of a giwystem are contained in its wave
function, which is in general complex function thapends on spatial and spin coordinates
of all elementary particles of the system. Nonireilstic wave function is obtained by

solving Schrédinger equation:

0

P (1)

if
The system is completely defined by its Hamilton{&}, which includes terms for
electron-nucleus, nucleus-nucleus, electron-elacinteraction, and external electric or
magnetic fields interaction terms, if applicabléheTsolution of Schrédinger equation
yields a set of eigenfunction¥j and a corresponding set of eigenvallgs (
In most of chemical applications the time and spatariables can be separated
which leads to stationary Schrodinger equation tivicthe absence of external fields can

be conveniently written as:
HW = (T, +T, +V,, +V, +V,, )W = EW )

where T stands for kinetic energyZ for potential energy and subscriptsande
for nuclear and electronic parts, respectively.

Typically, kinetic motion of nucleus is significdytsmaller than that of electrons,
as nucleons (proton and neutron) are approximdi@d0 times heavier than an electron,
and can be separated from the electronic motions T called Born-Oppenheimer

approximation®. The electronic part of Schrodinger equation thiemplifies to

13



HWR ) = (T, +V,y +V )W (Rr) = EW(RT) (3)

which depends on positions of nuclB) pnly parametrically.

Born-Oppenheimer (or in general adiabatic) appratiom is a plausible
approximation in most of chemical application lsstjfiability is ordained by the energy
differences of individual electronic states of tegstem, but is usually considered as

valid 108107

1.2.2.2 Hartree-Fock®?

Hartree-Fock method is central to quantum chemisioy only for being the
simplestab initio method for determining electronic structure, bisbaecause it is the

starting point for most of the more accurate (ptetiree-Fock, post-SCF) methods.

Principle
The HF method approximates the exact electron+elechteraction by an average
potential field created by other electrons. Mathiradly, this translates to expanding
wavefunction into an antisymmetrized product of -etextron functions (atomic or
molecular orbitals). This simplification allows fexpression of the problem through a set
of integro-differential equations that are eacheatheent on the coordinates of only one

electron.
FAg@d) =59 (4)

where ¢ is one one-electron function (orbitalf]) marks dependence on three

spatial and one spin coordinates of electrorg, 1is an energy of orbitaly and Ifi is a

Fock operator defined as

14
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However, since the Fock operator depends on th&atsrlon which it also operates,
these problems need to be solved iteratively dinélconvergence in the energy and wave
function is obtained. The final result is a setodbitals (atomic or molecular) and their
energies. Hartree-Fock ground-state wave funct®owgonstructed as Slater determinant
consistingN/2 orbitals with lowest energy (whekeis the number of electrons) in case of
closed-shell electronic configuration.

As a consequence, Hartree-Fock sragle-referencaevave function method. It is a
variational method which implies that the energyaoted from the calculation is an upper
bound to an exact energy. As the molecular orbiteits constructed from the atomic
orbitals, or rather the so-called basis set funstidhe calculated energy is dependent on
the basis set used and should converge to thedddfwck limit in case of hypothetically
infinite basis set.

Limitations and scaling

Limitations of Hartree-Fock method are given by siraplifications applied — even
with the (hypothetically) complete (infinite) basist an exact energy cannot be reached.
The difference between the exact non-relativistiergy within the Born-Oppenheimer
approximation and the Hartree-Fock limit is calkdelectron correlation energyThis
difference is present due to the simplification exfact two-electron interaction by an
average potential that does not involve instantaseelectron-electron interactions
(correlated movement of the many electrons), aredtd@a single-reference representation.

Hartree-Fock formally scales &n* (n=number of basis functions) which rather
stands at the lower end of the spectrunabfinitio methods®* With larger systems the
actual scaling rather approach@g?®’) with many efforts carried out to make it a linear

scaling method.
Applications

Due to the inability to include electron correlatieffects and to describe systems

that cannot be described by a single-referencdretec configuration, Hartree-Fock wave

15



function (method) is nowadays used mostly as distapoint for more accurate methods
(correlated wave function methods).

1.2.2.3 Perturbation theory

Principle'®?

As the name suggests, this method divides the maystgo zeroth order
approximation and its (desirably small) perturbati@hrough exact knowledge of the
zeroth order approximation (i.e. Hamiltonian argl eigenfunctions), perturbation theory
allows expression of all properties of the pertdrbgystem as an infinite sum of

contributions.

(H, +,1\7)Qqu>+,1‘qu<1>>+/]2‘qu<2>>+,__)=

= (E© + E® + 2E® +)Q LIJO>+/1‘LIJi(l)>+A2‘LPi(2)>+---) (6)

where Hy is the original Hamiltionian,V is a perturbation operatordis a

dimensionless parameter set to uniff;’ is i"-order energy contributior‘*,%> is an

eigenstate of the original (non-perturbed) Hamiﬂonanthi‘”)> is ""-order perturbation

of this reference state that can be expressed rinstef eigenstates of unperturbed
Hamiltonian.

The most common variant is Moller-Plesset pertuobatheory (MPPT), which
uses Hartree-Fock wave function as a zeroth orperoaimation. Zeroth and first order
energy contributions sum up to the Hartree-Fock rggnewhereas higher order

contributions constitute correlation energy.

Limitations and scaling
An expansion of MPPT into an infinite order of pebation would yield exact
ground state energy, but calculations of infinitamiber of expressions are technically
impossible and the expansion needs to be termifptaacluding only the firsk orders x

being typically 2-4. Choice of is governed by the complexity of the studied sysés the
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computational cost quickly increases with the nunttidasis functions@(n°) for x = 2 up

to O(n°) for x = 6)1°* However, convergence of the MBeries is not always guaranteed
which questions the accuracy of the truncated seNevertheless, comparison studies of
MP methods with experiment or high level calculasicshow good agreement in most
cases?®1% By far, the most popular is the MP2 (second ordetler-Plesset) method
since it represents a reasonable compromise betthieeaccuracy and the computational

cost.

Applications
Second order of Moller-Plesset perturbation the¢MP2) is the simplest
correlation energy correction within the method asmdised for medium sized systems.

Higher orders contributions are usually used oaflysimaller systems.

1.2.2.4 Coupled clusters (CC) methods

Principle®*

The CC wave function is expressed as a linear coatibon of Hartree-Fock
ground-state wave-function and its various exataiusing an exponential ansatz for the
excitation operator. The CC method ensures sizsistamcy, i.e. linear scaling of energy
with the number of electrons. The detailed desonpbf CC expansion is beyond the

scope of this diploma thesis.

Limitations and scaling
The main limitation of the CC theory is its highngoutational cost which depends
on the level of excitations included in the CC @ns@hus, CCSD formally scales asnf)(
CCSD(T) scales as ©,'°* cCSDT asO(n®) and CCSDTQ as @t%.*** Therefore,
CCSD(T) methods are nowadays limited to the systei®)-40 atoms, whereas CCSDT

and CCSDTQ calculations are still considered akipitive for medium-sized molecules.
Applications

As mentioned above CCSD(T) is often considered agference method for

systems with the single-reference ground electrstate as it mostly provides an excellent
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agreement with experiment and can be used as pwedimethod in cases where
experimental data are not availabte!*!

1.2.2.5 Density functional theorem (DFT)

Principle *2

All previously discussed methods were based owtlnee functions (that uniquely
determines properties of the system). Although melagtron wave function is intuitively
constructed from one electron wave functions, i isomplex function of M spatial and
spin variables N is the number of electrons) which significantlynrgaicates algebraic
manipulation for larger systems.

An upside-down approach is presented in DFT methbds work with electron
density rather than with coordinates of individabkdctrons. Electron density is function of
only three spatial coordinates which simplifies poemension as well as algebraic
manipulation, while containing equivalent inforneetti This equivalence is a consequence
of the first Hohenberg-Kohn theorems state thatgitoeind state properties (e.g., energy)
of the system are uniquely determined by its ebectlensity. The second Hohenberg-
Kohn theorem is then an analogue of variationaigypie in wave function methods and it
says that the energy obtained by inserting anlydeasity into the exact (unknown) energy
functional is an upper bound to the exact energy.

If the exact form of the universal DFT functional known it would provide us
exact properties of the system. Unfortunately, thisot the case. In practice this problem
has been solved by Kohn and SH&hwho used a model of non-interacting electrons as
the reference system. This leads to a simplificatbthe kinetic energy functional and a
set of Kohn-Sham equations that formally resemblagree-Fock equations and can be
solved iteratively. The price to be paid is thae tterms describing electron-electron
interactions (exchange and correlation effects)lamgped into the exchange-correlation
functional whose form is also unknown. Nowadayenpl of convenient DFT exchange-
correlation functionals are available, derived guiften empirically (with certain boundary
conditions to be satisfied) and calibrated agaisherous thermodynamic, structural, and

spectroscopic data.
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DFT functionals
As mentioned above the exact form of universal D&fctional defining kinetic
and correlation energy is unknown. Various formseoh on approximations and/or
parameters fitting have been elaborated, providioge or less satisfactory results. Strictly
speaking, fitting of parameters to match experimlergsults casts use of such functionals
into a domain of semi-empirical methods.
Three commonly used functionals, abbreviated asSFBSB3LYP'***® and

PBE'!, are used throughout this work.

Limitations and scaling
DFT scaling depends on the complexity of functiptit its scaling is in general
similar to the scaling of the Hartree-Fock methiodpractice, it is usually less thanrf,
especially for larger systems. DFT is thereforestered to be fairly cheap computational
method'*® However, there is an ongoing discussion conceraicmracy of DFT. Some
studies show DFT is unable to correctly includeglalistance dispersion interactions. This
malady is often remedied by adding empirical disjper term (DFT-D), which often

improves the result significantly at no additionast*®

Applications
Despite mentioned problems, DFT has been often shimwprovide reasonable
agreement with experiments and is nowadays coridas the best price/performance
method in quantum chemistt§f It is often the only choice for quantum chemidaldy of
large systems, including most of the biologicalblevant systems. In the realm of
metalloproteins, the use of DFT is almost exclusind the accuracy obtained is usually

satisfactory’

1.2.3 Basis sets

Basis set is a set of tabulated one electron @@p#)- functions that is used to
express wave function or electron density. Ideatige would like to use the infinite

(complete) basis set which is, however, not possibbr practical purposes, we need to
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select a finite basis set that will provide a gapgroximation. In other words, we need to
minimize the difference between an arbitrary fumictand its best approximation obtained
from linear combination of functions from this baset. However, this formulation of the
task is not too helpful, since wave-function (oeatton density) of the system is the
unknown that we are trying to unfold.

Thus, development of a basis set is guided by atednexperience. The functions
should have large enough values in the regions evtiex electron density is likely to be
large and vice versa. However, this is not the oatpuirement. Computational cost for any
method is dependent on the number of basis setifumsc Choosing a large basis set has
an upside of better description of the system, evlrhaller basis set lowers the cost of the
calculation. Furthermore, it is imperative for thefinctions to have form that allows
efficient calculations of integraf8?

Using finite basis sets poses another problem. Astioned above, larger basis sets
provide more accurate description of a system. Bfagictions of any two atoms overlap
and improve the description of the system evehaéé atoms do not interact, i.e. - in case
of atom-centred basis functions more compact gedeseare stabilized by the way the
system is described. This stabilization, calledidba®t superposition error, is purely
artificial and we seek to eliminate it. One of tvays to achieve this is by counterpoise
correction method®* These undesired artificial contributions are atedi by SPE
calculations of fragments of the given system wtaoh, however, described by the basis
functions of the entire system and these contimgtiare then subtracted from energy of
the system.

1.2.4 Representation of water environment

Most of the biologically relevant molecules and teyss are found in water
environment. Therefore, representation of watetirenment is essential for accurate and
relevant description of our systems. The straightfod approach of surrounding the
system with a large number of water molecules, leebyuapplied in molecular dynamics
simulations, is futile in quantum chemical calcidas. Such an expansion of the system

puts it beyond the reach of computability.
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An alternative that will be used throughout thedgtis COSMO, conductor-like
screening mod&f2. The model treats solvent as a dielectric confimuhat is present
outside of the space occuppied by the studied sysiéis space is defined by Van der
Waals radii of the atoms of the system. The modeudes polarization of the continuum
by solute. This model provides a reasonable appratton of water environment at
incomparably lower cost®
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2 Aims of the Diploma Thesis

The primary aim of this work is to establish andhin limits of applied theory and
available experimental data, justify strategy ft@ novodesign of peptides or small

proteins exhibiting high degree of metal ion stdy.

Furthermore, we wish to provide refined input daésed on this strategy that can
be used for further development of novel peptides as a core for database containing

information about large number of metal-ligand ctexps.

Further aim is to contribute to understanding thagples of the interactions and
behaviour of selected transition metal ions witloldgically relevant molecules and
systems. This includes a careful benchmarking o theoretical methods and

computational strategies.
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3 Methods and Systems

The scope of presented thesis can be divided hnée tareas:

« Justification of the selected computational metltodbe used for geometry
optimization of metal-ligand complexes and caldolabf their binding energies.

* Examination of the simplification of a system frametal-binding peptide in a
water environment to a metal-ligand complex.

* Exploitation of this model in an ongoing effort t@sign peptides with desired

selectivity properties.

The methodological issues pertinent to solvingséh problems are discussed in

details below. This includes computational detard system setup.

3.1. Computational Details.

All quantum chemical calculations reported in tinerk were performed using
TURBOMOLE 6.2 programt®* The quantum chemical calculations were performsdgu
the density functional theory (DFT) and correlatatl initio methods. Geometry
optimizations were carried out either at the DR lgeemploying Perdew-Burke-Ernzerhof
(PBE) functional’’ or using the MP2 method. These DFT/PBE calculatiovere
expedited by expanding the Coulomb integrals iraaxiliary basis set, the resolution-of-
identity (RI-J) approximation?>*?° For all geometry optimizations, the def-SVP basis
was employed on all aton}§’*?®

The single-point DFT energies were calculated usfiegPBE-’ B3LYP*>***and
TPSS™ functionals. For these calculations the def2-T&Bis set was employed on all

atoms*?’

The ab initio reference energies were calculated using CCSD(@haod. In
addition to the above basis sets, the correlatimmsistent aug-cc-pVDZ® and aug-cc-
VTZ? basis sets were used. To allow for solvation &ffethe conductor-like screening
model (COSMO) methdd"**? was used with the dielectric constant correspandn

water & = 80)..
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3.1 Towards Accurate Computational Modelling of Metal

lon Selectivity in Small Models of Protein Active Sites

In order to verify the reliability of DFT or MP2 rtiteod that were to be used for
production calculations, five model complexes wewdt. The complexes are depicted in

Figure 3.

Figure 3: Model complexes.Upper left - [M'(CHsS)(H.0)]** in linear coordination
geometry; Upper middle - [MH,O)(H,S)(NHs)]** in tetrahedral coordination geometry;
Upper right - [M'(CH5S)(NHs)(H-0)(CHsCOO)] in square-planar coordination geometry;
Lower left - [M"(H,0)3(SH)(CHCOO)(Im)] in octahedral coordination geometry; Lawe
right - [M"(H.S)(H0)(CH:COO)(PhOH)(Im)}* in trigonal bipyramidal coordination
geometry;,

The choice of the combination of ligands is ratiaitrary but aims to include both

charged and uncharged ligands and to range fronil Bgaands (HO, H,S) to the largest
ones (PhOH).
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Several sets of calculations were performed inféorteéo compare differences in

energy and geometries caused by use of differettiods, basis sets, and use of COSMO

model.

Each set consists of optimization part of the systéed its reference and six single

point energy (SPE) calculations:

-system
-system
-system
-referencesystem
-referencesystem

-referencesystem

ghost atoms:
ghost atoms:
ghost atoms:
ghost atoms:
ghost atoms:

ghost atoms:

none regular: all

metal regular: all but metal
all but metal  regular: metal

none regular: all

metal regular: all but metal

all but metal  regular: metal

wheresystemstands for a complex in question amderencesystemstands for a

complex with ligands substituted by water moleculdss scheme is set up to correct part

of a basis superposition error.

The sets of calculations that were performed irelgdmbinations of different

basis sets, geometry optimization methods, SPHiledicn methods and environment (gas

phase/COSMO model). Geometry optimizations werdéopmed at DFT and MP2 level.

Single point energy calculations were performe®@&l, MP2 and CCSD(T) level. Basis
sets used for SPE calculations include def2-TZVig;@-pVTZ, aug-cc-PVDZ.

The purpose of the calculations was to investitfageinfluence of these factors on

accuracy of predicted interaction energies, thatlefene as follows:

E™ =(E(ML 1) - E(IG,L,]))- (E(M(H ,0),1) - E(G,, (H,0),])) (7)

where M denotes a metal ion, L denotes a ligand@nepresents ghost atom with

basis functions left from atom X. The overall ches@f the complexes are not displayed in

(7), since it varies (between 0 and 2+) in the nheglstems studied.
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3.2 Predicting Stability Constants of Metal lons in
Peptidic Scaffolds from the First Principles

Before using the strategy for large-scale calcoiettj verification of the model is
required. Since revelation of properties of megddstivity is the major ambition this work
pursuits, the goal of this verification is to cdlte binding energies of selected sites with

the selected metals and qualitatively reproducsetivalues in the simplified model.

3.2.1 Model peptides

Three small peptides (for which experimental valwésbinding energies are
available as well) were used in this verificatidieir initial geometries (see Figure 4 on
the next page) were obtained from the progbasitd_peptide™* It is important to mention
that despite the studied peptides were synthesineldsubject to experiments (MALDI-
TOF, chelatometry, isothermal titration calorimetiyC), the structural information is
missing. The efforts to crystallize the peptidesdetermined their structure by means of
NMR were precluded by the fact that binding conistamere probably too low for these
experiments (~16).

The peptides are labelled according to the amimisaxpected to participate in the
metal binding — CC(cysteine-cysteine), MM (methreimethionine) and HHTC

(histidine-histidine-threonine-cysteine)
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Figure 4.: Model peptides.Upper left - CGSC tetrapeptide (CC); Lower left -
MINM tetrapeptide (MM); Right - HNLGMNHDLQGERPYVTEG icosapeptide
(HHTC)

Arbitrary metal ion is represented by a grey sphere

3.2.2 Calculations of interaction energies

Model peptides
Set of calculations for computation of interactiemergy consists of optimization

part of the system and four single point energyH)Stalculations:

-system ghost atoms: none regular: all
-system ghost atoms: metal regular: all but metal
-referencesystem  ghost atoms: none regular: all
-referencesystem  ghost atoms: metal regular: all but metal
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wheresystemstands for a complex in question amderencesystemstands for a
complex of metal with six water molecules. Thisestie is set up to correct part of a basis
superposition error.

* All of the calculations of HHTC peptide were domekoth forms of protonated
(labelled HHTCp) and deprotonated (labelled HHT@a¢onine side chain.

e Structure optimizations of peptides were performéti and without constraints on
geometry. In constrained optimizations individughhd-metal-ligand angles were
fixed.

* All of the calculations of model peptides were damiéh implicit solvent model
provided by COSMO

Simplified first-shell model complexes

Simplified model complexed were constructed in thalowing manner:

1) Optimized geometry of the corresponding modetipe was considered

2) Coordinates of metal and binding aminoacidiesidins were extracted and
truncated in a manner described below. The midsamgling partner was substituted with a
hydrogen atom.

3) In case of CC peptide the CO group of N-termmyateine binds to the metal
and is included in the simplified model and is esgemted by a formamide (N}CHO

In case of MM peptide the NHyroup of N-terminal methionine binds to the metal
and is included in the simplified model and is esggnted by an ammonia hH

The process is displayed in Figure 5 on the negépa

Set of calculations for computation of interactiemergy consists of optimization

part of the system and its reference and four sipgint energy (SPE) calculations:

-system ghost atoms: none regular: all
-system ghost atoms: metal regular: all but metal
-referencesystem  ghost atoms: none regular: all
-referencesystem  ghost atoms: metal regular: all but metal

wheresystemstands for a complex in question amderencesystemstands for a
complex of metal with six water molecules. Thisestie is set up to correct part of a basis

superposition error.

28



All of the calculations of simplified complexes wedone both with implicit
solvent model COSMO and in gas phase

Structure optimizations of simplified complexes @@erformed with and without
constraints on geometry. In constrained optimizegiandividual ligand-metal-ligand

angles were fixed.

- Fra

Figure 5: System simplification.Two methionine sidechains and terminal Nitle
recognised as ligands and represented in the $iegpinodel as dimethyl sulfides and
ammonia, respectively. Position of atoms is nonglea during the simplification but the

resulting system is subjected to geometry optinonat

Reference systems:
Reference systems are complexes of correspondite) mih six water molecules
preorganised in octahedral geometry and optimizéth wo constraints on geometry.

Optimizations were performed both with implicit weht model COSMO and in gas phase.
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3.3 [MX,] complexes: introduction to combinatorial

guantum chemistry

The final part comprises tremendous effort that esn undertaken to utilize the
testing described in previous chapters. It is didichto three parts. The first part describes
preparation of input files for all complexes thaerev to be investigated. Second part
describes the calculations that have been perfomiiidthese complexes together with an
outlook for the future. The final part expounds pinecess of construction of a peptide with

desired metal coordination center.

3.3.1 Input file preparation

3.3.1.1 Selection of ligands

Out of 20 basic amino acids, 11 of them are capablbending metal ions via their
side chains — aspartic acid, glutamic acid, aspaeaglutamine, cysteine, lysine, histidine,
methionine, serine, threonine, tyrosine. To comnrsaleof the possible binding sites (with
respect to metal-binding amino acids) we need t@ lzarepresentative molecule for each
one of them. However, since it is the side chaat fihould have decisive effect on binding
of the metal the rest of the amino acid is exclufileth the model. Instead, the side chain
is terminated by a CHgroup. Complete list of representatives is comt@im Table 1 on

the next page.
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Table 1: List of ligands.Lists ligands used to represent amino acidic siugrts
as metal-binders. The ligand is usually a truncatetk chain, so that it possesses metal-

binding atom and key atoms.

Ligand Represents Ligand Represents
Glutamic acid CsHsOH
CH;COO Aspartic acid CgHsO Tyrosine
Glutamine CHsSH Cysteine
CH3CONH, Asparagine CHsS
CsHiN2 (Imidazole)  Histidine CHSCH; Methionine
CH3OH Serine CHsNH> Lysine

CH3;CHOHCH; Threonine

Histidine can bind via a nitrogen atom of its inadée ring. Both N; (N pros
abbreviated N according to IUPAC nomenclature) ang KN tele N;) binding modes are
possible and should be included in the model. H@awmevnclusion of each new
representative into a set of possible ligands lgada significant increase in the total
number of complexes. Moreover, the difference betwibese two binding modes is likely
to be unsubstantial or even imperceptible withia #tcuracy of the approach. Hence,
inclusion of both modes would lead to a major iasee in computational cost without
actually increasing the information value contaimethe results.

The very same argument applies to glutamic andrés@aid being represented by
a single ligand, as well as glutamine-asparagingleo

On the other hand, some of the amino acids caniracdoth charged and
uncharged form. Since removal of hydrogen, othexviaisund to the ligating atom, has a
major impact on electronic structure and overaldwour of the ligand it is imperative to
include both forms as two distinct ligands. Thiseapplies for cysteine and tyrosine,

which were also considered as cysteinate and tatesi
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Five geometries, eight metals and eleven ligandee Haeen selected with an
ambition to investigate all of the possible combimas of these variables. Even at first
glance, it is obvious this will amount to a respét® quantity of complexes and even a

mundane task of calculation set-up becomes a ciuatlg quest.

Two steps need to be accomplished:
(1) acquiring a list of complexes to be studied;

(i) obtaining initial guess of their geometries.

3.3.1.2 Constructing list of complexes

Constructing the list is not trivial. Due to symmes$ of chosen geometries, simply
writing out all possible values of variables (getmeligands, metals) would not suffice,
as this list would contain redundant entries, whghindesirable. A following approach,
that breaks the problem into several easily manadgeab-steps, has been used:

(1) A list of non-redundant templates is constrdc# template can be defined as a
sequence of numbers, with each number definingg@ ¢f a ligand and the position of this
number (in the sequence) defining ligand's positothe complex. If a template contains
N different numbers, only numbers 1,2\.are used. We defin as cardinality of this
template.

A new template is redundant if application of amgngent of symmetry (or their
combination) yields a template that is identicahtty of those already approved. A more

illustrative clarification is presented in Figur®B the next page.
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NSNS N
4/ \3 4/ \3 1/ \4

template 1234 2134 2341

reference number 1 2 3

Figure 6: Examination of template redundancy.Three sample templates and
their schematic drawings are displayed. First nunrbthe template defines upper left
corner of the square, second number defines upgeraorner, etc. in clock-wise
direction.
Template 1 and 2 are non-redundant, since apgmicati any combination of
elements of symmetry to one template will not yiild other. On the other hand,
templates 1 and 3 are redundant — template 3 @naat from template 1 by a counter

clock-wise 90 rotation. Therefore, only one of the two templaseselected.

(2) A single isomorphism is constructed betweerh@&kcombination from a set of
ligands and set {1,2,.N}. All non-redundant complexes are obtained by gwingl these
isomorphisms to all non-redundant templates (nlyuranly isomorphisms, whose
domain’s cardinality is equal to the cardinalitytbé template are applied).

(3) This procedure fails if some of the templates @mitted or the redundancy of
the template is misjudged. To verify none of thepkates are omitted, list of all possible
(redundant) templates was prepared. Applying elésnehsymmetry to a given (possibly
redundant) template yields an identical templaterte and one only from the list of non-
redundant templates, unless some have been omitted.

Applying elements of symmetry to individual (nordomdant) templates will not

produce a different non-redundant template, untesedundancy has been misjudged.
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Usually, metal ions in proteins are not bound byrenthen 4 amino acid side
chains® To account for this observation, templates fagamal bipyramidal and octahedral

geometry consisted of four ligands plus one andwater molecules, respectively.

3.3.1.3 Obtaining an initial guess of the molecular geometry

First, the geometries of individual ligands werdimjzed. Second, the molecular
geometry of octahedral complex Znp®i)sL] was optimized. The initial guess for the
orientation of a ligand was guided by chemical itmn.

A program, calledotate, was written. It allows to construct specific cdexes by
using ligand-metal orientation obtained in the pyas optimization. Thus, two out of three
rotational degrees of freedom are defined. The mEn@g degree of freedom was
determined by a rudimentary force field designegrevent clash of ligands.

By this approach and applying the combinatorialoatgms described in the
previous section, following numbers of metal coexgls were constructed (using 11
ligands and KO):

66 for linear geometry

1001 for tetrahedral geometry

2211 for square planar geometry

4422 for octahedral geometry

7502 for trigonal bipyramidal geometry

Since only initial guess of geometry was availalitee first obligatory step is
geometry optimization. Optimizations were performs&dh constrained geometries by
fixing donor-metal-donor angles. There are two oeas for choosing constrained
optimization over fully relaxed (non-constrainedjtimization. The first reason is that
these complexes represent the metal-binding sit mftein, which is likely to stabilize
the positions of individual side chains. Althougle geometry can be distorted in a protein,
and most likely it is, fixing the angles represethis stabilization of side chains better than
no fixation at all. Second reason is that we aymdrto investigate preference of studied
metals for chosen geometries. Distortion, or eveastrdction, of predefined geometry

would not provide information about the energetiesseek.
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3.3.2 Quantum Mechanical Calculations of [MX,] Complexes

Optimizations were performed in vacuum environmdrg, without COSMO
model. There are two reasons for choosing vacuumamment over COSMO model. One
reason is technical. COSMO calculations are sevienals more consuming than gas phase
calculation. Due to immense number of complexebilegie to be investigated this saving
is welcome. More importantly, in vacuum a complexefers closely packed
conformations, while in water environment more opanctures are formed, as water can
interact with ligands. The inside of a protein feen hydrophobic and tightly packed, so
use of vacuum environment seems to be reasonaléssa for geometry optimization.

Optimized geometries of zinc complexes were usedindgal guesses for
optimization of the complexes of remaining metalsoAgain, there are two good reasons
for this decision. Optimized geometry of an entoemplex is a much better initial guess
than mergence of optimized fragments, making it esonomical as faster convergence
can be expected. More importantly, the nearest lmiamum is likely to be very similar
to the starting point, which is a local minimum fmmplex with zinc. Thus, difference in
energies will be mostly caused by exchange of matdl by different conformations and

interactions of ligands, thus yielding the requestéormation about metal ion selectivity.

Obtaining a convergence of molecular geometries8far 15 202 = 121 616 is a
highly untrivial task. Each one is a unique systeith its own PES that may present
unique challenges for achieving convergence. Algmoaptimization algorithms are very
efficient and successful in most circumstances,esoases require systematic intervention.

A script, calledfeeder has been developed to undertake this challehgestesses
two notable features. Firstly, it sets-up, subnats] regulates the calculations. Calculation
set-up is dependent on the variables specific lier diven calculation, such as overall
charge of a complex, metal ion, geometry, etc. Reigun ensures effective exploitation of
available computational power without overloadihg tomputers or hard drives with data
that cannot be processed in the imminent futuréetide of unnecessary data, and easy
management.

Secondly, it checks the progress of submitted tatioms. Successfully converged

jobs are stripped of unnecessary data. In the agpoase, causes of failure are analysed
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and, if within competence of teederscript, an attempt to remove them is made based on
the results of the analysis. If the script is upatal deal with the specific problem or the
calculation has failed to converge despite multgakempts at fine-tuning the parameters,
all of the job's data are dumped for later analysis

The script allows for a systematic progress in mbidous quest with as little
manual input as possible. Although not flawlessgeriabled conveyance of a soaring

amount of calculations that could hardly ever beaggd without it.
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3.3.3 Construction of new peptide

Another program, calledbuilder, is still in development. Given the position of
metal-binding amino acid side chains the programstacts a peptide chain with given
amino acids in predefined positions.

The program works with a non-redundant PDB datalmsall known protein
structures.

First it finds all peptide fragments that can caingvo arbitrary ligands of a
complex, i.e. it finds fragments that start with @mino acid identical to one ligand and
ends with the other; few (usually three) more nesgdbeyond these terminal ones are
included (so called 'tails’) for reasons desribedhe next paragraph. Due to large number
of such fragments only those satisfying the necgssanditions are saved. These
conditions can be summed up into a following reguient: if the fragment is rotated
correctly the terminal side chains have to be isiree positions, their orientation towards
the position of the metal has to be correct andpifgide must not occupy space reserved
for metal, other side chains or to interfere with test of the peptide.

In the next step, all combinations of these fragmee constructed. A scoring
function has been devised to determine the qualitythe new peptide. The scoring
function takes into consideration deviations fromesgribed side chain positions, angles
and quality of tail overlaps. The idea behind @uedverlap is simple — in order to stabilize
the position of ligating side chain it might be fel to include amino acids from both
directions of the peptide chain. Best combinatiohfragments are merged and resulting
peptides are printed out.

Although the idea of constructing a peptide by nmegdragments is rather crude it
has shown some success befbreThe new construct can be subjected to geometry

optimization in order to test its stability.
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4 Results and Discussion

4.1 Towards Accurate Computational Modelling of Metal

lon Selectivity in Small Models of Protein Active Sites

4.1.1  The reference benchmark CCSD(T) calculations

For three smaller systems, f{CH;S)(H0)]™, [M"(H20)(H2S)(NHs)]**, and
[M"(CH3S)(NHs)(H,0)(CH:COO)] (Fig. 3a-c) and the corresponding perhydrated
complexes: [M(H»0):]*" and [M'(H.0O).]%*, it is possible to carry out the benchmark
CCSD(T) calculations using a fairly large basisdeip to aug-cc-pVTZ). For the current
(benchmarking) purposes, the interaction energyefined as the interaction of the bare
metal ion with the ‘pre-organized’ binding site {ained in the preceding molecular
geometry optimization using the RI-PBE/def-SVP moéih Three basis sets were used, viz
def2-TZVP, aug-cc-pVDZ, and aug-cc-pVTZ. The resute summarized in Table 2 on

the next page.

Several important observations can be made fronvahees presented in Table 2.
Methodologically, the most important fact that daa noticed in Table 1, is a very good
agreement between RI-MP2 values and the refere@&DCT) values, in all three basis set
studied. The difference in interaction energies potad in a given basis is usually 1-3
kcal.mol'. The notable exceptions are the linear complek&u@!) and Fe(ll). These will
be investigated in more detail later. The sm&lip2-ccspmterm also implies that one can
attempt to obtain estimates of CCSD(T)/CBS valuas, is routinely done in the
calculations of interaction energies of weakly ratting systems. The MP2 (aD2 aTZ
— aQ2Z) calculations with the CCSD(T) (aD2 aTZ) correction would serve to this
purposes, though a fairly good estimate can beadyreprovided by the estimate of
MP2/CBS value. What is even more encouraging isttieerrors are much lower once we

adopt the definition of interaction energy as dediby (7).
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Table 2: The interaction energies of studied metal ion& wibdel binding sitegi: =

E(complex) -E(M?") —E(ligands) calculated using varioab initio and DFT methods.
Equilibrium geometries were obtained using PBE&¥R method and constraining the systems
to the given coordination geometries (i.e., fixthg L-M-L angles). All values are

inkcal/mol.

coord. MP2 CCSD(T) PBE B3LYP TPSS
geom. complex TZV aDz® aTz® Tzv abDzZ aTzZ TzVv TzZV TzV

LI [ZnXOI'S -462% -468.¢ -ATAEL -4l -467. -4TAS
[ZnW2]™" 1809 -185.7 -191.4 -179.1 -184.1 -190.4

+

[CdX] | 4281 -420.1 -4363 -425.4 -426.1 -432.9 -459.7 -450.3 -450.4
+

[CAW2™ 1454 -147.0 -152.4 -143.3 -1449 -1505 -163.2 -158.4 -158.2

+
[CuXz] . 5068 542.6 -490.1 5217 -566.2 -545.1 -553.9
+
[CuW2l™  _190.7 -199.9 -190.5 -200.8 -228.3 -209.5 -219.6
+
[FeXo]” 4320 -426.1 -436.2 -432.7
[FeW,]?* -163.3 -162.4 -163.0 164.1

TH  [20Xd™ 5993 -305.3 -312.1 -206.7 -302.7 -310.5
[ZnWd*" 5006 -291.9 -299.5 -288.7 -290.3 -299.0
[CAXa™ 496 -252.6 -250.6 -246.0 -248.8 -255.9 -272.6 -265.0 -264.8
[CAWA™ 5386 -237.8 -245.0 -2355 -234.8 -242.3 -254.6 -250.9 -248.5

2+

[CuX4] L, 2998 -312.1 -301.8 -315.4 -353.0 -331.8 -343.6
+

[CUW42] -289.3 -297.9 -289.1 -299.7 -325.5 -311.6 -317.5
+

[FeXxy] -271.2 -270.1 -271.0 -273.0

[FeW " -269.2 -266.1 -268.9 -268.9

SQ  [2nYd? 7328 .730.7 -738.1 -732.2 -730.0 -738.6
[ZnWd*" 818 -282.8 -289.8 -280.0 -281.5 -289.5
[CdYa  69.2 -665.4 -673.1 -666.9 -662.8 -670.7 -695.1 -685.2 -688.1
[CAWA™ 343 .233.0 -240.0 -231.3 -230.2 -237.5 -250.5 -2465 -245.1

[CUY4]2 -744.0 -751.6 -803.8 -781.7 -795.7
.

[CUW™  _301.0 -310.2 -301.5 -312.6 -337.9 -324.9 -332.0
[FeY4]

[FeW,]?* -262.1 -262.0

& def2-TZVP basis set

b aug-cc-pVDZ basis set

¢ aug-cc-pVTZ basis set

4LI... linear, TH... tetrahedral, SQ...square planar camation geometry

® [MX ] stands for [M(CHsS)(H0)]** complex, [MW]... [M"(H,0),]**

" IMX 4] stands for [M(H20)(H2S)(NHs)]?* complex, [MW]... [M"(H,0)4]?"

9[MY 4 stands for [M(CHsS)(NHs)(H20)(CH:COO)] complex, [MW]... [M"(H,0)]**
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In this equation the perhydrated complex in theegicoordination geometry is
used as the reference state. If we use the inienaenergies as the central quantity that
determines the metal ion selectivity, we can notie the agreement between MP2 and
CCSD(T) values drops down below 1 kcal.thdh most cases.

The calculations also nicely reproduce well kndvemds in the binding of studied
metal ions (much higher binding energies for copped mercury, the former is in
agreement with Irving-Williams series of stabilitpnstants), preference of Cu(ll) for

square planar geometry (in comparison with thelketdral geometry).

At first glance, DFT values seem to be significardff the values calculated by
CCSD(T) or MP2. More careful examination, howeverveals that the shift is systematic,
to a large extent. This can be seen if we applyaegu (7) for calculation of interaction
energy. Originally, differences in energy of conxas, i.e. values listed in Table £1, are in
the range of 15-40 kcal.ml Upon applying (7), i.eE((MX.]) — E((MW,])., the
differences between DFT and CCSD(T) predicted waldeop to 0-25 kcal.mdl
Significant differences in performance of indivitldanctionals are encountered as well.
Largest differences are found for the PBE functiohbe TPSS functional performs much
better and is only slightly surpassed by B3LYPMich differences of 0-15 kcal.mbhre
found.

These values are still quite large. Although tieisipting to use DFT for calculation
of interaction energies with DFT, it has to be rembered that the 15 kcal.mbvalue is an
accuracy limit of the presented approach for thd Diethod. Although the shift can be
systematic and does not necessarily interfere whth goal of predicting metal ion

selectivity, it disqualifies DFT from precise pretion of interaction energies.

The situation is similar for the more complicatedtamedral and trigonal
bipyramidal model complexes (Table 3on the nextepaggreement between MP2 and
DFT improves after application of equation (7) brgmains non-negligible and
unsatisfactory. Althougk;,; predicted by MP2/aTZ and DFT/B3LYP for Cd-OH comple
is identical, it is more of a solitary exceptiomtha general rule.

These values further confirm that DFT is not appedp for predicting highly

accurate interaction energies, at least in thecggbr adopted in this study.
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Table 3: Energies of octahedral and trigonal bipyranidal complexes. The

interaction energies of studied metal ions with eidainding sitesEj; = E(complex) —

E(M?") — E(ligands) computed by using varioab initio and DFT methods. Equilibrium

geometries were obtained using PBE/def-SVP methddcanstraining the systems to the

given coordination geometries (i.e., fixing the lHiMangles). The BSSE was accounted

for using the counterpoise method of Boys and Belinall values are in kcal.mdl

coord. MP2 PBE B3LYP TPSS
geom. complex aDZ aTz® Tzv® Tzv°® TzVve©
OH! [ZnX{'® -736.7 -745.2 -755.0 -747.0 -7518
[ZnWel ) 3749 -373.3 -371.6
[ZO\I/>\/<6]2+ -669.6 -678.0 -693.8 -685.1 -688.3
6]+ -300.6 -308.5 -317.7 -3156 -312.2
[21;6]% -737.9 -745.7 -794.40 -772.7 -788.5
" 3500 3685 -3651 -3842 -3902
™ [ZnXs]+; -538.0 -546.5
[an5]+ 3432 -340.9 -339.0
[ZC\';\/(S]% 4815 -480.1 -495.4 -489.7 -490.2
5]+ 270.6 -278.1 -287.5 -284.6 -281.9
[ijf’]% -533.2 601.4 -580.6 -595.4
" 3308 330 3674 -3543 -361.2

2 def2-TZVP basis set

P aug-cc-pVDZ basis set
¢ aug-cc-pVTZ basis set

9 OH... octahedral, TP... trigonal bipyramidal,
®[MX¢] stands for complex [MH20)s(SH)(CHCOO)(Im)], [MW,]... [M"(H,0)e]**
" [MX ] stands for complex [MH.S)(H,0)(CH;COO)(PhOH)(Im)i,

MW 4]... [M"(H,0)5]*
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4.1.2 Comparison of geometry optimization at different levels
of theory

As can be inferred from Tables 2 and 3, the inteyacenergies obtained using
MP2 and DFT methods differ with the former onesgesloser to the reference CCSD(T)
calculations. The question naturally arises asow hAccurate are equilibrium geometries
obtained using DFT methods in comparison with thaildrium MP2 geometries. For
large-scale calculations, or the calculations ojda systems, the DFT/RI-PBE method is
at least one order of magnitude faster than RI-Mfe2hod. Therefore, if it can be shown
that the equilibrium geometries obtained using BRERmethod are sufficiently accurate,
the efficient and reasonably economic protocolhsag the MP2/TZV//RI-PBE/def-SVP
can be safely for sufficiently accurate modellirfighee metal ion affinities in biomolecular
sites.

To answer the question three different sets of ggpnes were studied.

For the first set an initial guess (“ig”) was optoed with MP2 method (ig/MP2).
For the second set an initial guess, identical \hih previous one, was optimized with
DFT-RI-PBE/def-SVP method (ig/DFT). For the thiret ©FT-optimized structures were
optimized with MP2 method (DFT opt/MP2).

SPE calculations were undertaken for all theseesystat MP2 level with aug-cc-
pVTZ/aug-cc-pVTZ-PP basi&., as defined previously in (7), are presented éenTible 4

below together with relative RMSD values and eneliffgrences.
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Table 4: the comparison of various geometries optimized wittDFT and MP2 methods
RMSD values between corresponding complexes oéstt®lL, (upper ling and reference MW

systems (lower line - italics) are presented.
f ig/ MP2 ig/ DFT ig / MP2
metal coord. Eint
VS VS VS
starting geom. / optimization method )
ig/ DFT DFT opt. / MP2 DFT opt. / MP2
ion geom. ig/MP2 ig/DFT DFT opt. / AEint RMSD AEint RMSD  AEint RMSD
MP2
cd  LI® 0.042 0.048 0.007
-285.1 -283.8 -285.1 -1.3 0.026 1.3 0.023 0.0 0.003
THP 0.057 0.039 0.030
-14.8 -14.6 -14.8 -0.20.039 0.3 0.029 0.0 0.026
S 0.150 0.155 0.043
-441.7 -433.1 -442.0 -8.6 0.015 9.0 0.015 0.3 0.005
OH¢ 0.126 0.122 0.011
-378.0 -369.5 -378.1 -8.4 0.009 8.6 0.015 0.1 0.007
TP® 4.066 0.266 4.078
2240 -211.2 -2148 159 0020 36 0.015 -9.6 0.016
Cu L2 0.035 0.035 0.017
-341.5 -342.6 -341.6 1.1 0.469 -1.0 0.005 0.1 0.003
THP 0.996 0.359 0.845
-14.8 -14.1 -14.5 -0.70.122 0.4 0.121 -0.4 0.008
S 2.110 0.921 2.353
-451.8 -439.4 -452.5 -12.4 0.132 13.0 0.133 0.7 0.005
OH¢ 0.312 0.317 0.026
-385.1 -377.3 -385.9 -7.9 0.149 8.6 0.151 0.8 0.014

2 LI stands for [M(CHsS)(H0)]** complex,
® TH stands for [M(H,0)x(H>S)(NHs)]?* complex,
° SQ stands for [M(CHsS)(NHs)(H20)(CHCOO)] complex,
4 OH stands for [M(H,0)3(SH)(CH,COO)(Im)] complex,
® TP stands for [M(H,S)(H,O)(CH:COO)(PhOH)(Im)}* complex,
" Defined in (7)

The LI systems are very simple, containing onlyedahion and two ligands, in this

case water and methanethiolate, offering little apmity for overestimation or

underestimation of different interactions. Thuserewery different optimization methods

are unlikely to produce significantly distinct résu This expectation is confirmed by the

findings. Energy differences of 1.3 and 1.1 kcal:infor Cd and Cu, respectively, are
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inconsequential. Geometries are almost indistirfigoke, as can be seen from very low
values of RMSD. It is noteworthy, however, that np@turn to MP2-optimization in
DFTopt/MP2 set both energy differences and RMSuesl(between LI systems of this
set and of ig/MP2 set) drop almost to zero.

The situation is similar in TH systems. The sysienslightly more complicated,
containing metal ion and four ligands, which, insticase, are very simple uncharged
ligands (HO, NHs, H.S). For Cd ion, just as in previous case, enerdfgrénces and
RMSD values are diminutive and smallest for systéhad are both optimized by MP2
method. However, situation is little more interegtiwith Cu ion. Although energy
differences remain insignificant, the RMSD valua® a@uite large. A more careful
examination of the systems shows that the mainerdifices come from different
orientations of ligands — even though, the energéesain almost unchanged. This fact
suggests that these orientations can vary withetdgivable impact on overall interaction
energy. This premonition is further encouragedh®ydbservation that even after returning
to MP2 for optimization, the calculated RMSD valbetween ig/MP2 and DFTopt/MP2)
remains quite large.

SQ systems are even more peculiar. For Cd ion ritexaiction energy of DFT
optimized structure is significantly (ca. 9 kcallinbigher (less negative) than for both
MP2 optimized geometries. The surprising fact iattRMSD values between these
systems is rather small. Although it is quite pblesthat DFT optimized geometry is not a
local minimum on MP2 energy evaluated PES, the gmtesl differences are beyond
expectation and we have no rigorous explanatiothisrinsinuated discrepancy.

For Cu ion, both the energy differences and the RM&lues are quite large for
comparison of DFT optimized and MP2 optimized systeThis seems to be an illustrative
example of different energy evaluation by differanethods and a resulting shift in
geometry. A closer look reveals differences, maimmyorientations of larger ligands.
Comparison of MP2 optimized geometries is notewodh well. The energy is almost
identical, but the RMSD value is towering. Thisiosity is caused by rotation of single
ligand by almost 180°. Thus, the complexes are simmutual mirror images, with very
similar energetics. The alignment procedure, howawges least-square method and thus
aligns the structures, in this case, very ineffidie Should we use a different alignment
method, we could overlay the structures so thgtlaiement of individual atoms would be

close to zero — except for the atoms of rotateahiity
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Situation in OH systems is similar to the previame. For Cd ion, RMSD values
are quite low, but the energy differences betwe&T Bnd MP2 optimized methods are
significant (ca. 8.5 kcal/mol). A return to MP2 mpization in DFTopt/MP2 Cd-OH system
causes the differences to vanish. The situatioless disturbing for Cu ion, since the
RMSD values are larger and the energy differencesn@are justifiable.

For TP systems, even MP2 optimized systems shomifisi@nt differences both in
energy and geometries, a typical example of diffelecal minima found by starting from
different initial geometries. Despite the largefaetiénce of ig/MP2 and ig/DFT, good
agreement between ig/DFT and DFTopt/MP2 shows D@&T produced reasonable
geometry that is close to MP2-evaluated PES minimum

To conclude, we may say that in most cases DFTniguition provided geometries
are similar to their MP2-optimized counterpartshbot structure and energy. In a non-
negligible number of cases, however, the differsree apparent. In some cases, energy
differences are relatively large despite rathentfalifferences in geometry. Thus, if
aforementioned protocol MP2/TZV//RI-PBE/def-SVP ts be used, error of up to 15
kcal.mol* can be expected. The error is generally largemfore complex systems.

MP2-optimization with starting geometry taken froDFT-optimized systems
yields results very similar to MP2-optimized syssethat start with a mere initial guess of
a geometry. A DFT-preoptimization with a subsequbtR2-optimization might be a

bearable compromise between accuracy and compuaatost.

4.1.3 Solvation effects (PCM/COSMO calculations).

Gas phase interaction energies are, in most casebe order of hundreds of
kcal.mol'. This fact is not surprising, as reference systemomposed of metal ion and
water molecules, while studied complexes contaiargdd residues. Strong Coulomb
interaction between this negatively charged fragsiand positively charged metal ion is
the reason for such large interaction energiess Bppplies for all (studied) metal ions,
although the actual strength of the interactioniegasslightly. On the other hand, TH
systems, that contain no charged ligands havesictien energies of 10-20 kcal.rfol

In water environment, implicitly represented in awalculations by polarizable
continuum of COSMO model, this interaction is sfguaintly weakened. Highly polar

water molecules can provide stabilizing interaction both negatively and positively
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charged species. Thus, part of the charge clotekmended” on interaction with water. As
a result, the ligand, even though still carryingnal charge, offers significantly weaker
interaction and the overall interaction energy ischhlower. This trend can be inferred
from Table 5.

Table 5: Comparison of interaction energies calculated in gaphase and
COSMO. SPE values of DFT-optimized structures at both RR@T MP2 level. Data for

Cu-TP is not available.

metal coord. charged Gas phase COSMO
ion geom. ligands method

Cd L2 1 DFT -291.¢ -60.E

MP2 -285.1 -55.7

THP 0 DFT -14.1 -14.F

MP2 -14.¢ -13.¢

sS¢* 2 DFT -438.7 -85.€

MP2 -441.7 -84.4

OH¢ 2 DFT -369. -48.€

MP2 -378.( -53.4

TP® 1 DFT -205.1 -35.¢

MP2 -224.0 -41.6

Cu L2 1 DFT -335.F -79.€

MP2 -341.F -84.4

THP 0 DFT -20.2 -19.

MP2 -14.¢ -14.2

sQf 2 DFT -456.9 -85.7

MP2 -451.8 -81.3

OH¢ 2 DFT -388.¢ -63.C

MP2 -385.2 -49.F

TP® 1 DFT -226.7 -41.F
MP2

2 LI stands for [M(CHsS)(H0)]** complex,

P TH stands for [M(H,0)x(H>S)(NHs)]?* complex,

° SQ stands for [M(CHsS)(NHs)(H20)(CHCOO)] complex,
4 OH stands for [M(H»0)s(SH)(CH;COO)(Im)]

® TP stands for [M(H,S)(H,O)(CH:COO)(PhOH)(Im)}*

" Defined in (7)
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Upon introducing water environment, the interactienergy is lowered by a
different amount, depending on the precise eleatr@tructure of a given system.
However, it can be claimed that the larger the nemdd charged ligands the larger the
change of interaction energy, as larger amount @fil@nb interaction is lost due to
interaction with surrounding water. This claim @anesistent with the presented data.

The values are virtually unchanged for TH systemich contain no charged
ligands. This would tempt to conclude that the ¢gjeaim amount of Coulomb interaction is
the only significant change that has impact onititeraction energy of a given system.
This idea, however, has to be dismissed, as atjerds do interact with their environment
as well through dipole-dipole, dipole-induced dgabr dispersion interactions. These
interactions cause geometries optimized in vacuowr@nment to be more compact than
those in water environment, as these, although wiesdractions are usually favourable
and no better partners are present. However, whersystem is surrounded with water
molecules, these can compete for interaction vgianids. Large dipole moment of water
can often provide stronger interaction than mosthef ligands. Additionally, more open
geometries offer more space for these interactidtence, it can be expected that
introducing water environment can have a major chpa orientations of ligands and its
overall geometry. The reason for utter indifferenEénteraction energies in TH systems to
the environment might lie in the simple structufat® ligands (two HO molecules, K5
and NH) that offers little opportunity to a more complaxeraction, such as effect of
more or less compact geometries that has beemedthbove. Moreover, the interaction
energy of this complex seems to have little depeoel®n the orientation of these ligands,
as has been discussed in section 3.2

The interaction energies are much lower in the easdd phase and are thus closer
to experimental values that are in the range 00 &&al/mol. However, these values are
still as high as 90 kcal/mol. It seems that COSMG@det fails to fully supplement water
environment and, thus, underestimates the statiizgrovided by water molecules. A
straightforward solution of surrounding the complaih another layer of water molecules
could remedy the situation but, in return, introglicfurther problems. Specifically,
introducing large number of water-water interacsiampacts energy of the complex and
eclipses the original issue. Since different geoleetare studied it is impossible to ensure
that the orientations of water molecules, and hemaall water-water interaction, are
unchanged. A more thorough approach of samplingptiese space is well beyond the
scope of this study.
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4.2 Predicting Stability Constants of Metal lons in
Peptidic Scaffolds from the First Principles

4.2.1 Approximating the Complex Peptide Binding Site by Its
First-Sphere Representation

We investigate the simplification of a metal-binglirprotein to a complex
containing only the first-sphere ligands — aminml a&ide chains ligating the metal ion (and
possibly backbone NHor CO functional groups), and its effect on intéi@ energies
(define in (7)). We do this by comparing the systemith identical environment (i.e. those
optimized and calculated with COSMO model, as pnosgystems were not calculated in
gas phase ) and restrictions on geometry optinoaggither no constraints or fixed donor-
metal-donor angles). Calculated values of intepactenergies for these systems are

summarized in Tables 6 and 7.

Table 6: The interaction energies of whole peptides catedlavith COSMO model. All

values are in kcal.mdl

Geom. Elntmax
constraintd systelf MN FE CO NI CuU ZN CD HG -

Emtmin

free CC 86 34 11 44 -322 -8.0 -29.180.5 89.1

MM 875 88.1 831 913 513 746 525 118 795

HHTCp -27.6 -39.0 -32.4 -43.5 -51.1 -84.2 56.6

HHTCd -65.3 -75.1 -83.4 -71.7 -102.3 -80.1 -83.9 -112.0 46.7

fixed CcC 118 77 54 89 -257 -14 -28.180.7 92.5
MM 878 89.2 876 896 774 784 51.7 10.8 78.7
HHTCp -15.1 -60.6 -26.7 -42.2 -84.0 68.8
HHTCd -58.3 -108.3 -71.1 -74.4 -105.5 50.0

.. free — no constraints on geometry, fixed — fikgend-metal-ligand angles
.. model peptides described in chapter 3.2.1
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Table 7: The interaction energies of simplified systemsivéel from whole peptides
calculated with COSMO model. All values are in koail™.

Geom. Elntmax
constraintd systeti MN FE CO NI CuU ZN CD HG -

Elntmin

free CC 1.0 -55 -10.6-49 -459 -14.7-349 -87.3 88.3

MM 69.7 672 63.2 683 248 536 317 -7.7 774
HHTCp -16.3 -24.6 -28.8 -21.6 -48.8 -33.3 -40.0 -65.4 49.0
HHTCd -64.0 -75.1 -80.4 -76.3 -100.4 -79.4 -81.0 -116.1 52.1

fixed CC 47 -06 -6.1 -2.7 -33.3 -12.734.6 -83.7 88.4
MM 728 699 693 723 336 642 36.8 -3.7 76.5

& ... free — no constraints on geometry, fixed — fikgend-metal-ligand angles
b .. simplified systems derived as described in atapL.2

The absolute values of complexation energies fayiral and simplified systems
are different. This can be expected as the whagbtigee provides more interaction partners
than simplified system derived from it. Moreovdiglstly different orientations of ligands
are present. However, the range of these diffeerscquite narrow. For more illustrative

display we define simplification energies as:

Eisim — Eint _ Eint

1st,i orig,i

(8)

WhereEi”torig,i is a interaction energy metal ion in the full peptandE™,is interaction
energy of simplified system derived from its origias described in Computational Details
section.

For constrained systems, where only the effectifbérént number of interaction
partners takes place, simplification energies rdmya 7.1 to 14.3 for HHTCp, 6.9 to 11.4
for HHTCd, -11.5 to -3.0 for CC, and -19.4 to -Il4or MM with a single exception of
-43.8 for Cu; all values are in kcal.rifofthe reason for this large deviation is discussed
the next paragraph). This implies that outer ladgas influence interaction energy but with

limited regard to metal ion (4.6 to 8.6 kcal.mdlifferences). For unconstrained systems,
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where both effects are present, these values igtelgldifferent (10.2 to 18.8 for HHTCp,
-4.6 to 3.1 for HHTCd, -13.6 to -5.8 for CC and 260 -17.8 for MM; in kcal.mat) but
the dependence on the metal ion remains simila@rt(78.7 kcal.mot differences). These
numbers would suggest that differences in compieratenergies of less than ~10
kcal.mol* are not reliably reproduced within this simplifica. However, complexation
energies span in the range of 40-90 kcalhaoid therefore, some information concerning
the potential selectivity is retained in the sirfipdtion.

Large value of simplification energy for Cu in ctaghed MM system is present
due to non-consistent simplification of a protemnat first-layer complex. Simplified MM
systems consist of two dimethyl sulfides (reprasgntmethionine side chain) and
ammonia (representing terminal BHunctional group). The problem occurs with
representation of this terminal Nigroup. In all systems, except for the one contgrgu,
the NH group is bound to a metal. This favourable inteoacis absent in the whole
protein MM-Cu system. However, in the simplifiegpresentative of MM-Cu system this
group is bound in the same way as in all otheresystand represents a favourable
interaction. Thus, the simplification energy foristtsystem is ca. 25 kcal.mblmore
negative than for other systems in this serieshif group is removed completely in the
simplified system, we obtaiB™c, = 86.4 kcal/mol an&E"™c, = +8.9 kcal.mot which is
different from other values as well. Clearly, tlogrect description lies somewhere between

the two values. Since this is a unique exceptigeixcluded from further discussion.
Despite the pessimistic outlook drawn by the edmehaaccuracy of this

simplification the actual ordering of metal ioniaffies in the studied systems for various

metal ions is surprisingly well preserved (Figuren/the next page).
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Figure 7. Relative affinities of systems for varioa metal ions.Interaction energies of

eight divalent metal ions with studied systemsdisplayed.

Constrained systems
For CC system, relative order of affinities is gne®d in the simplification. The

single exception of Ni and Fe, where the order wapmped, shows difference in
complexation energies of ~2 kcal.fiol

For MM system, affinities for Mn, Fe, Co and Ni dié within range of 2
kcal.mol*. Their relative order is different in the simpdifi systems but all these values lie
in 3.6 kcal.mof wide range. The overall order of affinities of Z8d, Hg and the
remaining group is preserved in the simplificatiQu is excluded from the discussion due
to reasons addressed earlier.

In HHTCp, the order is preserved for all metalsewhvalues are available (Hg,
Cd, Zn, Cu, Mn). In HHTCd, the order is preserved &ll metals, where values are

available (Hg, Cd, Zn,Cu, Mn).

Unconstrained systems:
For CC system, relative order of affinities is gme®d in the simplification.
For MM system, the relative order of affinitiespseserved, except for Mn, that

improves its affinity over Fe and Ni in the simldtion.
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In HHTCp, the order is preserved for all metalsewhvalues are available (Hg,
Cd, Zn, Co, Ni, Mn). In HHTCd, The order is slightberturbed. The original order of
affinities Hg >> Cu >> Cd ~ Co > Zn > Fe > Ni > Mhanges to Hg >> Cu >> Cd ~ Co ~
Zn > Ni ~ Fe >> Mn (>> stands for the differencegkr than 7 kcal.md! > stands for
difference 2-7kcal.mdi and ~ for difference less than 2 kcal.fjolThis order is almost
identical, except for change of Fe > Ni to Ni ~ Fe.

Although exceptions are present, the relative anders mostly preserved. This
holds even when the differences are significaralydr than the aforementioned estimated
accuracy limit of 10 kcal.mdl Should the simplification energies for differenetals vary
randomly, we could expect more massive perturbatiarthe relative order of affinities.
Although the preservation is aided by “chance” teeatain extent, as preservation of
differences smaller than few kilocalories cannotdtgibuted to the accuracy of DFT
method, other contributions seem to take placethadsituation calls for more thorough

investigation.

We define relative interaction energSi/‘Eas

rin Eiint ~ Erlgltn
Ei "= (Eint _ Ein_t)

9)

where E™ o and E™ i signify interaction energy of a metal with highéstost
negativeE™) and lowest (most positivE™;) affinity in the metal series, respectively.
Thus, metal with lowest affinity for given systerasE™; = 0, metal with highest affinity
hase™, = 1, and metal witE™, = 0.5 satisfie€™; = (E™ nacE™min)/2

Definition of this variable allows us to directlpmpare complexation energies of
original and simplified systems. Table 8 show haeslthe relative complexation energies

change in the simplificatiorE(™ ;s — E™orig.1).-
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Table 8: Change of relative interaction energy upon tramsifrom a whole protein system
to a simplified system. Both systems were treatgd @OSMO model.
Values in the table are calculated from relativieraction energy (as defined in (9)) of

whole model peptides and their simplified counteigpa/alues are dimensionless.

Geom.  systemi

constraintd MN FE (0] NI CuU ZN CD HG
free CC  0.000 0.016 0.047 0.020.072 -0.009 -0.017 0.000
MM -0.047 9008 -0.018 0.019 0.077 -0.002 0.004 0.000
HHTCp 0.000 0.054 0.024 0.065 0.068 0.000

HHTCd 0.000 0.004 -0.0740.100 -0.093 -0.020 -0.071 0.000

fixed CC 0.000 0.016 0.053 0.052.026 0.055 0.014 0.000
MM  -0.022 0.034 0.021 0.006 -0.030 -0.011 0.000
HHTCp 0.000 0.088 0.005 -0.0130.000
HHTCd 0.000 0.000 -0.085-0.038 -0.072

& ... free — no constraints on geometry, fixed — fikgend-metal-ligand angles
® ... whole model peptides (3.2.1) and their simplif@unterparts (3.2.2)

The relative order of affinities is preserved asgl@s these values are small or do
not differ significantly within the series. To gt idea what significantly means let us look
at the previous estimate. For example, in congtthilHTCd system simplification
energies vary from 6.9 to 11.5, i.e. in a smallgemf 4.6 kcal.mét. This means that
although the change in relative complexation emsrgs not negligible (0; -0.038; -0.072;
-0.085), it is systematic, i.e. in one directior arf similar magnitude. As a result, relative
order of affinities is perfectly preserved.

In unconstrained CC system simplification energiasy in a slightly larger range
of 7.8 kcal.mof. Change of relative complexation is very small 0.85 ) in all but one
case (Cu), and the relative order of affinitiesagain, perfectly preserved.

Unconstrained HHTCd system is noteworthy as wethdfication energies vary
in a range of 7.7 kcal.mdl This values is more significant than in previtws cases, as it
constitutes ca. 15% of the range of complexatioergies (range=52.1 kcal.nmol
However, change of relative complexation energsesmaller and, moreover, similar for
subgroups of the series — <-0.093;-0.071> for Goa@d Cd and <-0.020;0.004> for Mn,
Fe, Hg and Zn. Within these subgroups relative moafeaffinities is retained. For two

metals from different subgroups (i.e. with sigraftly different change of relative

54



interaction energy) relative order can generallffedi but thanks to relatively large
differences in complexation energies (with respgeatelatively small changes of relative
interaction energy) it often remains unchangedinathis case. Ni is an exception with
AE™ = +0.100, which is different enough to cause a geasosition in the relative order of
affinities.

In conclusion, described simplification of a protédo a complex containing only
transition metal and first-sphere ligands retairssid selectivity properties. Possible
improvement of the results might be achieved usiioge accurate methods, such as MP2,
which shows excellent agreement with CCSD(T) calioihs, as described in previous
chapters. Although MP2 is computationally more Emajing, improvements might be

worth the cost. Investigating this question willthe subject of future studies.

4.2.2 Gas phase simplified systems

On the other hand, computational cost can be deedday performing calculations
in gas phase environment instead of using COSMOemadthis choice can be rationalized
by the fact that the inside of a protein is usubijgirophobic and is better approximated by
vacuum than by water environment. Feasibility lof tdecision is investigated in this
chapter. Complexation energies of constrained ammbnstrained simplified systems are

presented in Table 9:

Table 9: Change of relative interaction energy upon tramsifrom a whole protein system
to a simplified system. Both systems were treatgld @GOSMO model.
Values in the table are calculated from relativieraction energy (as defined in (9)) of

whole model peptides and their simplified counteigpa/alues are dimensionless.

55



Geom. EM ax
constraint®Systeni ~ MN FE CO NI CU ZN CD HG -

Elnmin

Free CC  -350.0-346.5 -369.7 -370.9 -382.7 -375.7 -378.4 -436.9 90.4

MM 774 724 654 66.3 444 565 423 -1.2 787

HHTCp -202.4 -212.8 -220.4 -218.5 -229.3 -221.4 -221.0 -251.5 49.1

HHTCd -394.6 -407.8 -416.3 -415.5 -422.5 -411.6 -402.0 -439.1 445

fixed CC -347.6 -356.9 -362.4 -365.6 -378.5 -372.9 -377.9 -421.0 734
MM 820 805 729 741 551 631 459 -0.3 82.3
HHTCp -195.2 -205.8 -214.0 -219.2 -230.5 -210.8 -209.7 -252.2 57.0
HHTCd -385.0 -400.9 -408.4 -410.6 -423.1 -396.4 -391.9 -419.7 38.1

& ... free — no constraints on geometry, fixed — fikgend-metal-ligand angles

b .. simplified systems derived as described in atapr.2

Charged residues, which are present in all systetept MM, are stabilized by
water environment resulting in significantly loweomplexation energies. However,
absence of this stabilization in gas phase envimmmauses strong Coulomb interaction
between these charged residues and transition roat@in. As a result, complexation
energies are significantly larger (in absolute ealun gas phase environment, except for
MM system, which contains no charged residues.

Nevertheless, the actual range of complexation gge®r (B nax - E™min) iS
comparable to the ones found for original systents simplified systems calculated with
COSMO model. However, the range of simplificatiorergies is considerably larger (up to
26.0 kcal.mof vs 8.7 kcal.mot for unconstrained systems: up to 34.2 vs 8.6 il for
constrained systems).

Previously, it has been argued that wide rangaropldication energies does not
imply perturbation in relative order of predictedfiraties. Examination of relative
complexation energies proved to be useful in ingashg this problem. We proceed

analogically.
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Table 10: Change of relative interaction energies for whpéptides calculated with
COSMO model and simplified systems calculated iouuan environment. All values are

in kcal.mol®.
Geom.
Constraint Systerﬁ MN FE CO NI CU ZN CD HG
Free CC 0.039 -0.0580.173 0.223 -0.058 0.136 -0.070 0.000
MM -0.047 (024 0.051 0.142 -0.083 0.056 -0.040 0.000
HHTCp 0.000 0.164 0.242 0.105 -0.037 0.000
HHTCd 0.000 0.088 0.0990.334 -0.166 0.066 -0.232 0.000
fixed CC 0.000 0.082 0.1330.213 0.016 0.202 -0.018 0.000
MM -0.022 0.014 0.085 0.096 0.087 -0.043 0.000
HHTCp 0.000 -0.042 0.105 -0.139 0.000
HHTCd 0.000 0.000 0.041-0.143 -0.033

& ... free — no constraints on geometry, fixed — fikgend-metal-ligand angles
® ... whole model peptides (3.2.1) and their simplif@unterparts (3.2.2)

(constrained MM-Cu systems are excluded from dsiomsfor reasons described above)

Inferring from Table 10, the relative complexati@mergies, change quite
drastically. Best correlation of results is foundcbnstrained HHTCd systemE™,; range
from -0.143 to 0.041), which is not a particulaglyod agreement. The worst results are for
unconstrained HHTCd system whexE™ range from -0.166 to +0.334! Such a wide
range translates into extensive errors in predisedelctivity for metal ions.

Indeed, further examination of relative order dfirgiies (Figure 8 on the next
page) confirms this premonition. Although best amorst binding partners are, mostly,

correctly predicted, relative order of affinitiesather metals fluctuates chaotically.
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Figure 8. Relative affinities of systems for varios metal ions.Interaction energies of
eight divalent metal ions with studied systemsdasplayed.
Left — model peptides, COSMO model

Right — simplified systems, gas phase

CC and MM systems are small tetrapeptides, withaimahding site open to the
environment. It is thus not too surprising that ragpmating these system with gas phase
environment fails to preserve the properties aérigsit. An improvement is expected in the
case of icosapeptide HHTCx systems. However, nocoers.

To sum up, representation of a metalloprotein bytiansition metal and the first
layer of ligands placed in vacuum environment isuitdble for predicting metal ion
selectivity and cannot be used for drawing othantthe most basic conclusions about the

original system.
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4.3 [MX,,] complexes: introduction to combinatorial

guantum chemistry

A vast majority of the complexes have been optichiZEhefeederscript allowed
almost fully automated treatment of these calcoitesti Most of the unfinished ones,
however, seem to be beyond its capabilities. A ntmweough or even individual approach,

that will be required to tackle these challenges quest for upcoming future.

Table 11: Converged optimizations of complexesStatus up to August 2010. The
number of converged optimizations and the numberenfaining ones add up to a total

number of different complexes that can be constdugt a manner described in 3.3.1.3

metal Converged optimizationsremaining percentage

Mn 15,078 124 99.18%
Fe 14,742 480 96.97%
Co 14,890 312 97.95%
Ni 14,771 341 97.16%
Cu 13,580 1,642 89.33%
Zn 15,155 47 99.69%
Cd 15,059 143 99.06%
Hg 15,123 79 99.48%

total 118,398 3168 97.39%

Optimized geometries will be used for calculatiohimteraction energies and,
thereafter, assessment of metal-selectivity progeertThe plan is to perform SPE
calculations of the optimized geometries at MP2laxssing COSMO model. Based on the
results presented and discussed herein, calculafi@omplexation energies can be used
for estimating potential for metal-ion selectivdf/studied complexes — and possibly novel
peptides derived from these systems — with an acguthat might not be capable of
recognising subtle differences, but should be rblea®ugh for revelation of selectivity

trends.
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5 Conclusions

Comparison of different methods showed that ensrgie studied complexes
calculated by MP2 are almost identical to CCSD(DFT methods does show
nonnegligible deviations.

Geometries obtained from optimizations at DFT lesledw agreement with MP2.
Deviations are not uncommon, though. The size efdéaviations is generally larger for
more complex systems, but can be a result of attpia different local minimum. The
significance of geometry deviation is best assessethe energy differences it causes.
These can be expected to be as high as 15 kcdl.inlidea of DFT-preoptimization is
attractive, but further increases computational aless of the project.

Use of COSMO model does influence geometry andgeries of studied systems.
The Coulomb interaction has no longer a superifiuenmce on interaction energy of a
metal ion with a complex. Interaction energies glaited using COSMO model are

significantly closer to realistic values.

A method for simplification of peptide to a compleantaining metal ion and a first
layer of ligands has been proposed and tested.dafTlations show that although overall
interaction energies change upon simplificatiorpeptide to its model complex, relative
order of affinities for different metal ions is Wwedreserved. Exceptions include mostly
very small differences in metal affinities that &edow the accuracy limit.

COSMO model is necessary for retaining these ptigserAnalysis of simplified

complexes in vacuum environment showed to be w@iieliand has been dismissed.

An effort to represent a large number of peptidietattbinding sites, that would
include different geometries, metal ions and bigdiasidues, has been undertaken. The
approach includes construction of all combinatitmet vary eleven ligands representing
amino acid side chain residues, five geometries eigit metal ions. Initial guess of
geometries was obtained for all these complexestlaesk geometries were optimized at
DFT level. Highly automated and sophisticated tremait of vast number of systems
allowed most of the optimizations to be succesgfathieved, while the rest are to be dealt

with in the upcoming future.
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Results of method verification suggest the obtaidai# could be used directly for
calculation of interaction energies at MP2 levelfusther optimized at MP2 level if higher

level of accuracy is demanded.
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