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Abstract

The  structure  of  the  binary  complex  between  phenylacetylene  and  borane-

trimethylamine  has  been  elucidated using  IR-UV double  resonance  spectroscopy in 

combination  with  high-level  ab  initio  calculations  (CCSD(T)  at  complete  basis  set 

(CBS)  limit).  Borane-trimetylamine  interacts  primarily  through  multiple  C–H····π 

interactions  with  the  π electron  density  of  the  benzene  ring  in  phenylacetylene. 

CCSD(T)/CBS level calculations provide reliable estimates for the interaction energy 

and free energy,  which are in accord with the experimental observations. The DFT-

SAPT calculations point out the dispersion along with electrostatics favor the formation 

of the experimentally observed complex.

Introduction

The nature of C–H····π interaction has been a subject of great interest due to its enormous 

implications in a variety of phenomena.1 For instance, the gas phase structure of benzene 

dimer  is  a  consequence  of  C–H····π  hydrogen  bonding.2 However,  the  nature  and 

orientation dependence of C–H····π interaction is not well understood in comparison with 

conventional  hydrogen bonds. The monodentate  structure of benzene methane  cluster 

stabilizes via weak electrostatic interaction.3 On the other hand in the case of polycyclic 

aromatic ring the stability of the cluster and the orientation of the methane molecule is 

governed  mainly  by  the  dispersion  forces.3 Nishio  and  co-workers  have  extensively 

investigated the role of C–H····π interactions in protein folding and its contribution to the 

stabilization of three dimensional structures of proteins and DNA.4 They have generalized 

that the  C–H····π  interaction originates primarily form the charge transfer process from 
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the  π system to the anti-bonding orbital of the C–H bond with important contribution 

from the dispersion forces. The electrostatic contribution to the  C–H····π  interaction is 

usually unimportant except for species involving activated C–H groups, such as strong 

chloroform, acetylene. 

In-spite of their weakness, C–H····π interaction plays a crucial role in a variety of 

phenomena  such  as  crystal  packing,  molecular  recognition,  protein  folding, 

stereochemistry and others.1 The specialty of C–H····π interaction is that it is primarily an 

interaction between a soft  acid  and a soft  bases, wherein polarization and dispersion 

terms  dominate.5 Vondrasek et  al.  have  shown  that  stabilization  energy  inside 

hydrophobic core of a small protein has substantial contribution of C–H····π interactions 

involving  side  chains  of  aromatic  residues.6 They  have  also  shown that  stabilization 

energy due to the dispersion interaction sometimes may have greater in energy compared 

to the conventional hydrogen bond. On the other hand, Harigai et al. have shown that loss 

of a single  C–H····π  interaction can cause substantial alteration of the stability and the 

photo-physical properties of photo-active yellow protein.7 In an interesting study Brandl 

et  al.  have  shown  that  half  of  all  aromatic  rings  in  proteins  act  as  hydrogen  bond 

acceptors.8 Especially three quarters of all Trp rings and half of all Phe and Tyr rings and 

one  quarter  of  all  His  rings  are  involved  as  hydrogen  bond  acceptors.  Further,  the 

interaction involving aliphatic C–H group with the π electron density of the aromatic ring 

are  by  far  the  largest  set  of  C–H····π  interactions  (about  61.5%) observed  in  protein 

structures. In view of such observations a concerted experimental and theoretical effort to 

understand  the  C–H····π  interactions  are  highly  desirable.  The  motivation  for  this 

investigation is two-fold. First, the methyl groups on BTMA can mimic the interactions 
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of the aliphatic side chains with the aromatic rings, which in the present case is PHA. 

Secondly and more importantly, this investigation has added significance in view of the 

fact that PHA is a multifunctional molecule in the contest of hydrogen bonding, with the 

presence of two hydrogen bond acceptor groups in the form of π electron densities of the 

benzene ring and acetylenic C≡C bond and the activated acetylenic C−H group, which 

can act as hydrogen bond donor. 

For the complete description of the complex between phenylacetylene (PHA) with 

borane-trimethylamine (BTMA) spectroscopic investigation in combination with high-

level quantum mechanical ab initio calculations were carried out. These calculations can 

be  used to  determine  the  structures  and  estimate  the  stabilization energies.  Since  the 

differences in the interaction energies of various isomeric structures are expected to be 

rather small, therefore calculations were also carried out at very high theoretical level, 

where  the  uncertainty  is  small.  Calculations  using  coupled-cluster  CCSD(T)  method 

combined with extended basis sets carried out and were extended to complete basis set 

(CBS) limit. These calculations though yield highly accurate total interaction energies, 

they however do not provide any information about the nature of stabilization. Hence, 

perturbation theory based energy decomposition analysis was also carried out.   

Experimental and Computational Methods

The details of the experimental setup can be found elsewhere.9 Briefly, helium 

buffer gas was passed over PHA (Aldrich) kept in a solvent holder at room temperature 

and BTMA (Aldrich) sample chamber kept at 325K. The mixture was expanded through 

a 0.5 mm diameter pulsed nozzle (Series 9, Iota One; General Valve Corporation). PHA 
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and  its  complex  with  BTMA were  excited  using  the  frequency  doubled  output  of  a 

tunable dye laser (Narrow Scan GR; Radiant Dyes) pumped with second harmonic of a 

Nd:YAG  laser  (Surelite  I-10;  Continuum)  and  the  ensuing  total  fluorescence  was 

collected at right angles using a photo-multiplier tube (9780SB+1252-5F; Electron Tubes 

Limited)  and a  filter  (WG-320) combination.  The IR spectra  of PHA and its  BTMA 

complex were recorded using fluorescence dip infrared (FDIR) spectroscopic method.10 

The source of tunable IR is an idler component of a LiNbO3 OPO (Custom IR OPO; 

Euroscan  Instruments)  pumped  with  an  injection-seeded  Nd:YAG  laser  (Briliant-B; 

Quantel). The typical energies used were about 100 μJ/pulse for the UV laser and about 2 

mJ/pulse for the IR laser. The typical bandwidth of both UV and IR lasers is about 1 cm-1 

and the absolute frequency calibration is within ±2 cm-1. 

The  structures  of  the  monomers  (PHA and  BTMA)  as  well  as  the  binary 

complexes were optimized without any constrains at the MP2 level using the aug-cc-

pVDZ basis set. This level is known to provide accurate geometries of isolated systems as 

well as molecular complexes.11 For faster convergence preliminary optimizations were 

carried  out  at  MP2/6-31+G(d)  level.  The  CCSD(T)/CBS  binding  energies  were 

determined as a sum of MP2/CBS energies and CCSD(T) correction term. 

∆ECCSD(T)
CBS    =    ∆EMP2

CBS   +   (∆ECCSD(T) - ∆EMP2)|medium basis set.        (1)

The method takes advantage of the fact that both the CCSD(T) and MP2 methods exhibit 

approximately the same basis set dependence.12 Because of different dependence on the 

basis  set  the  Hartree-Fock  energies  and  MP2  correlation  energies  were  extrapolated 

separately and using aug-cc-pVDZ and aug-cc-pVTZ basis sets. The extrapolations  were 
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performed using the method proposed by  Kim and coworkers,13 due to that fact that this 

extrapolation  does  not  require  a  knowledge  of  any  parameters  unlike  the  like  for 

Helgaker  extrapolation.14 The  present  extrapolation  is  based  on  interaction  energies 

corrected as well as uncorrected for the basis set superposition error and the assumption 

that both curves met in the CBS limit.  The CCSD(T) correction term was determined 

with the aug-cc-pVDZ basis set. All interaction energies except those at CCSD(T)/CBS 

level  were  corrected  for  the  basis  set  superposition  error  and  the  frozen  core 

approximation was systematically  used throughout the paper.  The vibration frequency 

calculations  were  carried  using  MP2/aug-cc-pVDZ  level  and  the  resulting  harmonic 

vibration frequencies was utilized without any scaling factors. Thermochemical analysis, 

based on rigid rotor – harmonic oscillator – ideal gas approximations, was carried out at 

the same level of theory.

Further,  the  DFT-SAPT  (Symmetry  Adapted  Perturbation  Theory)  calculations 

were performed with the aug-cc-pVDZ basis set.15 This method allows for the separation 

of interaction energies into physically  well defined components,  such as those arising 

from electrostatic, induction, dispersion and exchange. The DFT-SAPT interaction energy 

(Eint) is given below. 

Eint =  E1
Pol  + E1

Ex + E2
Ind + E2 

Ex-Ind + E2
D + E2 

Ex-D +σHF        (2)

Equation  2  describes  the  electrostatic,  exchange-repulsion,  induction,  exchange-

induction, dispersion and exchange-dispersion terms,  while the last term is a Hartree-

Fock correction for higher-order contributions to the interaction energy. In the present 
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analysis the exchange-induction and exchange-dispersion terms will be included to the 

parent induction and dispersion terms. All calculations mentioned above were performed 

with the Gaussian-03 and Molpro suit of programs. 16,17

 Results and Discussion

The fluorescence excitation spectra of PHA in the absence and in the presence of 

BTMA are shown in Figure 1. In both the spectra the intense peak at 35876 cm-1 is the 

band-origin transition of bare PHA.9 The addition of BTMA gives raise to appearance of 

new band at 35865 cm-1, which can be assigned to the PHA-BTMA binary complex. This 

transition is shifted to the red by 11 cm-1, relative to band-origin transition of bare PHA. 

In the case of complexes of PHA, it has been shown that it is difficult to correlate the 

intermolecular structures with the shifts in the electronic transitions.18 The observation of 

a new transition in the presence of BTMA provides the evidence of the formation of 

binary complex. In order to arrive at the intermolecular structure it is imperative to carry 

out the vibrational spectroscopic investigation in the acetylenic C–H stretching region. 

The FDIR spectra of PHA and PHA-BTMA complex were recorded by monitoring the 

fluorescence following excitation to the respective band-origin transitions at 35876 and 

35865 cm-1, respectively and the results are presented in Figure 2. The FDIR spectrum of 

PHA (Figure 2A) shows two strong transitions at 3325 and 3343 cm-1 which has been 

assigned  as  the  Fermi  resonance  bands  between  the  C–H stretching  vibration  and  a 

combination of one quantum of C≡C stretch and two quanta of C–H out-of-plane bending 

mode and other  weak features  to  the  transitions  arising  out  of  higher  order  coupling 

terms.19 Surprisingly,  the FDIR spectrum of PHA-BTMA (Figure 2B) also shows two 
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intense transitions at 3327 and 3339 cm-1. This spectrum clearly shows the presence of 

Fermi  resonance  bands,  albeit  with  some minor  changes  in  the  position  and  relative 

intensities  of  the  two bands.  Further  the  weaker  band observed at  3313 cm-1 can  be 

assigned to transitions arising out of higher order coupling terms, similar to bare PHA.19 

The FDIR spectrum of PHA-BTMA complex clearly indicates that the acetylenic C–H 

group of PHA remains unperturbed in spite of its interaction with BTMA. This implies 

that the formation of a C–H····H–B dihydrogen-bonded complex, wherein the acetylenic 

C–H group of PHA moiety interacts with the BH3 group of BTMA, similar to acetylene-

BTMA complex,20 can  be  ruled  out.  Comparison  with  the  other  hydrogen-bonded 

complexes of PHA indicates that BTMA primarily interacts with the π electron density of 

the benzene ring in PHA.18,21,22

Ab  initio  calculations  were  carried  out  to  supplement  the  experimental 

observations. Several initial structures were randomly generated, which contained both 

hydrogen-bonded as well as stacked motifs and these structures were pre-optimized at 

MP2/6-31+G(d)  level.  The  final  optimizations  followed  by  vibrational  frequency 

calculations were performed at MP2/aug-cc-pVDZ level. These calculations resulted in 

two  unique  structures,  which  are  depicted  in  Figure  3.  The  first  complex  (A)  is 

characterized  by  the  presence  of  C–H····H–B  dihydrogen  bonding,  stabilized  by 

interaction between two oppositely charged hydrogen atoms on PHA and BTMA. The 

intermolecular structure of this complex is very similar to acetylene-BTMA complex,20 

with the presence of a pair of symmetrically bifurcated dihydrogen bonds with the H····H 

contact distance of 2.32 Å. The C–H····H–B distances are marginally longer in the PHA-

BTMA in  comparison  with  acetylene-BTMA complex (2.27  Å at  MP2/aug-cc-pVDZ 
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level), which can be attributed to the lowering of the acidity of the C–H group due to the 

presence of phenyl group. 

On the  other  hand the  second complex (B)  has  multiple  C–H····π  interactions 

between the methyl C–H groups and the π electron density of the benzene ring in PHA. 

Interestingly one of the methyl C–H groups points to the center of the benzene ring. As 

mentioned earlier the Fermi resonance bands in PHA arise due to the coupling between 

one quantum of C≡C stretch and two quanta of C–H out-of-plane bending mode.19 Any 

perturbation  to  either  the  C≡C  and/or  C–H  oscillator  will  result  in  loss  of  Fermi 

resonance.  The FDIR spectrum of  PHA-BTMA complex,  depicted in Figure 2B, thus 

rules out the interaction of BTMA with both  acetylenic C–H and  C≡C oscillators. The 

interaction with C–H oscillator with the BH3 group of BTMA results in formation of a C–

H····H–B dihydrogen-bonded complex, similar to the structure shown in Figure 3A. The 

formation of this complex can be completely ruled out, since this would have lead to 

substantial  lowering  of  the  acetylenic  C–H  stretching  frequency,  similar  to  PHA-

ammonia  complex.18 The frequency calculations  at  MP2/aug-cc-pVDZ level,  listed in 

Table 1, indicate that formation of C–H····H–B would have lowered the acetylenic C–H 

stretching  frequency  by  about  50  cm-1.  Further,  the  interaction  of  BTMA with  the 

acetylenic C≡C oscillator can also be ruled out as this would have lead to loss of Fermi 

resonance  band,  similar  to  PHA-water  complex.21 Thus  the  FDIR spectrum of  PHA-

BTMA complex, depicted in Figure 2B, clearly indicates that BTMA interacts primarily 

with  π electron density of the benzene ring in PHA leading to formation of a complex, 

similar to that shown in Figure 3B. Further, it can be seen from Table 1 that calculated 

(unscaled) C-H vibrational frequencies of the complex B, unlike complex A, change very 
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marginally  with  respect  to  bare  PHA and  hence  would  retain  the  Fermi  resonance 

couplings. 

The  FDIR  spectrum  and  the  vibrational  frequency  calculations  clearly  and 

unambiguously  assign  the  observed  PHA-BTMA complex  to  the  structure  shown  in 

Figure 3B, which is stabilized by multiple C–H····π interactions. The observation of this 

structure of surprising based on the fact that the proton affinities of BTMA (838.6 kJ mol-

1) and ammonia (853.6 kJ mol-1) are very close and the fact that ammonia forms a C–

H····N hydrogen bonded complex with PHA.23,24 This implies that the multiple C–H····π 

interactions,  which  are  characteristic  for  structure  B should  be  energetically  more 

favorable than C–H····H–B interaction present in structure A. In order to understand the 

origin  of  this  behavior,  the  stabilization  energies  at  various  levels  of  theory  were 

calculated and the results are listed in Table 2. In all cases the stabilization energies were 

corrected for zero point energy (ZPE) and basis set superposition error (BSSE). At the 

MP2/aug-cc-pVDZ level the complex  B is more stable by about 4 kJ mol-1 relative to 

complex A. This is in good agreement with the present experimental finding. However, it 

is well known that MP2 level calculations overestimate the dispersion energies and single 

point calculations at CCSD(T) level would provide a more accurate description.25 Single 

point calculations were also carried out using CCSD(T)/aug-cc-pVDZ level calculations 

for  the  MP2/aug-cc-pVDZ optimized  structures.  At  the  CCSD(T)/aug-cc-pVDZ level 

both the structure are almost isoenergetic, with complex A being very marginally (0.2 kJ 

mol-1)   more  stable  than  complex  B.  Given  that  complex  B is  exclusively  observed 

experimentally,  the  CCSD(T)  level  calculations  are  not  in  good  agreement  with  the 

experimental  results.  Similar  results  were  obtained  for  the  DFT-SAPT  calculations, 
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wherein  the  difference  between  the  energies  of  complex  A and complex  B are  very 

marginal. However at the highly accurate CCSD(T)/CBS theoretical level, the observed 

complex B is stable over the complex A by about 2 kJ mol-1. 

Since the temperature of the experiment is non-zero (see later) it is necessary to 

evaluate the free energy surface which includes the entropy contribution.  The Gibbs free 

energy (ΔG) for the formation of the two complexes A and B as a function of temperature 

(T)  are  presented  in  Figure  4.  The  ΔG values  were  obtained  by  the  thermochemical 

analysis  following  vibrational  frequency  calculations  in  Gaussian-03  at  MP2/aug-cc-

pVDZ level of theory, with the electronic energy obtained at CCSD(T)/CBS level. This 

plot  reveals  that  the  ΔG  for  the  formation  of  both  the  complexes  is  positive  for 

temperatures  above  ~110  K.  Interestingly,  the  ΔG  for  the  formation  of  complex  B 

becomes more negative than for complex A below ~90 K. At 10 K, which is close to the 

final temperature for the present experiments,26 the formation of complex B (ΔG =15.7 kJ 

mol-1)  is  favored over  the formation of complex  A (ΔG =12.8 kJ mol-1),  which is  in 

accord with the experimental observations.27 

The  DFT-SAPT interaction  energy decomposition was  carried  out  for  the  two 

PHA-BTMA complexes using aug-cc-pVDZ basis set and the results  are presented in 

Table 3.  For the complex  A,  the electrostatic contribution (-20.8 kJ mol-1) is slightly 

higher than the dispersion component (-16.4 kJ mol-1), while the induction contribution is 

very minor (-2.6 kJ mol-1). Surprisingly, the electrostatic contribution of -21.4 kJ mol-1 in 

complex B is similar in magnitude to the electrostatic contribution in complex A. On the 

other hand the dispersion has much larger contribution of -34.3 kJ mol-1, supported by 

much smaller contribution of -2.5 kJ mol-1 from induction. However, the large positive 
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contribution from the exchange energy of 47.3 kJ mol-1 for the complex B compensates 

for the higher  contributions due to  dispersion and electrostatic  forces.  As a result  the 

DFT-SAPT electronic interaction energies for both the complexes are nearly equal (see 

Table  3).  The  situation  remains  unchanged even  after  ZPE correction  (see  Table  2). 

Further,  the  DFT-SAPT stabilization  energies  are  comparable  to  the  ZPE and BSSE 

corrected CCSD(T) energies using  the same basis set (see Table 2). However, in the 

present  case  both  DFT-SAPT/aug-cc-pVDZ  and  CCSD(T)/aug-cc-pVDZ  methods 

underestimate the binding energies  when compared to the CCSD(T)/CBS results. This 

finding is in agreement with that reported by Hesselmann and Jansen.28 The DFT-SAPT 

calculations  clearly  indicate  that  the  multiple  C–H····π hydrogen-bonded PHA-BTMA 

complex  is  stabilized  primarily  through  dispersion  interaction  with  significant 

contribution from electrostatic interaction and very small contribution due to induction.

Conclusions

The fluorescence excitation spectrum of PHA in the presence of BTMA reveals 

the formation of a binary complex, whose electronic transition is shifted to the red by 11 

cm-1, relative to bare PHA. The FDIR spectrum of PHA-BTMA complex in the acetylenic 

C–H stretching  region  is  very  similar  to  the  corresponding spectrum of  PHA, which 

clearly indicates that BTMA is not interacting with the acetylenic C≡C and C–H groups. 

The  inability  of  BTMA to  from  C–H····H–B dihydrogen-bonded complex was  rather 

surprising, in view of the fact that the proton affinity of BTMA is very close to that of 

ammonia. Two unique PHA-BTMA complexes were optimized using MP2/aug-cc-pVDZ 

level of theory. The first one is characterized by the presence of symmetrically bifurcated 
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C–H····H–B dihydrogen  bonding,  while  the  second complex shows  multiple  C–H····π 

contacts. Both the complexes were found to be almost isoenergetic using single point 

calculations at CCSD(T)/aug-cc-pVDZ level.  However, at CCSD(T)/CBS level the C–

H····π hydrogen-bonded complex is the most stable complex. The free energy calculations 

unambiguously favor the formation of C–H····π hydrogen-bonded at temperatures closer 

to the experimental conditions. The DFT-SAPT calculations reveal that dispersion along 

with  electostatics  play  vital  role  in  stabilizing  the  experimentally  observed  complex. 

Finally,  for  systems  wherein  competitive  interactions  with  large  contribution  for 

dispersion  forces  are  involved,  very  high  levels  of  theory  are  required  to  accurately 

describe the system.
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Figure 1. Fluorescence excitation spectra of (A) phenylacetylene and (B) phenylacetylene 

in the presence of BTMA. In both the traces the peaks marked with “p” and “b” are the 

band-origin transitions for phenylacetylene and phenylacetylene-BTMA, respectively.
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Figure 2.
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Figure 2. FDIR spectra of (A) phenylacetylene and (B) phenylacetylene-BTMA in the 

acetylenic C–H stretching region.
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Figure 3.

               

Figure 3. Structures of PHA-BTMA complexes calculated at MP2/aug-cc-pVDZ level. 

Distances are given in angstroms.
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Figure 4.
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Figure  4.  Plot  of  variation  of  ΔG  vs.  T  for  the  formation  of  the  two  PHA-BTMA 

complexes (see text for details).
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TABLE  1:  Unscaled  Vibrational  Frequencies  (cm-1)  of  PHA  and  PHA-BTMA 

Complexes Calculated at MP2/aug-cc-pVDZ Level of Theory.a 

νC–H νC≡C βC–H γC–H

PHA 3481 2105 606 551

PHA-BTMA (A) 3431 2095 662 592

PHA-BTMA (B) 3476 2101 613 566

a β(C−H) = In-plane C−H bend; γ(C−H) = Out-of-plane C−H bend

TABLE 2: ZPE and BSSE Corrected Stabilization Energies (kJ mol-1) for the PHA-

BTMA Complexes Calculated at Various Levels Theory.

MP2/

aug-cc-pVDZ

CCSD(T)/

aug-cc-pVDZ

DFT-SAPT/

aug-cc-pVDZ

CCSD(T)/

CBS
PHA-BTMA (A) -12.4 -11.1 -11.4 -16.6

PHA-BTMA (B) -16.4 -10.9 -11.6 -18.7

TABLE 3: DFT–SAPT Interaction Energy Decomposition (kJ mol-1.) for the PHA-

BTMA Complexes Calculated using aug-cc-pVDZ Basis Set.

Eelec Eind Edisp Eexch δHF Eint

PHA-BTMA (A) -20.8 -2.6 -16.4 28.5 -2.7 -14.0

PHA-BTMA (B) -21.4 -2.5 -34.3 47.3 -3.7 -14.6
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