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Introduction
Points on an algebraic variety correspond to the maximal ideals of its coordinate
ring. This allows us to use localization at a maximal ideal to study algebraic
varieties at a point. An algebraic variety is smooth at some point if the local
ring corresponding to it is regular. Geometric intuition tells us that localizing
something smooth should again yield something smooth. Proving that regular
local rings localize requires nontrivial tools, namely homological algebra.

This problem of localization of regular rings marked the first success of homo-
logical algebra in commutative algebra. It also began the study of commutative
rings using homological methods. This thesis, although motivated by the local-
ization problem is about the homological study of such rings. One of the major
themes we shall explore is that even though we study homological properties, in
actuality, we are still studying geometric properties.

We begin the second chapter by showing that regular local rings are integral
domains and Cohen-Macaulay. Then we prove that if a ring has finite injective
dimension as a module over itself, its injective dimension is equal to the Krull
dimension; our first instance of the link between homological algebra and geom-
etry. After this we prove the very famous characterization of regular local rings;
the Auslander–Buchsbaum–Serre theorem, with this theorem it is simple to prove
that regular local rings localize and to define regular rings.

A natural question that arises is how to generalize the Auslander–Buchsbaum–
Serre theorem; this brings us to Gorenstein rings. Gorenstein rings, although less
obviously geometric are ubiquitous in algebraic geometry. In the third chapter,
we start by generalizing projective modules to a class of modules with good
duality properties. After showing that this class of modules has many desirable
properties we go on to prove an analogous characterization of Gorenstein rings
and a generalization of the famous Auslander–Buchsbaum formula.
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1. Preliminaries
We begin by defining our most important homological dimensions. First we define
resolutions.

Definition 1.1. Let R be a ring and M an R-module.
An exact complex F : ... F1 F0

φ2 φ1 with Fi projective and Cokerφ0=M is called
a projective resolution for M .

Injective resolutions are defined completely analogously.

Definition 1.2. Let R be a ring and M an R-module.
An exact complex I : E0 E1 ...

φ1 φ2 with Ei injective M and Kerφ1 = M is
called an injective resolution for M .

Now that we know what resolutions are, we can define our first homological
dimensions.

Definition 1.3. Let R be a ring and M and R-module. We define the projective
dimension of M to be the minimal length of a projective resolution for M and
denote it by pdRM . The injective dimension injdimRM is the minimal length of
an injective resolution for M . For R we define the global dimension gldimR to
be the supremum of projective dimensions of R-modules.

We begin with two basic lemmata. Any text concerning homological algebra
would be incomplete without the following lemma. A proof can be found in
Weibel [1994][Corollary 6.12]

Lemma 1.1. Consider a commutative diagram of R-modules, where the rows are
exact

0 M ′ M M ′′ 0

0 N ′ N N ′′ 0
ψ′ ψ ψ′′

There is an exact sequence of kernels and cokernels:

0 → Kerϕ′ → Kerϕ → Kerϕ′′ → Cokerϕ′ → Cokerϕ → Cokerϕ′′ → 0.

The next lemma is from Eisenbud [2013][Proposition A3.13.]. A proof for the
lemma can be found there.

Lemma 1.2. Let

F : ... Fi Fi−1 ... F1 F0
φi φ1

and
G : ... Gi Gi−1 ... G1 G0

ψi ψ1

be complexes of R-modules, and set M = H0(F ) and N = H0(G). If all the Fj are
projective and the homology of G vanishes except for the zeroth one, then every
map β : M → N is the map induced on H0 by a map of complexes α : F → G.
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We shall work extensively with the derived functors Ext and Tor as defined
in [Eisenbud, 2013, A3]. We will use the fact that right derived functors are
characterized by the following 4 properties.

Theorem 1.3. Let F be an additive left exact functor on the category of modules
over a ring R. The right-derived functors of F are independent of the choice of
resolution and are characterized by the following properties:
(a) R0F = F .
(b) If E is an injective module, then RiF (E) = 0 for all i > 0.
(c) For every short exact sequence

0 A B C 0u v

there is a long exact sequence

... RiF (A) RiF (B) RiF (C) ...
δi−1 RiF (u) RiF (v) δi

(d) The connecting homomorphisms δi in the long exact sequence are natural:
that is if

0 A B C 0

0 A′ B′ C ′ 0

α β γ

is a commutative diagram with exact rows then the diagrams

RiF (C) Ri+1F (A)

RiF (C ′) Ri+1F (A′)

δi

RiF (γ) Ri+1F (α)
δ′

i

(1.1)

commute.

It is sometimes useful to have a lower bound for injective dimension, hence
the following lemma.

Lemma 1.4. If ExtiR(M,N) ̸= 0 for some R-modules M and N , then injdimN ≥
i.

Proof. Suppose there is an injective resolution F of N of length n < i. Comput-
ing ExtiR(M,N) from this resolution we see ExtiR(M,N) = 0 because ExtiR(M,N)
is just a quotient of a submodule of Hom(M,Fi = 0) = 0.

The next lemma shows that projective resolutions localize. This fact will become
important when we characterize regular local rings as rings with finite global
dimension.

Lemma 1.5. Let R be ring and P a prime ideal of R. If F : ... F1 F0
φ2 φ1 is

a projective resolution for an R-module M , then FP = F ⊗R RP is a projective
resolution for MP .
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Proof. Localization is flat, so FP is also exact. Localization preserves cokernels,
so the cokernel of φ1 is MP . The only thing left to show is that if N is a projective
R-module, then NP is a projective RP module. Using the characterization of
projectives as direct summands of free modules and the fact that localization
commutes with direct sums we are finished.

A proof for the following theorem is found in [Eisenbud, 2013, Proposition 2.10].

Theorem 1.6. Let R be a noetherian ring and M a finite R-module. Then for
every R-module N and prime P it holds that

HomA(M,N)P ∼= HomAP
(MP , NP ).

Moreover if φ : F → F ′, where F and F ′ are finite then

HomA(φ,N)P ∼= HomAP
(φP , NP ).

Now that we know that localization commutes with taking projective resolu-
tions, homs and quotients we can now see that localization commutes with Ext.
This is further evidence that localization is very nice.

Lemma 1.7. Let R be a noetherian ring, M a finite R-module and N any R-
module. Then for any prime P of R we have ExtiR(M,N)P = ExtiRP

(MP , NP ).

Proof. Take F : ... F1 F0
φ2 φ1 to be projective resolution for M , since R is

noetherian we can assume all Fi are finite. We know that localization is flat so
ExtiR(M,N)P = H i(HomA(F,N)P ) = H i(HomAP

(FP , NP )) with the last equality
being due to Theorem 1.6. By Lemma 1.5 we see FP is a projective resolution
for MP , so ExtiRP

(MP , NP ) = H i(HomAP
(FP , NP )).

A proof for the following theorem can be found in [Matsumura and Reid, 1989,
Lemma 19.2].

Theorem 1.8. Let R be a ring. If pdRM ≤ n for all finite R-modules M , then
gldimA ≤ n and injdimM ≤ n for all A-modules M .
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2. Regular local rings
Every ring is commuative and noetherian. Unless stated otherwise let (A,m, k)
be a commuative and noetherian local ring.

2.1 Foundations
We begin with the geometric definition of regular local rings.

Definition 2.1. A local ring (A,m,k) is called regular, if dimk(m/m2) = dim(A).

The reason this definition is geometric is that the quotient m/m2 is the cotan-
gent space at the point of an algebraic variety corresponding to m. The number
dimk(m/m2) is called the embedding dimension of A, and it is useful to know
that it is also just the length of any minimal generating set for m.

Lemma 2.1. Let (A,m,k) be a local ring and (x1, ..., xn) a minimal generating
set for m. Then n = dimk(m/m2).

Proof. Let (x1, ..., xn) be the image of the generating set in m/m2. If (x1, ..., xn)
is not a basis, then some proper subset is. By Nakayama’s lemma the preimage
of this subset is a smaller generating set of m which is a contradiction.

Knowing this we can use Krull’s principal ideal theorem to infer dimk(m/m2) ≥
dim(A). Another way to look at regular local rings is through regular sequences.

Definition 2.2. Let A be a ring and M an A-module. An element x ∈ A is said
to be M-regular if xa ̸= 0 for all 0 ̸= a ∈ M . A sequence (x1, ..., xn) is called an
M-sequence if (x1, ..., xn)M ̸= M and if xi+1 is (M/(x1, ..., xi)M)-regular for all
1 ≤ i ≤ n.

In general the dimension of a local ring is greater than the maximal length
of an A-sequence called the depth of A. A very powerful fact about regular local
rings is that every minimal generating set forms a regular sequence. To prove
this we need to know that regular local rings are integral domains. The following
lemma is usually called prime avoidance.

Lemma 2.2. Suppose I1, ..., In, J are ideals of A and at most two of the Ij aren’t
prime. Then if J ⊆ ⋃︁n

j=1 Ij, then J ⊆ Ij for some j.

Proof. The case when n = 1 is trivial. By induction we can now assume that
J is not contained in any smaller union. This means we can choose x1, ...xn such
that xi ∈ J − ⋃︁

j ̸=i Ij. We assume J ⊆ ⋃︁n
j=1 Ij, so it must hold that xi ∈ Ii. If

n = 2 then x1 + x2 is not in I1 or I2 which is a contradiction. Let n > 2 and let
I1 be prime, then x1 + x2x3...xn is not in I1 which contradicts J ⊆ ⋃︁n

j=1 Ij.

This following proof is can be found in Matsumura and Reid [1989][Theorem
14.3].

Theorem 2.3. A regular local ring is an integral domain.
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Proof. We show that 0 is a prime ideal by induction on dim(A); this shows
there are no zerodivisors, so A is an integral domain. If dim(A) = 0 then m = 0
so A is a field. Let dim(A) = 1 and consider a minimal prime ideal P of A and
a ∈ P . The maximal ideal m is generated by just one element x and a ∈ P ⊆ m
so a = rx for some r ∈ A. But P is a prime ideal and x /∈ P since P ⊂ m so
necessarily r ∈ P so mP = P and Nakayama’s lemma gives P = 0. Now let
dim(A) > 1. Since A is noetherian there are only finitely many minimal primes,
see [Stacks Project Authors, 2018, Tag 00FR]. Lemma 2.2 gives an element x ∈ m
that is not in any of the minimal primes or m2. Now the dimension of B = A/xA
is dim(A) − 1 because x is not in any minimal prime and any minimal generating
set for mB is also of length dim(A) − 1 because x ̸∈ m2. Hence B is regular, and
by induction we know that B is a integral domain, so xA is a prime. Suppose p
is a minimal prime contained in xA, then by the same argument as in the case
dim(A) = 1 shows p = 0 which proves A is an integral domain.

Now we can prove the important property that the minimal generating set of the
maximal ideal in a regular local ring enjoys.

Theorem 2.4. Let (A,m) be a regular local ring. If (x1, ..., xn) is a minimal
generating set for m then it is also an A-sequence.

Proof. First let n = 1, then x1 is A-regular because we now know A is an integral
domain and Nakayama’s lemma gives x1A ̸= A. Now suppose the statement holds
for all lengths shorter than n > 1. From Theorem 2.3 we see that the only minimal
prime ideal of A is just 0 and from (x1, ..., xn) being a minimal generating set
we see x1 ̸∈ m2. Now taking B = A/(x1) we see that B is regular, and hence
from induction the images of (x2, ..., xn) form a regular sequence in B. This by
definition means (x1, ..., xn) is a regular sequence.

We could use this statement to get an equivalent definition for regular local rings
as those with depth equal to the embedding dimension. This result is very useful
when used in conjunction with the Koszul complex. First we need to define
minimal complexes.

Definition 2.3. A complex over a local ring (A,m, k) F : ... F1 F0
φ2 φ1 is

called minimal if Imφn ⊆ mFn−1 for all n.

The proof for the following theorem can be found in [Eisenbud, 2013, chap.
17].

Theorem 2.5. If (x1, ..., xn) is an A-sequence that generates m, then K(x1, ..., xn)
is a minimal free resolution for k.

Theorem 2.4 also proves that regular local rings are Cohen-Macaulay. The
Cohen-Macaulay property is local in the strong sense; that is, any localization of
a Cohen-Macaulay ring at a prime is again Cohen-Macaulay. This brings us to
the topic of the next section: a localization of a regular local ring at a prime is
again regular. Geometric intuition tells us that this must hold, but the algebraic
proof is nontrivial, and surprisingly, requires homological algebra techniques.
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2.2 Injective dimension and Krull dimension
To characterize regular local rings as those with finite global dimension we will
use a fact about injective dimension of A as an A-module. For this we need a
series of lemmata about the derived functor Ext that allow us to do inductive
arguments. This next one exploits the fact that resolutions can be chosen to be
minimal. It can be found in Matsumura and Reid [1989][Lemma 19.1].

Lemma 2.6. Let M be a finite nonzero A-module. If pdM = n for some n, then
ExtnA(M,N) ̸= 0 for every finite N ̸= 0.

Proof. Let 0 Fn Fn−1
d′

be the end of a minimal projective resolution for
M. Then ExtnA(M,N) is just the cokernel of the map d obtained from applying
HomA(−, N) to d′. If d is not surjective the proof is done. The modules Fi are
free, so HomA(Fi, N) is isomorphic to a direct sum of copies of N and the map
d is represented by the same matrix as d′. This implies Im d ⊆ mHomA(Fn, N);
since we assumed N to be finitely generated we finish by Nakayama’s lemma.

An interesting corollary of the previous lemma is that if A is of positive depth,
then there are no finite injective modules(in general if A has positive Krull di-
mension, then there are no finite injectives).

Corollary 2.7. Let x ∈ m be an A-regular element. There are no finite injective
A-modules.

Proof. Consider the projective resolution 0 A Ax for the moduleA/(x); this
is just the Koszul complex, and x is A-regular so it is a projective resolution. Now
Lemma 2.6 shows Ext1

A(A/(x), N) ̸= 0 for all finite N . This shows injdimN ≥ 1
for all finite N by Lemma 1.4.

The following lemma applies basic facts about associated primes to Ext. The
proof of the existence of the filtration can be found in Matsumura and Reid
[1989][Theorem 6.4].

Lemma 2.8. Let R be a noetherian ring and M a finite R-module. There exists
a chain 0 = M0 ⊂ M1 ⊂ ... ⊂ Mn = M of submodules of M such that Mi/Mi−1 ∼=
R/Pi, where Pi is a prime ideal of R with annR(M) ⊆ Pi.

This theorem is just writing out an argument used often in Matsumura and
Reid [1989].

Theorem 2.9. Let R be a noetherian ring and M , N finite R-modules. If
ExtiR(R/P,M) = 0 for all prime ideals P with annR(N) ⊆ P , then ExtiR(N,M) =
0.

Proof. Consider the filtration 0 = N0 ⊂ N1 ⊂ ... ⊂ Nn = N and Pi with
annR(N) ⊆ Pi given by Lemma 2.8. For each m we get a short exact sequence

0 → Nm−1 → Nm → Nm/Nm−1 = R/Pi → 0.
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Applying HomR(−,M) yields long exact sequences

... → ExtiR(R/Pm,M) → ExtiR(Nm,M) → ExtiR(Nm−1,M) → ...

We assume ExtiR(R/Pi,M) = 0 so the above exact sequence implies we may view
ExtiR(Nm,M) as a submodule of ExtiR(Nm−1,M). Hence, we obtain a chain

ExtiR(Nn = N,M) ⊆ ExtiR(Nn−1,M) ⊆ ... ⊆ ExtiR(N0 = 0,M) = 0.

The following result is Matsumura and Reid [1989][Lemma 18.3].

Lemma 2.10. Let P be a prime ideal such that ht(m/P ) = 1. If Extr+1
A (k,M) =

0 for some finite M , then ExtrA(A/P,M) = 0.

Proof. Take x ∈ m − P and set N = A/(P + Ax). Consider the short exact
sequence

0 A/P A/P N 0x .

The only prime ideal that contains P + Ax is m, hence from Theorem 2.9 we
see Extr+1

A (N,M) = 0. Inspecting the long exact sequence obtained by applying
HomA(−,M) to the sequence above we see

... ExtrA(A/P,M) ExtrA(A/P,M) Extr+1
A (N,M) = 0x

so xExtrA(A/P,M) = ExtrA(A/P,M) which by Nakayama’s lemma finishes the
proof.

Our goal is to prove that if A has finite injective dimension considered as a module
over itself, then the injective dimension is equal to the Krull dimension. To do
this we want to use induction on Krull dimension, the following two lemmata
allows us to do just that. This following one is an argument used in the proof of
Matsumura and Reid [1989][Theorem 18.1].

Lemma 2.11. If dimA = n, then injdimA ≥ n.

Proof. Set r = injdimA. We prove ExtnA(k,A) ̸= 0 by induction on n. If n = 0
then obviously HomA(A/m, A) ̸= 0 because m is an associated prime of A. Now
let n > 0 and P be a prime such that ht(m/P ) = 1. From Lemma 2.10 we see
that it suffices to show Extn−1

A (A/P,A) ̸= 0. Ext commutes with localization by
Lemma 1.7 so

Extn−1
A (A/P,A)P = Extn−1

AP
((A/P )P , AP ) ̸= 0

by induction.

What follows is Matsumura and Reid [1989][Lemma 18.2 (i)].

Lemma 2.12. Let x ∈ m be A-regular. If M and N are modules such that x is
M-regular and xN = 0 then Exti+1

A (N,M) ∼= ExtiB(N,M ′), where B = A/xA and
M ′ = M/xM .
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Proof. Remark that N and M ′ can be considered as B-modules; scalar mul-
tiplication for N is given by a′x = ax, where x ∈ M ′, a′ ∈ B, and a ∈ A is
anything in the preimage of a′. Note that this is well defined since xN = 0 so
the choice of a does not matter, for M ′ the definition is the same. We prove
T i(N) = Exti+1

A (N,M) has the 4 characteristic properties of the right derived
functor of HomB(−,M ′), then the isomorphism follows from Theorem 1.3. First
consider the long exact sequence obtained from applying ExtA(N,−) to

0 M M M ′ 0x .

Clearly HomA(N,M) = 0, so

0 HomA(N,M ′) T 0(N) T 0(N)x

is exact. Computing T 0(N) from an injective resolution for M we see that
xT 0(N) = 0, because xN = 0 so xHomA(N,C) = 0 for all C. This proves
T 0(N) = HomA(N,M ′) = HomB(N,M ′). For any L projective we have T i(L) = 0
for n > 0 since pdAB = 1 and projectives are free over a local ring. The long
exact sequence and naturality properties follow from those properties for ExtA.

The next lemma applies Baer’s criterion for injectivity to Ext.

Theorem 2.13 (Baer’s criterion). Let Q be an R-module. If for every ideal
I ⊂ R, every homomorphism β : I → Q extends to R, then Q is injective.

This lemma is Matsumura and Reid [1989][Lemma 18.1].

Lemma 2.14. Let M be an A-module. If Extn+1
A (A/P,M) = 0 for every prime

P , then injdimA ≤ n.

Proof. Theorem 2.9 shows Extn+1
A (N,M) = 0 for all finite N . If n = 0, then

from the exactness of

0 → HomA(A/I,M) HomA(A,M) HomA(I,M) → 0 (2.1)

and Baer’s criterion we see M injective. If n > 0 consider an exact sequence

0 → M → N0 → ... → Nn−1 → N → 0

with Ni injective. It suffices to show N is also injective; 0 = Extn+1
A (A/I,M) ∼=

Ext1
A(A/I,N) so N is injective.

Now that we have proven all the lemmata, proving the result about injective
dimension is easy. This proof is taken from Matsumura and Reid [1989]. Even
though we use the theorem to prove our desired result about regular local rings
it is very interesting on its own and will be important in the next chapter about
Gorenstein rings. It also shows that homological dimensions are deeply linked to
geometric properties under favorable circumstances, which is in some sense what
this thesis is about. The proof is taken from Matsumura and Reid [1989][Theorem
18.1].

Theorem 2.15. If dimA = n and injdimA < ∞ then injdimA = n.
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Proof. Take r to be the injective dimension of A. From Lemma 2.11 we get
n ≤ r. If r = 0 then n = 0. Let r > 0 from Lemma 2.14 we obtain a prime
ideal P such that ExtrA(A/P,A) ̸= 0. If P ̸= m, then ∃x ∈ m − P and from the
exactness of 0 A/P A/P C 0x we get

ExtrA(A/P,A) ExtrA(A/P,A) Extr+1
A (C,A) = 0x

is exact. Nakayama’s lemma gives ExtrA(A/P,A) = 0 which is a contradiction,
so that P = m and we get ExtrA(k,A) ̸= 0. Suppose m contains no A-regular
elements, then depthA = 0, so that A contains a copy of A/m = k. Hence, there
is a short exact sequence

0 k A A/k 0

is exact, hence from applying HomA(−, A) to the sequence above we obtain

0 = ExtrA(A,A) ExtrA(k,A) Extr+1
A (A/k,A) = 0

is exact too, with 0 = ExtrA(A,A) because A is free and Extr+1
A (A/k,A) = 0

because injdimA = r. This again contradicts ExtrA(k,A) ̸= 0. Choose x ∈ m A-
regular, then by Lemma 2.12 we get ExtiA(N,A) ∼= Exti−1

B (N,B) for B = A/xA
and all B-modules N so injdimB = r− 1. Using induction we get dimB = r− 1
which shows dimA = r.

2.3 Auslander–Buchsbaum–Serre’s theorem
Recall that if (A,m) a local ring, the residue field is given by k = A/m. The
residue field plays a vital role in commutative algebra. This next lemma shows
that if k has finite projective dimension, then all A-modules do. Very informally
this states that in the favorable case when pd k < ∞ we are only finitely far away
from doing linear algebra. The other part of the lemma also shows that minimal
resolutions are in fact minimal; in length that is.

Lemma 2.16. If M is a finite nonzero A-module, then pdM is the length of any
minimal free resolution for M. If i is the smallest integer for which TorAi+1(k,M) =
0 then pdM = i. In particular if pd k = n then gldimA = n.

Proof. Computing TorAi (k,M) from a minimal resolution F for M we get

TorAi (k,M) = k ⊗ Fi

because the maps in k ⊗ F are 0. M is finite, so all the Fi can be chosen to be
finite. Also k ⊗ Fi ∼= Fi/mFi, so by Nakayama’s lemma we have

TorAi (k,M) = 0 ⇐⇒ Fi = 0.

This equivalence shows that if TorAn+1(k,M) = 0, then F is of length smaller or
equal than n. If pdM = n, then clearly TorAn+1(k,M) = 0 and F is of minimal
length. If pdM = ∞, then all Fi are nonzero, so all the TorAi (k,M) are nonzero
too. The final statement follows from the second statement and Theorem 1.8.
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Corollary 2.17. If (A,m, k) is a regular local ring, then gldimA = dimA.

Proof. If A is regular, take (x1, ..., xn) to be a minimal generating set for m.
Now by Theorem 2.5 K(x1, ..., xn) is a minimal resolution for k of length n, so
by Lemma 2.16 gldimA = n.

For our proof to work we have to prove that a minimal free resolution for k is
at least as long as the Koszul complex. The proof is taken from [Stacks Project
Authors, 2018, Tag 065U].

Lemma 2.18. If n is the length of a minimal generating set of m, then pd k ≥ n.

Proof. Let (x1, ..., xn) be a minimal generating set for m and F be a minimal
projective resolution for k. Consider the Koszul complex K(x1, ..., xn); the cok-
ernel of its last map is k and all of its modules are free, so there exists a map φ
from K(x1, ..., xn) to F induced by the identity map k → k from Lemma 1.2. It
suffices to show that all φi⊗k are injective, then Fi ̸= 0 for i ≤ n. The case when
n = 0 is trivial, because F0 is necessarily just A. Now suppose i > 0, consider
the diagram

∧n−iAn ⊗ k m/m2 ⊗ ∧n−i+1kn

Fi ⊗ k m/m2 ⊗ Fi−1

a

b=φi⊗k c=m/m2⊗φi−1

d

The injectivity of c is obtained by induction, because m/m2 is just a vector space.
It now suffices to show that a is injective too, because then d ◦ b is also injective
implying b is too. Let {xj} be a basis for An and {ej} a basis for kn ∼= m/m2.
The map a is the map on vector spaces induced by the differential c → x ∧ c in
the Koszul complex. Thus a(c) = ∑︁

xj⊗ej∧a with xj being linearly independent
so it’s enough that not all summands are 0 unless a = 0. If ej ∧ a = 0 ∀j and
a ̸= 0 then a has to be the tensor product of all the ej, but i > 0 so a = 0.

The following result marks the first major success of homological algebra in com-
mutative algebra. It was Jean-Pierre Serre who first proved it, but David Buchs-
baum with Maurice Auslander also proved it not long after. As with Theorem 2.15
this also shows the importance of homological dimensions in geometry. The fol-
lowing proof uses the fact that when injective dimension is finite, it is the same
as the dimension of the ring. This proof is one of my contributions to the thesis.

Theorem 2.19. A noetherian local ring (A,m, k) is regular if and only if

gldimA < ∞.

Proof. Let (x1, ..., xn) be a minimal generating set for m.
First suppose gldimA < ∞. From Lemma 2.18 we get pd k ≥ n. Lemma 2.6 tells
us that ExtrA(k,A) ̸= 0 for some r ≥ n which by Lemma 1.4 implies injdimA ≥ r.
Theorem 1.8 gives injdimA < ∞ so by applying Theorem 2.15 and the fact that
dimA is at most n we get dimA = n, so that A is regular.
Conversely, assuming A is regular local, then gldimA = n by Corollary 2.17.

Knowing this it is now easy to prove our desired result about localization.
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Theorem 2.20. If P is a prime ideal of a regular local ring A, then AP is again
regular local.

Proof. From Theorem 2.19 we only need that AP has finite global dimension, and
from Lemma 2.16 we only need pdAP

(AP/PP ) < ∞. We have a finite projective
resolution for A/P in A and by Lemma 1.5 we get a finite projective resolution
for AP/PP in AP .

With this result in mind we can now define regular rings.

Definition 2.4. A ring R is called regular if for every prime P the ring RP is
regular local.

We also get a result about the global dimension of a regular ring from Corol-
lary 2.17. This proof is of my own doing.

Theorem 2.21. If R is a regular ring, then dimR < ∞ if and only if gldimR <
∞. If the equivalent conditions are satisfied, then dimR = gldimR.

Proof. Suppose dimR = n, we show every finite R-module M has projective
dimension at most n. Let i > n and N be an R-module. Let P be any prime of
R, by Lemma 1.7 ExtiR(M,N)P = ExtiRP

(MP , NP ) = 0 since gldimRP ≤ n by
Corollary 2.17- R is regular so RP is regular local with dimRP ≤ n. This implies
ExtiR(M,N) = 0, which in turn implies pdM ≤ n and by applying Theorem 1.8
we get gldimR ≤ n. Now we prove dimR = gldimR. Let m to be a maximal
ideal such that htm = n and F a projective resolution for R/m of minimal length
r. From Lemma 1.5 we see that Fm is a projective resolution for (R/m)m in Rm,
so r ≥ n by Corollary 2.17 and we get dimR = gldimR.
Conversely let gldimR = n and let m be any maximal ideal. A projective resolu-
tion for R/m of minimal length r localizes to a projective resolution for (R/m)m
by Lemma 1.5. Again from Corollary 2.17 we see n ≥ r ≥ htm, so dimR < ∞.

The condition that dimR < ∞ is necessary.

13



3. Gorenstein rings
We saw in the previous chapter that having finite global dimension is a very
strong condition on a ring. Naturally that makes us think about how to weaken
it just enough, so we get something that is still reasonable. Most of this chapter
is taken from [Christensen, 2000, Chapter 1]. We ultimately prove a similar result
as in the previous chapter, but for Gorenstein local rings.

Just like in the previous chapter, all rings are commutative and noetherian.

Definition 3.1. A local ring A is Gorenstein, if injdimAA < ∞. By Theo-
rem 2.15 this is equivalent to injdimAA = dimA.

3.1 The G-class
In this section we will introduce a class of finite modules, the G-class, that gener-
alizes the class of finite projective modules. To talk about the G-class of modules
we first need to define some standard maps. It is useful to know that these maps
are natural.

Definition 3.2. For a ring R and R-modules P,N,M we define the Hom eval-
uation map as the map θPNM : P ⊗R HomR(N,M) → HomR(HomR(P,N),M)
given by θPNM(p⊗ ψ)(ν) = ψν(p).

The main subject of this chapter is duality.

Definition 3.3. For a ring R and an R-module M we define the dual of M to be
M∗ = HomR(M,R). We define the biduality map δM : M → M∗∗ by δM(x)(ψ) =
ψ(x).

Now we can give Auslander’s definition of the G-class. In linear algebra it is
trivial that every finitely generated vector space is isomorphic to its double dual.
The general theme of trying to be not too far away from linear algebra continues;
the following class of modules shares this property.

Definition 3.4. Let R be a ring. We say that a finite R-module M is in the
G-class G(R), if it satisfies the following conditions
(1) ExtiR(M,R) = 0 for i > 0;
(2) ExtiR(M∗, R) = 0 for i > 0;
(3) The map δM is an isomorphism.

It is immediate from the definition that the dual of a module in the G-class
is also in the G-class. To talk about modules in the G-class it is useful to know
when the Hom evaluation map is an isomorphism.

Lemma 3.1. Let R be a ring and P,N,M R-modules. The Hom evaluation map
θPNM is an isomorphism if one of the following holds:
(1) P is finite and projective;
(2) P is finite and M is injective.
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Proof. First we prove that the map θFNM is an isomorphism when F = Rn.
Since F is finite direct sum of copies of R, it suffices to show that θRNM is an
isomorphism. This follows from the fact that HomR(R,N) ∼= N . Now we get
the desideratum for F from the fact that finite direct sums commute with tensor
products and homs. Consider a finite presentation Rm → Rk → P → 0 for P .
From this finite presentation we get a commutative diagram because the Hom
evaluation map is natural

Rm ⊗R Hom(N,M) Rk ⊗R Hom(N,M) P ⊗R Hom(N,M) 0

Hom(Hom(Rm, N),M) Hom(Hom(Rk, N),M) Hom(Hom(P,N),M) 0
θRmNM θ

RkNM θP NM

The top row is always exact since tensoring is right exact. For the bottom row,
consider the conditions:
(1) If P is finite and projective, then the map Rk → P splits and since Hom is
functorial we get that Hom(Hom(Rk, N),M) → Hom(Hom(P,N),M) also splits.
This proves the bottom row is also exact.
(2) If P is finite and M is injective, we get that the functor Hom(−,M) is right
exact. From the way we obtain the bottom row it follows that the bottom row is
exact.
In both cases we get that the bottom row is exact so Lemma 1.1 yields θPNM is
an isomorphism.

With this in mind it is now easy to show that the being in the G-class indeed
generalizes projectivity for finite R-modules.

Corollary 3.2. If M is a finite projective R-module, then M ∈ G(R).

Proof. The first condition is obvious. For the second it suffices that Hom(M,R)
is again projective; this follows for example from the fact that Hom is additive.
For the last condition consider the commutative square

M Hom(Hom(M,R), R)

M ⊗R R M ⊗R Hom(R,R).

δM

∼=

∼=

θMRR
(3.1)

We saw in Lemma 3.1 that the map θMRR is an isomorphism, so δM is an isomor-
phism too.

3.2 The G-dimension theorem
We define G-resolutions and G-dimension analogously to the projective case. The
aim of this section is to show that G-dimension has many of the same properties
as projective dimension.
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Definition 3.5. Let R be a ring and M an R-module.
An exact complex F : ... F1 F0

φ2 φ1 with Fi ∈ G(R) and Cokerφ0=M is called
a G-resolution for M . The G-dimension G-dim(M) is the minimal length of such
a resolution.

To prove results about G-dimension we need some basic facts about short
exact sequences. The following is a restatment of Christensen [2000][1.1.10]

Lemma 3.3. Let 0 → K → N → M → 0 be a short exact sequence of finite
R-modules.
(1) If M ∈ G(R), then the sequences

0 → M∗ → N∗ → K∗ → 0

and
0 → K∗∗ → N∗∗ → M∗∗ → 0

are exact.
(2) If M ∈ G(R), then K ∈ G(R) if and only if N ∈ G(R).
(3) If N ∈ G(R), then ExtkR(K,R) ∼= Extk+1

R (M,R).
(4) If the sequence splits, then N ∈ G(R) if an only if M ∈ G(R) and K ∈ G(R)

Proof. Set T i(−) = ExtiR(−, R). And consider the long exact sequence

0 → M∗ → N∗ → K∗ → T 1(M) → ... → T i(M) → T i(N) → T i(K) → ... (3.2)

(1) The exactness of 0 → M∗ → N∗ → K∗ → 0 follows from T 1(M) = 0 and
eq. (3.2). Now consider the commutative diagram

0 K N M 0

0 K∗∗ N∗∗ M∗∗ 0
δK δN δM

(3.3)

The bottom row is exact at K∗∗ because it is obtained from

0 → M∗ → N∗ → K∗ → 0

by applying a left exact functor. Exactness at M∗∗ follows from the fact that δM
is an isomorphism and the diagram commutes.
(2) Suppose K ∈ G(R), then from 3.3 and Lemma 1.1 we see that δN is also
an isomorphism. The condition about the vanishing of T i(N) is immediate from
eq. (3.2), and T i(N∗) = 0 follows from an analogous argument for

0 → M∗ → N∗ → K∗ → 0.

(3) This follows at once from the eq. (3.2).
(4) Since the Hom functor is additive the bottom row in 3.3 also split. This shows
that δN is an isomorphism if and only if δM and δK are. Ext is also additive so
T i(N) ∼= T i(K) ⊕ T i(M) and T i(N∗) ∼= T i(K∗) ⊕ T i(M∗) which proves the
equivalence.

16



Corollary 3.4. Let ... → G1 → G0 be a G-resolution for an R-module M and
Kn = Ker(Gn−1 → Gn−2). There is an isomorphism

ExtiR(Kn, R) ∼= Exti+nR (M,R).

Proof. Setting K1 = Im(G1 → G0) and K0 = M we get a short exact sequence
0 → Ki → Gi−1 → Ki−1 → 0 for all i > 0. Inductively applying Lemma 3.3 (3)
we get the isomorphism.

The following shows that if a module is of finite G-dimension, it is enough that
condition (1) from the definition of the G-class holds. The lemma is from Chris-
tensen [2000][1.2.6].

Lemma 3.5. Let M be a finite R-module of finite G-dimension. If ExtiR(M,R) =
0 for all i > 0, then M ∈ G(R).

Proof. Set T i(−) = ExtiR(−, R).
We prove this on induction on G-dimM . If G-dimM ≤ 1 then consider the short
exact sequence

0 → G1 → G0 → M → 0.
From T i(M) = 0 for i > 0 we see that the sequence

0 → M∗ → G∗
0 → G∗

1 → 0

is also exact. Lemma 3.3 (2) tells us that M∗ ∈ G(R) so T i(M∗) = 0 for i > 0.
As in the previous lemma we get the ladder

0 G1 G0 M 0

0 G∗∗
1 G∗∗

0 M∗∗ 0

δG1 δG0 δM

with the bottom row being exact due to 0 → M∗ → G∗
0 → G∗

1 → 0 being
exact and Lemma 3.3 (1). Another application of Lemma 1.1 gives δM is an
isomorphism.
Now let G-dimM ≤ n > 0. Consider a G-resolution for M

0 → Gn → ... → G0

of length n and set K to be the kernel of the map G1 → G0. Applying Lemma 3.3
(3) we see T i(K) = 0 for i > 0. Also G-dimK ≤ n−1 so K ∈ G(R) by induction.
Now G-dimM = 1, so by induction M ∈ G(R).

We wish to prove that all G-resolutions contain a G-resolution of minimal length.
For this we need to talk about mapping cones.

Definition 3.6. Let α : F → G be a map of complexes and φ be the differential
in F , ψ in G. We define the mapping cone M(α) of α to be the complex where
M(α)i = Fi−1 ⊕ Gi and the differential Fi−1 ⊕ Gi → Fi−2 ⊕ Gi−1 is given by
(a, b) ↦→ (−φi−1(a), αi−1(a) + ψi(b)).
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Definition 3.7. A map of complexes α : F → G, such that Hn(α) : Hn(F ) →
Hn(G) is an isomorphism for all n is called a quasi-isomorphism.

The next theorem is from Weibel [1994][Corollary 1.5.4]

Theorem 3.6. A map of complexes α : F → G is a quasi-isomorphism if and
only if the mapping cone M(α) is exact.

Corollary 3.7. If F , G are exact complexes and α : F → G is a map of com-
plexes, then M(α) is exact.

Note that proving an analogy of the following theorem for projective dimension
is much simpler. For a module M to be projective it suffices that ExtiR(M,N) = 0
for i > 0 and all modules N ; for the G-class it just is not that simple. Because we
introduced the mapping cone in full generality, we can shorten the proof. This
theorem can be found as Christensen [2000][1.2.7]

Theorem 3.8. Let M be a finite R-module and n a natural number. The follow-
ing conditions are equivalent:
(1) G-dimM ≤ n.
(2) G-dimM < ∞ and ExtiR(M,R) = 0 for i > n.
(3) If ... → G1 → G0 is a G-resolution for M , then Ker(Gn−1 → Gn−2) ∈ G(R)
(if n = 0 this is just the kernel of G0 → M).

Proof. (1) =⇒ (2): If G-dimM ≤ n, then there exists a G-resolution

0 → Gr → ... → G1 → G0

for M , where r ≤ n. From Corollary 3.4 we now see that Exti+rR (M,R) ∼=
ExtiR(K,R), where K = Ker(Gr−1 → Gr−2). K is in the G-class, hence it holds
that ExtmR (M,R) = 0 for m > r ≥ n.
(2) =⇒ (1): Let

0 → Gr → ... → G1 → G0

be finite G-resolution for M . If r ≤ n we are done. Let r > n and take
K = Ker(Gn−1 → Gn−2). Again from Corollary 3.4 we see Exti+nR (M,R) ∼=
ExtiR(K,R), and we assume ExtiR(M,R) = 0, so from this and the fact that
G-dimK < ∞ we see K ∈ G(R) by Lemma 3.5.
(1) =⇒ (3): First we prove that if

F : 0 → Hn → Pn−1 → ... → P0 → M → 0

and
G : 0 → Kn → Gn−1 → ... → G0 → M → 0

are exact sequences with Pi projective and Gi ∈ G(R), then Hn ∈ G(R) ⇐⇒
Kn ∈ G(R). All the Pi are projective, so replacing Hn by a projective module
that surjects onto it gives a map α : F → G induced by the identity on M by
Lemma 1.2. The mapping cone M(α) gives an exact sequence due to Corollary 3.7

0 Hn Kn ⊕ Pn−1 Gn−1 ⊕ Pn−2 ... G1 ⊕ P0 G0 ⊕M M 0φn+1 φn φn−1 φ2 φ1 φ0
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Now letting Ni = Kerφi−1 we get short exact sequences

0 → Ni+1 → M(α)i → Ni → 0 (3.4)

Observe that M(α)i = Gi ⊕ Pi−1 for n − 1 ≤ i ≥ 2 so M(α)i ∈ G(R) for
n−1 ≥ i ≥ 2; this is because finite projectives are in the G-class by Corollary 3.2
and Lemma 3.3 (4). Also N1 = G0 so by inductively applying Lemma 3.3 (1) to
eq. (3.4) we get Nn ∈ G(R). Finally the short exact sequence

0 → Hn → Kn ⊕ Pn−1 → Nn → 0

shows
Hn ∈ G(R) ⇐⇒ Kn ⊕ Pn ∈ G(R) ⇐⇒ Kn ∈ G(R)

with the last equivalence being due to Lemma 3.3 (4). Now choosing G to be
a G-resolution for M of length n we see that Hn ∈ G(R). Now if G is any G-
resolution for M we see that Kn ∈ G(R) because Hn ∈ G(R).

A very useful corollary is that we can begin a G-resolution arbitrarily.

Corollary 3.9. Suppose M is finite R-module. Let 0 → K → G → M → 0 be
the first step of a G-resolution for M , that is G ∈ G(R). If G-dimR(M) = n,
then G-dimR(K) = n− 1.

Proof. First we observe that G-dimRK < ∞. Continuing the resolution
... → G = G0 → M → 0 we get that Ker(Gn−1 → Gn−2) ∈ G(R) by Theo-
rem 3.8 (3). This shows G-dimRK ≤ n − 1 because ... → G1 → K → 0 is a
G-resolution for K. From Corollary 3.4 we get ExtiR(K,R) ∼= Exti+1

R (M,R), this
shows ExtiR(K,R) = 0 for i > n − 1. Another application of Theorem 3.8 yields
G-dimRK = n− 1.

3.3 Regular elements and G-dimension
The following statement about the Hom Tensor adjunction can be found in Rot-
man [2008][Theorem 2.75].

Theorem 3.10. Suppose R and S are rings. Let A be an R-module, C an S-
module and B an (R, S) bimodule. Then

HomS(A⊗R B,C) ∼= HomR(A,HomS(B,C)).

The isomorphism is given by

τ : HomR(A,HomS(B,C)) → HomS(A⊗R B,C).

Defined as f ↦→ τ(f), where τ(f) is the map induced by a⊕ b ↦→ f(a)(b)
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Corollary 3.11. Suppose R is a ring and x ∈ R. If M is a finite R-module,
then HomR(M,R) ∼= HomR(M,R), where M = M/xM and R = R/(x). The
isomorphism

τM : HomR(M,R) → HomR(M,R)
is given by φ ↦→ τ(φ), where τ(φ)(a) = φ(a′) where a′ is anything in the preimage
of a.

Proof. Applying Theorem 3.10 to R = R, S = R, A = M and B = C = R we
see

HomR(M ⊗R R,R) ∼= HomR(M,HomR(R,R)).
Observing M ⊗R R ∼= M and HomR(R,R) ∼= R we get our first claim. The map
τ given in Theorem 3.10 sends φ ∈ HomR(M,R) to the map τ(φ) defined by
τ(φ)(a) = τ(φ)(a′ ⊕ 1) = φ(a′)(1) = φ(a′), where a ∈ M and a′ is something in
the preimage of a.

Most of the work in this chapter is about providing tools to be able to work with
induction on depth. For this it is crucial to know that modules in the G-class
share regular elements with R.

Lemma 3.12. If x ∈ R is R-regular, and M is a finite R-module. The element
x is also M∗-regular. In particular, if M ∈ G(R), then x is M-regular.

Proof. Suppose 0 ̸= φ ∈ M∗, then there exists a ∈ M such that φ(a) ̸= 0. The
element x is R-regular so φ(xa) = xφ(a) ̸= 0, and thus xφ ̸= 0. The second
statement follows from (M∗)∗ = M∗∗.

Next we show that under good conditions it holds that the dual of a quotient is
just the quotient of a dual. The next lemma is taken from Christensen [2000][1.3.4]

Lemma 3.13. Let M be a finite R-module and x ∈ R is M-regular and R-regular.
Set R = R/(x) and M = M/xM .
(1) TorRi (M,R/(x)) = 0 for i > 0.
(2) If Ext1

R(M,R) = 0 then HomR(M,R) ∼= M∗/xM∗.
(3) If Ext1

R(M,R) = 0 = Ext1
R(M∗, R), then

HomR(HomR(M,R), R) ∼= M∗∗/xM∗∗.

Proof. Set R = R/(x).
(1) There exists a free resolution of length 1 for R, namely, the Koszul complex, so
clearly TorRi (M,R) = 0 for i > 1. The exact sequence 0 M M M 0x

shows TorR1 (M,R) = 0 since it is obtained by tensoring 0 R R R 0x

with M .
(2) Because Ext1

R(M,R) = 0 we get a short exact sequence

0 M∗ M∗ HomR(M,R) 0x

which shows HomR(M,R) ∼= M∗/xM∗. Hence from Corollary 3.11 we obtain
HomR(M,R) ∼= HomR(M,R).
(3) Lemma 3.12 shows x is also M∗-regular. Applying (2) to M∗ yields

HomR(M∗/xM∗, R) ∼= M∗∗/xM∗∗.
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In (2) we saw HomR(M,R) ∼= M∗/xM∗; this finishes the proof.

The following corollary is left without proof in Christensen [2000].

Corollary 3.14. Let M be a finite R-module and x an R-regular element. Set
R = R/(x) and M = M/xM . There is a commutative diagram

M ⊗R R M∗∗ ⊗R R ∼= M∗∗/xM∗∗

M HomR(HomR(M,R), R).

δM ⊗id
R

∼= a

δ
M

(3.5)

Proof. First we observe how the isomorphism bM : M∗/xM∗ → HomR(M,R)
given in the proof of Lemma 3.13 (2) works. The map bM is defined by ψ ↦→ π◦ψ,
where π : R → R is the projection. Then we use the isomorphism τM given by
Corollary 3.11. Now we can explicitly write down how a works

a : M∗∗/xM∗∗ → HomR(M∗/xM∗, R) → HomR(HomR(M,R), R)

is defined by φ ↦→ τM∗(bM∗(φ)) ↦→ τM∗(bM∗(φ)) ◦ b−1
M ◦ τ−1

M .
Now consider where an element m⊗ 1 maps:

m⊗ 1 ↦→ δM(m) ↦→ τM∗(bM∗(δM(m))) ◦ b−1
M ◦ τ−1

M .

Now take ψ ∈ HomR(M,R), then

a(δM(m))(ψ) = τM∗(bM∗(δM(m)))(b−1
M (τ−1

M (ψ))) = π ◦ δM(m)((b−1
M (τ−1

M (ψ)))′) =
= π ◦ ((b−1

M (τ−1
M (ψ)))′)(m). (3.6)

Where (b−1
M (τ−1

M (ψ)))′ ∈ M∗ is any map in the preimage of (b−1
M (τ−1

M (ψ))). We
compose this map with the projection π, so from the homomorphism theorem it
holds that

π ◦ ((b−1
M (τ−1

M (ψ)))′) = π ◦ (b−1
M (τ−1

M (ψ))) = τ−1
M (ψ)

Now we can clearly see

a(δM(m)) = τ−1
M (ψ)(m) = ψ(m) = δM(m)(ψ).

This next result is taken from Matsumura and Reid [1989][Lemma 18.2. (ii)].

Lemma 3.15. Let R be a ring and M and R-module. Suppose x ∈ R is both
R-regular and M-regular, and set R = R/(x) and M = M/xM . Then there is
an isomorphism ExtiR(M,R) ∼= ExtiR(M,R) for all i > 0.

Proof. Consider a free resolution

F : ... → F1 → F0 → M → 0
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for M . From Corollary 3.11 we see

ExtiR(M,R) = H i(HomR(F,R)) ∼= H i(HomR(F ⊗R R,R)).

It now suffices to show that F ⊗R R is a free resolution for M over R. From
Lemma 3.13 (1) we see TorAi (M,R) = 0 for i > 0, hence the sequence

F ⊗R R : ... → F1 ⊗R R → F0 ⊗R R → M ⊗R R = M → 0

is exact, hence a free resolution for M in R.

Quotients of modules in the G-class by regular elements are again in the G-class.
This is Christensen [2000][1.3.5]

Lemma 3.16. Let M be a finite R-module and x an R-regular element. Again
set R = R/(x) and M = M/xM . If M ∈ G(R), then M ∈ G(R).

Proof. By Lemma 3.12 we see x is M -regular. From this we see

0 M M M 0x

is exact. Applying HomR(M,−) to it gives a long exact sequence

... → ExtiR(M,R) = 0 → ExtiR(M,R) → Exti+1
R (M,R) = 0 → ...

which shows ExtiR(M,R) ∼= ExtiR(M,R) = 0 for i > 0, with the first iso-
morphism given by Lemma 3.15. Using the same argument for M∗ we get
ExtiR(M∗/xM∗, R) = 0. Now Lemma 3.13 (b) gives ExtiR(HomR(M,R), R) = 0
for i > 0. Finally we prove δM is an isomorphism. From Lemma 3.13 we get
an isomorphism a, the top map δM ⊗ idR is also an isomorphism since δM is an
isomorphism. Now Corollary 3.14 shows δM is also an isomorphism.

This theorem bounds G-dimension of a quotient by a regular element. It is taken
from Christensen [2000][1.3.6]

Theorem 3.17. Let M be a finite R-module. If x ∈ R is M-regular and R-
regular, then

G-dimR/(x) M/xM ≤ G-dimRM.

Proof. It suffices to show that if M has a G-resolution of length n, then M/xM
also has a resolution of length n in R/(x). Let

0 → Gn → ... → G0

be a G-resolution for M. By Lemma 3.12 x is Gi regular. Again set Ki =
Ker(Gi−1 → Gi−2) and K0 = M , K1 = Ker(G0 → M). We get short exact
sequences

0 → Ki → Gi−1 → Ki−1 → 0.
We assume x is M -regular, so x is K0 regular. All the Ki are submodules of
modules in the G-class for i > 0, hence x is Ki regular for all i, thus Lemma 3.13
(1) now gives

0 → Ki/xKi → Gi−1/xGi−1 → Ki−1/xKi−1 → 0
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is exact, so
0 → Gn/xGn → ... → G0/xG0

is a G-resolution by Lemma 3.16.

Over local rings a stronger version of Lemma 3.16 holds. This theorem is from
Christensen [2000][1.4.4]

Theorem 3.18. Let A be a local ring, x an A-regular element and M a finite R-
module. If x is also M-regular, then M ∈ G(A) if and only if M/xM ∈ G(A/(x)).

Proof. Again set A = A/(x) and M = M/xM .
If M ∈ G(A), then by Lemma 3.16 M ∈ G(A). Now let M ∈ G(A) and consider
the defining conditions for the G-class:
(1) From Lemma 3.15 we see ExtiA(M,A) ∼= ExtiA(M,A) = 0 for i > 0. From x
being A-regular we once again get the exact sequence

0 A A A 0x . (3.7)

Applying HomA(M,−) to the short exact sequence gives a long exact sequence

... ExtiA(M,A) ExtiA(M,A) ExtiA(M,A) = 0 ...x

This shows xExtiA(M,A) = ExtiA(M,A), and since M is finite we see
ExtiA(M,A) = 0 for i > 0 by Nakayama’s lemma.
(2) By Lemma 3.13 we get M∗/xM∗ ∼= HomA(M,A) and again by Lemma 3.15
we see

ExtiA(M∗, A) ∼= ExtiA(M∗/xM∗, A) ∼= ExtiA(HomA(M,A), A) = 0

for i > 0, the last equality being due to M ∈ G(A). This now allows us to use
the same argument as in (1) to conclude ExtiA(M∗, A) = 0 for i > 0.
(3) Finally we show δM is an isomorphism. From Corollary 3.14 we see δM ⊗ idR
is an isomorphism. Let K be the kernel of δM and C its cokernel. There is an
exact sequence 0 K M M∗∗ C 0.δM By tensoring with R we get an
exact sequence

M/xM M∗∗/xM∗∗ C/xC 0
δM ⊗id

R

which is exact at the right because tensoring is right exact. The map δM ⊗ idR is
surjective, so C/xC = 0 and since M∗∗ is finite Nakayama’s lemma gives C = 0.
There is now a short exact sequence 0 K M M∗∗ 0.δM and tensoring
now gives

0 K/xK M/xM M∗∗/xM∗∗ 0
δM ⊗id

R

is exact from Lemma 3.13 (1) and again this shows K/xK = 0 since δM ⊗ idR is
injective, and Nakayama’s lemma finishes the proof.

With the previous theorem, we can now show that we can always study the G-
dimension over a ring of lower depth. This means that we can use induction on
depth effectively. The following is theorem is Christensen [2000][1.4.5]
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Theorem 3.19. Let (A,m, k) be a local ring, M a finite A-module and x an
A-regular element. If x is A-regular, then G-dimAM = G-dimA/(x) M/xM .

Proof. One more time set A = A/(x) and M = M/xM . Theorem 3.17 allows us
to assume G-dimA/(x) M/xM < ∞ and proceed by induction on n = G-dimAM .
If n = 0, then by Theorem 3.18 M ∈ G(A). Let n > 0 and consider the first step
of a G-resolution

0 → K → G → M → 0.
By Lemma 3.13 (1) we get a short exact sequence

0 → K/xK → G/xG → M → 0.

Since by Theorem 3.18 G/xG ∈ G(A) we get by Lemma 3.12 x is G-regular, so
it is also K-regular. By Corollary 3.9 we have G-dimAK/xK = n− 1. Applying
the induction hypothesis yields G-dimAK = n − 1 which shows G-dimAM ≤ n
and we also have G-dimAM ≥ n by Theorem 3.17 so the proof is finished.

3.4 Depth and G-dimension
First we give two equivalent definitions of depth of a finite module. For the proof
of their equivalence see Eisenbud [2013][Proposition 18.4].

Definition 3.8. For a local ring (A,m, k) and an A-module M we define the
depth of M to be the smallest n such that ExtnA(k,M) ̸= 0. We denote depth
of M by depthAM . If M is finite then depthAM is the length of any maximal
M-sequence.

The following lemma is again left without proof in Christensen [2000]. It holds
in general that AssR(HomR(M,N)) = AssR(N) ∩ SuppR(M) for finite M and N .

Lemma 3.20. If M is a finite R-module, then AssR(M∗) = AssR(R)∩SuppR(M).

Proof. Assume P ∈ AssR(M∗), that is ∃0 ̸= φ ∈ M∗ such that P = annR(φ).
Clearly annR(M) ⊆ P because annR(M) ⊆ annR(φ); this shows P ∈ SuppR(M).
We have annR(Im(φ)) = P , so R/P is a submodule of R, which means P ∈
AssR(R).

Conversely let P ∈ AssR(R) ∩ SuppR(M). P is an associated prime of R,
so R/P is a submodule of R. It now suffices to show HomR(M,R/P ) ̸= 0.
Localizing at P and using the fact that MP ̸= 0 we now get a composite map
MP → (M/PM)P → (R/P )P ; Nakayama’s lemma gives (M/PM)P ̸= 0 and the
map (M/PM)P → (R/P )P is just a projection map of vector spaces. This shows
HomRP

(MP , (R/P )P ) ̸= 0 which finishes the proof by Theorem 1.6.

We have set the stage for the inductive step, now we only need to prove something
about the base case. This lemma is from Christensen [2000][1.4.7]

Lemma 3.21. Let A be a local ring with depthAA = 0. If a finite A-module M
has finite G-dimension, then M ∈ G(A).
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Proof. We proceed by induction on n = G-dimAM . Suppose G-dimAM ≤ 1,
that is there exists a short exact sequence 0 → G1 → G0 → M → 0 with
Gi ∈ G(A). Dualizing gives a long exact sequence

0 → M∗ → G∗
0 → G∗

1 → Ext1
A(M,A) → 0.

Dualizing once more we get

0 → (Ext1
A(M,A))∗ → G∗∗

1 → G∗∗
0

is exact. Observe that the map G∗∗
1 → G∗∗

0 is injective; Hom(Hom(−, A), A) is a
functor, so the square

G1 G0

G∗∗
1 G∗∗

0

δG1 δG0

commutes showing that the bottom map is injective. We have just shown
(Ext1

A(M,A))∗ = 0. Lemma 3.20 shows

∅ = AssA (Ext1
A(M,A))∗ = AssA(A) ∩ SuppA((Ext1

A(M,A))).

From the assumption that depthA = 0 we see m ∈ AssA(A); all elements of m
are zerodivisors. Now we can conclude SuppA((Ext1

A(M,A))) = ∅, which shows
Ext1

A(M,A) = 0. By Theorem 3.8 (2) we can now conclude M ∈ G(A).
Let G-dimAM ≤ n > 1 and let

0 → Gn → Gn−1 → ... → G0 → M → 0

be a G-resolution for M . We shall show that in fact, G-dimAM = 0. The kernel
K = Ker(Gn−2 → Gn−3) is of G-dimension 1 because we assume G-dimAM =
n. By the induction hypothesis we get K ∈ G(A) which allows us shorten the
resolution to n− 1, and conclude M ∈ G(A) by induction.

Over noetherian rings we can choose elements that are regular over a ring and a
module at the same time.

Lemma 3.22. Let (A,m) be a noetherian local ring with depthA > 0 and M a
finite A-module with depthM > 0. If depthA > 0, then we can choose x ∈ A
that is both A-regular and M-regular.

Proof. From depthA > 0 and depthM > 0 we see m is not an associated prime
of A or M . Since both M and A have a finite set of associated primes we can
by Lemma 2.2 find x ∈ m such that x is not contained in any of the associated
primes of A or M . This x is now M -regular and A-regular, because the union of
all associated primes is the set of zerodivisors and 0.

We want to do induction on the depth of a module, this means that the 0 depth
case is undesirable. Fortunately taking one step of a G-resolution gets us back to
positive depth.
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Lemma 3.23. Let 0 → K → G → M → 0 be an exact sequence of finite
modules over a local ring (A,m, k). If depthM = n and depthG > n, then
depthK = n+ 1.

Proof. We see Ext0
A(k,K) = 0, because Ext0

A(k,G) = 0 from depthG > n ≥ 0.
Applying HomA(k,−) to the sequence we get a long exact sequence

... → ExtiA(k,G) → ExtiA(k,M) → Exti+1
A (k,K) → Exti+1

A (k,G) → ...

For i < n we get 0 = ExtiA(k,M) ∼= Exti+1
A (k,K). For i = n we get 0 ̸=

ExtnA(k,M) ∼= Extn+1
A (k,K), hence depthK = n+ 1.

The following is a generalization of the classical Auslander-Buchsbaum formula.
We shall show that the Auslander-Buchsbaum formula is a direct corollary of this
result. This theorem is from Christensen [2000][1.4.8]

Theorem 3.24 (Auslander-Bridger formula). Let A be a local ring. If M is a
finite module of finite G-dimension, then

G-dimM = depthA− depthM.

Proof. Again, we do induction on depthA. If depthA = 0, then by Lemma 3.21
M ∈ G(A) and it suffices to show that depthM = 0. M is isomorphic to M∗∗,
so Lemma 3.20 gives

AssA(M) = AssA(M∗∗) = AssA(A) ∩ SuppR(M∗).

M∗ is nonzero, so m ∈ SuppR(M∗) and from depthA = 0 we get m ∈ AssA(A).
We have shown m ∈ AssA(M), which proves depthM = 0. Now let depthA =
n > 0 and consider the following cases:
(1) If depthM > 0 we can choose an M -regular and A-regular element a due to
Lemma 3.22. By Theorem 3.19 we have the first equality

G-dimAM = G-dimA/(x) M/xM =
= depthA/(x) − depthA/(x) M/xM = (depthA− 1) − (depthM − 1) (3.8)

with the middle equality being due to the induction hypothesis.
(2) Now suppose depthM = 0 and let 0 → K → G → M → 0 be an exact
sequence with G ∈ G(A). From Lemma 3.12 we see depthG > 0 and Lemma 3.23
shows depthK = 1. From Corollary 3.9 we get the first equality

G-dim(M) − 1 = G-dim(K) = depthA− depthK = depthA− 1

with the middle equality being due to what we already proved in (1).

The following result is yet another corollary of Lemma 2.6.

Theorem 3.25. Suppose A is a local ring and M is a finite A-module. If pdM <
∞, then pdM = G-dimM .
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Proof. Set n = pdM , because projectives are in the G-class, we get G-dimM ≤
n. By Lemma 2.6 we get ExtnA(M,R) ̸= 0. Also from n = pdM we see
ExtiA(M,R) = 0 for i > 0. This shows G-dimM = n; if G-dimM ≤ n − 1
then ExtnA(M,R) = 0 by Theorem 3.8, which is a contradiction.

Now the famous Auslander-Buchsbaum formula is just a corollary.

Corollary 3.26 (Auslander-Buchsbaum formula). Let A be a local ring. If M is
a finite module of finite projective dimension, then

pdM = depthA− depthM.

3.5 Bass numbers
Definition 3.9. Let (A,m, k) be a local ring and M an A-module. We define the
Bass numbers as the numbers µmA (M) = dimk ExtmA (k,M).

This lemma is found as implication (1’) =⇒ (2) in Matsumura and Reid
[1989][Theorem 18.1].

Lemma 3.27. If (A,m, k) is a local ring with injdimA = n, then µiA(A) = 0 for
all i < n and µnA(A) ̸= 0. In particular, depthA = n.

Proof. We proceed by induction on n. If n = 0, then m ∈ AssAA, so there exists
a map k → A. This proves µ0

A(A) = dimk(HomA(k,A)) ̸= 0. Suppose n > 0. In
the proof of Theorem 2.15 we saw that m contains an A-regular element x; clearly
HomA(k,A) = 0, so µ0

A(A) = 0. Lemma 2.12 shows µnA(A) = µn−1
A/(x)(A/(x))

which by induction proves the lemma if injdimA/(x) A/x = n − 1. Again from
Lemma 2.12 we see ExtnB(N,B) ∼= Extn+1

A (N,A) for all B-modules N , and hence
by Lemma 2.14 it follows that injdimA/(x) A/x = n− 1.

An interesting application of the previous lemma is another original proof for the
hard implication of the Auslander-Buchsbaum-Serre theorem. In fact this proof
uses less tools than the one given in the previous chapter.

Theorem 3.28. If (A,m, k) is a local ring with gldimA < ∞, then A is regular.

Proof. Set let n be the length of a minimal generating set for m and let r = pdA k.
From Lemma 2.18 we see r ≥ n and Lemma 2.6 we have µrA(A) ̸= 0. We
can also use Theorem 1.8 to see that injdimA is finite. Finally, Lemma 3.27
gives depthA = r ≥ n. This shows A is regular, because depth is bounded by
dimension, hence dimA = n.

Recall that a local ring A is Cohen-Macaulay if depthA = dimA.

Corollary 3.29. Local Gorenstein rings are Cohen-Macaulay.
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Proof. This follows immediately from Lemma 3.27 and the definition of depth.

The following is from Matsumura and Reid [1989][Lemma 18.4]

Corollary 3.30. Let P be a prime ideal of a local ring (A,m, k) such that the
height of m/P is d. If Extr+dA (k,M) = 0 for some finite M , then

ExtrAP
((A/P )P ,MP ) = 0.

Proof. Induction on d: the case d = 1 is covered by Lemma 2.10. Suppose d > 1
and take P1 such that P ⊆ P1 ⊆ m such that ht(m/P1) = 1. Now by induction
we see ExtrA(A/P1,M) = 0 and localizing gives ExtrAP1

((A/P1)P1 ,MP1) = 0 by
Lemma 1.7. Now we have ht((P1/P )P1) = d− 1, so induction gives
ExtrAP

((A/P )P ,MP ) = 0.

Lemma 3.31. If f is an injective endomorphism of an artinian module M , then
f is an isomorphism.

Proof. Suppose f(M) ⊂ M . Then f i(M) ⊂ f i−1(M) for i > 0, because f is
injective. This gives rise to a descending chain of submodules of M , which has
to terminate at some point because M is artinian; this is a contradiction.

This is a more powerful result about Bass numbers than the one used in Chris-
tensen [2000] and it will allow us to simplify the proof of the Gorenstein theorem.
This theorem is implication (3) =⇒ (1) in Matsumura and Reid [1989][Theorem
18.1]

Theorem 3.32. If (A,m, k) is an n-dimensional local ring and µiA(A) = 0 for
some i > n, then A is Gorenstein. By Theorem 2.15 this is the same as saying
injdimA = n.

Proof. By induction: if n = 0, then Lemma 2.14 gives injdimA < i because
m is the only prime ideal. Suppose n > 0 and set T i(−) = ExtiA(−, A). We
wish to show that T i(A/P ) = 0 for all prime ideals P ; this shows injdimA < i
by Lemma 2.14 again. Let P ̸= m be any prime ideal and let d = ht(m/P )
and B = AP . From Corollary 3.30 we see Exti−dB ((A/P )P , B) = 0, and since
dimB = n−d < i−d we can use induction to conclude injdimA = n−d < n < i.
We have just shown that for all prime ideals P ̸= m and finite A-modules M
we have T (M)P = 0, that is SuppA(T (M)) ⊆ {m}. Now the filtration from
Lemma 3.20 is a composition series for T (M), so T (M) is artinian. Assume, for
sake of contradiction, that P is prime ideal of A maximal such that T (A/P ) ̸= 0.
We assume T (k) = 0, so P ̸= m; this allows us to choose x ∈ m − P . A/P is
an integral domain so x is a not a zerodivisor on A/P . Consider the short exact
sequence

0 A/P A/P A/(P + x) 0x .

Theorem 2.9 gives T (A/(P + x)) = 0, because any prime ideal that contains
A/(P + x) is strictly larger than P . Hence the sequence

0 T (A/P ) T (A/P )x
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is exact. This shows multiplication by x is injective, but we’ve shown T (A/P ) is
artinian so by Lemma 3.31 we now have xT (A/P ) = T (A/P ). T (A/P ) is finite,
so by Nakayama’s lemma T (A/P ) = 0.

3.6 Auslander’s theorem
Although stated differently, this is analogous to the Auslander–Buchsbaum–Serre
theorem. Replacing Gorenstein with regular and G-dimension with projective
dimension gives a stronger yet equivalent result to the one given in the previous
chapter. The theorem is a slightly modified version of Christensen [2000][1.4.9].
We make the remark that follows after it in Christensen [2000] a part of the
statement.

Theorem 3.33. Let (A,m, k) be a n-dimensional local ring. The following con-
ditions are equivalent:
(1) A is Gorenstein.
(2) G-dimA k < ∞.
(2’) G-dimA k = n.
(3) G-dimAM < ∞ for all finite modules M .
(3’) G-dimAM ≤ n for all finite modules M .

Proof. (1) =⇒ (3’): Suppose A is Gorenstein, by Corollary 3.29 we have
n = depthA. With all the tools we have, we can proceed by induction on n.
If n = 0, then A is an injective A-module, so ExtiA(−, A) = 0 for i > 0. From
eq. (3.1) and Lemma 3.1 we see δM is an isomorphism for all finite A-modules
M ; this shows that all finite A-modules are in the G-class.

Suppose n > 0 and let M be a finite A-module. Consider the following cases:
(a) If depthM > 0, we can choose an element x that is both M -regular and R-
regular due to Lemma 3.22. Theorem 3.19 shows the first equality G-dimAM =
G-dimA/(x) M/xM ≤ n− 1 and the second equality is given by induction.
(b) If depthM = 0 we can do the same as in the proof of Theorem 3.24 and take
one step of a G-resolution for M , getting a short exact sequence

0 → K → G → M → 0.

Now depthK = 1 by Lemma 3.23, so from (a) we have G-dimK ≤ n − 1. This
proves G-dimM ≤ n.

(2) =⇒ (1): Suppose r = G-dimA k < ∞. Theorem 3.8 yields µiA(A) = 0 for
all i > r which by Theorem 3.32 shows injdimA = n.
(2) =⇒ (2’): We proved that (2) implies A is Gorenstein, so by Theorem 3.24 we
have G-dimA k = depthA = n.

For this theorem to be completely analogous to the one for regular local rings
we would want a notion of Gorenstein global dimension. This leads us to the
question of generalizing modules in the G-class to infinitely generated modules.
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Unfortunately, the theory of Gorenstein projective modules is beyond the scope
of this thesis.

We can use this theorem to prove that the Gorenstein property localizes. Note
that unlike for regular local rings, this theorem is not necessary.

Theorem 3.34. The localization of a local Gorenstein ring (A,m, k) at a prime
ideal P is again a Gorenstein ring.

Proof. We saw in Lemma 1.5 that projective resolutions localize. This same
proof can be used for G-resolutions, if we show that modules in the G-class
localize too. Suppose M ∈ G(A) and P is a prime ideal of A. From Lemma 1.7
we see the that ExtiAP

(MP , AP ) = 0 and ExtiAP
((M∗)P = (MP )∗, AP ) = 0 for

i > 0. Isomorphism localize to isomorphism so (δM)P is an isomorphism and the
commutative diagram

MP Hom(Hom(M,R), R)P

MP Hom(Hom(MP , RP ), RP )

(δM )P

= a

δMP

where a is the isomorphism given by Theorem 1.6 shows δMP
is an isomorphism.

Now let (A,m, k) be a local Gorenstein ring and P a prime ideal.
Theorem 3.33 shows G-dimA(A/P ) < ∞, hence the previous paragraph shows
G-dimAp((A/P )P ) < ∞ and another application of Theorem 3.33 yields AP is
Gorenstein.
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Conclusion
Throughout this text we have seen that homological dimensions are deeply linked
to geometric dimensions, and hence, rings from algebraic geometry. My main
contribution to this thesis was proving the Auslander–Serre–Buchsbaum theorem
using facts about injective dimension. In the third chapter I added some proofs
that were omitted in the source material and modified some. Lastly I would like
to thank my advisor for being very resourceful and kind.
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