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Abstract: 

Coupled binuclear copper (CBC) enzymes is an important family of redox active 

metalloenzymes. They catalyze various chemical transformations, typically oxidation reactions. 

Using hybrid quantum and molecular mechanical calculations (QM/MM), we computationally 

characterized initial steps in the reaction mechanism of two CBC enzymes: catechol oxidases 

and o-aminophenol oxidases. Catechol oxidases were represented by the polyphenol oxidase 6 

(PPO6), and Ipomoea batatas catechol oxidase (IBCO). The o-aminophenol oxidases were 

represented by the NspF, a protein named after its gene code. By comparing the computed data 

with the previous work on tyrosinase (Ty), we attempted to answer the question why both NspF 

and Ty can hydroxylate phenols whereas catechol oxidases cannot. Our preliminary results 

indicate that there is a significant difference in the energy of the rate-determining transition 

state corresponding to the attack of the activated oxyl radical along with the phenol binding to 

the active site. The computed energy for the second transition state is lower for NspF in 

comparison with PPO6 and IBCO. Our work may help to understand the chemoselectivity of 

CBC enzymes, identify the second-sphere residues that are responsible for the diverse 

reactivities and potentially open new ways to design the CBC enzymes or the biomimetic 

systems. 

 

Keywords: 

metalloenzymes, coupled binuclear copper active sites, QM/MM calculations, phenol 

hydroxylation 
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Abstrakt: 

Enzymy s dvěma “spřaženými” měďnatými ionty v aktivním místě (coupled binuclear copper 

enzymes, CBC) jsou důležitou skupinou redoxně aktivních metaloenzymů. Katalyzují různé 

chemické přeměny, typicky oxidační reakce. Pomocí hybridních kvantových a molekulově 

mechanických výpočtů (QM/MM) jsme výpočetně charakterizovali počáteční kroky v 

reakčním mechanismu dvou CBC enzymů: katecholoxidáz a o-aminofenoloxidáz. 

Katecholoxidázy byly reprezentovány polyfenoloxidázou 6 (PPO6) a katecholoxidázou z 

Ipomoea batatas (IBCO), o-aminofenoloxidázy pak zastupoval protein NspF, pojmenovaný 

podle svého genového kódu. Porovnáním vypočtených údajů s předchozími prácemi 

zabývajícími se tyrosinázou (Ty) jsme se pokusili odpovědět na otázku, proč NspF a Ty 

hydroxylují fenoly, zatímco katecholoxidázy nikoli. Naše předběžné výsledky ukazují, že 

existuje významný rozdíl v energii tranzitního stavu určujícího rychlost reakce, který odpovídá 

radikálové reakci aktivovaného kyslíkového (oxylového) radikálu spolu s vazbou fenolu na 

jeden z iontů mědi v aktivním místě. Vypočtená energie tohoto (v pořadí druhého) tranzitního 

stavu je nižší pro NspF než pro PPO6 a IBCO. Naše práce tak může pomoci pochopit 

chemoselektivitu CBC enzymů, identifikovat aminokyselinové zbytky ze vzdálenější druhé 

koordinační sféry, které jsou zodpovědné za rozdílné reaktivity enzymů CBC, a potenciálně 

pak otevřít nové cesty k návrhu modifikací v těchto enzymech nebo jejich biomimetických 

systémech. 

 

Klíčová slova: 

metaloenzymy, binukleární aktivní místa, ionty mědi, QM/MM metody, hydroxylace fenolu  
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1. Introduction 

1.1. Enzymes 

 Life on Earth is mediated by many types of organic molecules: such as lipids, 

carbohydrates, nucleic acids, and proteins. The last ones, proteins, have structural, mechanical, 

signaling, response and many other functions in cells. Even more importantly, they are the most 

efficient biocatalysts known to date. The proteins involved in biological reactions are called 

enzymes. 

Enzymes mostly differ from small catalysts by their high specificity, chemo- and 

regioselectivity. To fully understand these genuine properties of enzymes and how they are 

encoded in their primary, secondary, and tertiary structure, a combination of experiment and 

theory seems to be the most efficient approach. For almost any enzyme, there is considerable 

amount of experimental data, notably the catalytic rates and Michaelis constants which define 

catalytic efficiencies and turnover numbers of enzymes. The most straightforward way to 

describe and verify a potential reaction mechanism is to compare the computed activation (free) 

energy with the experimental rate constant, kcat. To do so, we may consider the transition state 

theory (TST)1. TST assumes formation of the activated complex, which is in equilibrium with 

the reactants. Once the activated complex passes through the transition state, it results in the 

formation of the products of the reaction (TST assumes that no re-crossing occurs). The rate 

constant of such bimolecular reaction can be calculated by using the Eyring equation2. 

𝑘𝑐𝑎𝑡  =  
𝜅𝑘𝐵𝑇

ℎ
𝑒−

𝛥𝐺 ‡

𝑅𝑇  

(1.1) 

where k stands for rate constant, ΔG‡ stands for the activation Gibbs energy and 𝜿 is the 

transmission coefficient, typically assumed to be equal to 1 (i.e., every activated complex will 

always cross the transition state and end up in the product formation).  

Some enzymes need a non-protein molecules or atoms (also called cofactors) to have 

catalytic activity. Cofactors can be molecules of an organic origin (ATP, FAD, biotin etc...). 

However, there is also group of enzymes called metalloenzymes, which contains a metal ion in 

their active site (typically zinc, iron or copper)3 to induce their catalytic activity. 
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1.2. Metalloenzymes 

 It has been estimated that around 35% of the enzymes contain metal ions4–6. Metals are 

coordinated inside the protein structure by negatively charged or polar amino acid side chains. 

The most common ligands occuring in the metalloenzymes are side chains of His, Cys, 

Asp/Glu, and less of a Met, Tyr, Ser, Thr, Lys. They coordinate through their imidazole, 

carboxylate, thiols/ate, or hydroxyl-containing side chains. Metal cations and the coordinated 

ligands (sometimes denoted as the first coordination sphere) form the reaction center. There are 

multiple ways how the reaction center interacts or reacts with the substrate. Two of the common 

ways include activation of the second co-factor, are involvement of dioxygen or water 

molecule/hydroxide for the reaction. In addition, it is assumed (not only for metalloenzymes) 

that the specific and fine-tuned geometry of the active site stabilizes transition state structures 

more than reactants and thus lowers the activation energy for the catalytic reaction.  

 It can be mentioned that binding of a metal ion to a metal-binding site in the protein is 

in itself, often specific. This phenomenon also represents an important factor in regulating the 

catalytic efficiency, and chemoselectivity of metalloenzymes. One of the factors that influences 

the metal-binding specificity is the match of polarizability of a metal ion and a ligand, known 

as HSAB (hard- and softs- acids and bases) principle. The metal is Lewis acid and the ligand is 

Lewis base. Soft metal ions have high polarizability (electrons around the core are more easily 

deformed in the applied electric field or by metal-ion charge) and preferably binds to soft bases 

(such as sulfur-containing side chains). Thus, metals of the first and second group (Na+, K+, 

Mg2+, Ca2+,...) are considered as hard metal ions. They are mostly interacting with their ligands 

by ‘almost purely’ electrostatic forces. Nature mostly uses them for transmission of neural 

signal, stabilization of structures of other organic compounds (for example, Mg2+ stabilizing 

ATP), muscle contraction and others. On the other hand, some soft metals may act like poisons 

by binding tightly to metalloenzymes and thus deactivating them Hg2+ is such an example of 

lethal poisoning7. That might be also one of the reasons why not hard or soft, but the 

intermediate acid metal ions (such as Zn2+, Cu2+ and Fe2+) are found in the enzyme active sites. 

Another, quite obvious reason for finding transition metals (e.g., Cu2+ and Fe2+) in the 

metalloenzymes’ active sites is the change of their oxidation state which enables the redox 

reactions. Also, it may influence the change in the distribution of electrons in reactant(s), i.e. 

their activation (prominent examples are the CBC enzymes studied herein). One can also find 

rare, but interesting examples of proteins/enzymes with lanthanides in their active sites (for 

example, methanol dehydrogenase in methylotrophic bacteria8). 
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 As mentioned above, numerous metalloenzymes contain Zn2+, Fe2+/3+ or Cu+/2+ ions in 

their active sites. Zn2+ ions are part of many lyases and hydrolases. As an example, alkaline 

phosphatase and phospholipase C are enzymes catalyzing the hydrolysis of phosphate esters. 

Both enzymes feature the binuclear zinc site whose putative function is to decrease the pKa of 

the hydroxyl groups facilitating the nucleophilic attack on the ester and at the same time 

stabilizing the negative charge of the leaving product. One of the well-known iron enzymes is 

superoxide dismutase (SOD) converting superoxide anion radical to molecular oxygen and to 

hydrogen peroxide in the two disproportionation half-reactions. This enzyme can also contain 

manganese, or Cu/Zn binuclear site, instead of an iron. In SODs, iron is coordinated in a 

tetrahedral coordination geometry by three histidines and one aspartate in an equatorial position 

whereas superoxide binds as the fifth ligand, at least in one of the half-reactions. It can be also 

mentioned that most of iron ions are found in hemes, whereas a broad class of non-heme iron 

enzymes exists. Last but not least, iron is also utilized in the iron-sulfur clusters which are one 

of the most efficient electron transfer species that nature uses. Biotin synthase is one of (many) 

enzymes containing the Fe4S4 cluster. The enzyme catalyzes the last step of biotin synthetic 

pathway (from dethiobiotin to biotin). Combination of iron and zinc can be found in the purple 

acid phospatase, where Fe3+-Zn2+ binuclear site catalyzes the hydrolysis the phosphate ester, in 

a similar way as previously mentioned. 

 Copper metalloenzymes often employ an oxygen molecule to catalyze redox reactions. 

We might hypothesize that this could have happened evolutionary when the concentration of 

dioxygen in the atmosphere increased, and organisms took an advantage of it. Copper properties 

in enzymes are somewhat similar to iron. Copper sites in proteins are classified into four groups 

distinguished by their spectroscopic properties. These four classes are: type 1 (often called blue 

copper sites/proteins), type 2 (mononuclear copper proteins), type 3 (coupled binuclear copper 

sites; CBC’s) and CuA active sites/centers9. 

 Blue copper proteins are found in plants and bacteria and the active site comprises Cu+/2+ 

coordinated by two histidines and one cystein10. The very intense SCys(p)→Cu(d) 

charge-transfer excitation absorption around 600 nm gives the protein the intensive blue color. 

These proteins catalyze variety of biochemical reactions, from electron transfer in 

photosynthesis to the deamination of primary amines. As an example, cupredoxin is the enzyme 

involved in electron transfer processes. Its characteristic feature is the so-called cupredoxin fold 

(Figure 1), a single protein chain coordinating one copper ion. This fold is also found in other 

copper proteins. Type 2 copper centers are mostly coordinated by three or four ligands, mostly 
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histidines. Due to the absence of the sulfur coordination, they exhibit weak EPR signal 

distinguishing them from the type 1 copper proteins. Mononuclear copper proteins are 

activating dioxygen by (formally) one-electron reduction; activated O2 then attacks a substrate. 

One of the prominent examples is the galactose oxidase. This enzyme catalyzes the oxidation 

of primary alcohols to aldehydes while reducing the oxygen molecule to hydrogen peroxide11. 

The third group of copper enzymes, CBC enzymes, will be discussed in the next chapter, 

because they are the focus of this thesis. Finally, CuA proteins are found in domains of 

multidomain proteins like cytochrome c oxidase. Compared to the blue copper proteins, the 

CuA proteins contain one additional copper site. The extra Cys close to the active site then act 

as a ligand for the second Cu. Blue shift of its charge-transfer band makes the enzyme purple. 

However, after the reduction of the active site the enzyme becomes colorless. Such example of 

CuA domain enzyme is cytochrome c oxidase creating an acceptor of electrons from 

cytochrome c12. 

 

  

Figure 1 - Cupredoxin structure with the metal-binding ligands highlighted as sticks; the 

copper ion is in (black ball). 
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1.3. CBC enzymes 

 The presence of two copper ions in CBC enzymes makes them ideal catalysts for many 

one- or two-electron oxidation reactions.7 The two copper cations are located near each other 

(3.5 – 4 Å), coordinated by three histidines each. This arrangement is well suited for binding of 

molecular oxygen (c.f. Figure 2). One molecule of O2 reversibly binds to the reduced enzyme 

(deoxy form; Figure 2, left), forming μ-η2:η2-peroxide dicopper(II) active site (Figure 2, right) 

with a single O-O bond. The oxidized (oxy) form is subsequently able to catalyze oxidation 

reactions of various types.13  

 

 The coupled coppers in the CBC sites not only distinguishes this class of enzymes from 

their non-coupled counterparts structurally, but also gives them different properties. Noticeably, 

there is a strong antiferromagnetic exchange coupling between the two copper(II) ions. This 

coupling can be experimentally confirmed by the absence of the electron paramagnetic 

resonance (EPR) signal.13 On the other hand, coppers in non-coupled binuclear enzymes tend 

to catalyze one-electron oxidation reactions, by employing only one copper ion and one-

electron reduced oxygen molecule, i.e. superoxide. The second copper supplies the oxidation 

by long-range electron transfer to the copper with bound oxygen. 

In the O2-activated CBC site, an equilibrium exists between the two isomers, namely μ-

η2:η2-peroxide dicopper(II) (side-on-peroxo, P) and bis-μ-oxo dicopper(III) (bis-μ-oxo, O), 

depicted in Figure 3. Cramer and Tolman14 were first to report that three ligands coordinated to 

each of the coppers, in addition to the bridging O2 molecule, tend to stabilize P to a greater 

degree than O, by approximately 6-8 kcal∙mol-1. This has also been confirmed later, perhaps 

more rigorously, by Stanczak and coworkers15, employing a broader set of small or medium-

sized inorganic complexes. At the same time, they (Stanczak et al.) showed that the two-

coordinated (or bidentate) copper ions in the CBC site results in the lower energy of the O 

isomer. Both these observations are in agreement with experimental data. However, in the case 

Figure 2 - Difference between deoxy and oxy structures for all CBC enzymes shown on 

artificial amino complex structures. 
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of CBC proteins/enzymes, this equilibrium can be shifted by the interactions of the site with 

water molecules or other parts of the protein. As both of the P/O forms can be reactive 

intermediates, an evaluation of the equilibrium is an important step in understanding the 

catalytic action of CBC enzymes16. 

 

Figure 3 - Difference between the peroxo and oxo structure of CBC active sites, presented 

on artificial cluster models. Taken from the study of Agnieszka Stańczak.15 

 

To provide few representative examples of CBC enzymes, we can mention hemocyanin 

(Hc) as one of the well-known representatives. Hemocyanin by itself does not exhibit catalytic 

activity, but it can reversibly bind oxygen to distribute it to other tissues or compartments of 

organisms. Next class of CBC enzymes are catechol oxidases (CaOx) which catalyze the 

oxidation of catechol to ortho-quinone, which is a part of the defense mechanism in plants.17 

However, unlike tyrosinase (Ty), it cannot catalyze the hydroxylation reaction of monophenol 

in the ortho-position. 

Previous studies carried out in our group, in collaboration with experimentalist from 

Stanford University, were mainly focused on the CBC protein tyrosinase (Ty)18–20, the enzyme 

which can catalyze the oxidation of L-tyrosine to L-DOPA and further to L-dopaquinone (Figure 

4a). These reactions are part of a large cascade to produce melanin, a molecule used by 

organisms for its photoprotective and antioxidant properties. First attempts to understand the 

Ty mechanism were done by Siegbahn.20–22 He tried to predict the reaction pathway employing 

small model mimicking the Ty active site (the so-called cluster model approach), because the 

crystal structure of Ty was not available at the time. He concluded that the proton from the 

phenolic OH group is transferred to one of the oxygens in the [Cu2O2]
2+ core and the negatively 

charged phenolate oxygen is then stabilized by a coordination to one of the copper cations. 
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Another study from Inoue et. al. discussed possible mechanism of Ty up to the quinone 

synthesis via QM/MM calculations involving phenoxyl radical.23 Very recent study by 

Kiporous18 described – experimentally and computationally - the formation of a ternary 

intermediate (Ty/O2/phenol). The intermediate has been postulated to be the initial structure in 

a monooxygenation of phenols. Computationally and spectroscopically, it is consistent with P 

for of the Ty. The substrate (tyrosine/phenol) is still protonated, hydrogen-bonded to the 

bridging peroxide, thus not directly interacting with any of the two coppers. The ternary 

intermediate afterwards undergoes monohydroxylation, which can be (experimentally, 

employing carefully selected phenolic substrate with appropriate para- group and the assay with 

borate buffer) stopped at this step, producing catechol(ate) or it may proceed to quinone (as is 

by Ty done in nature, for Tyr as a substrate). Coppers in Ty ends up in the reduced state and 

after release of water molecule (that accepted proton from phenol/Tyr), the enzyme is in the 

deoxy state (Figure 2). The reduced form can then be reversibly oxidized by an oxygen molecule 

to form oxy-Ty and start new cycle again. (Figure 4b). Interestingly, the resting state of Ty is 

met-Ty (c.f. Figure 4b). 

 

Figure 4 – Reaction pathway of L-tyrosine to melanin (A). Tyrosinase catalyzes first to 

reactions from L-tyrosine to L-dopaquinone (B).18 
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The same monohydroxylation can be catalyzed by NspF (o-aminophenol oxidase). In 

addition, NspF can also catalyze the oxidation reaction of ortho-aminophenol to ortho-

nitrosophenol whereas Ty cannot. Interestingly, little is known about GriF, another AOx, which 

has different reactivity than NspF, despite the high similarity in their tertiary structures. Instead 

of oxidizing the aromatic amino compound to nitroso compound, GriF catalyzes the reduction 

of amino group to imino group. Because of the lack of data, we will not focus on GriF in this 

work, but we felt it appropriate to mention it here to show the diversity of reactions catalyzed 

by CBCs. All mentioned enzymes (except GriF) are depicted in Figure 5. We can see that they 

are structurally very similar, still the scope of the reactions they catalyze differ. The ultimate 

goal of the ongoing research in our group, in tight collaboration with the Solomon group at 

Stanford is to find subtle structure-function relationships of CBC proteins that may explain 

diverse reactivities. 
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Figure 5 - Protein structures of CBC enzymes and their catalyzed reactions 
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2. Computational chemistry 

2.1. Quantum chemistry 

 Non-relativistic molecular quantum mechanics (QM) starts with the Schrödinger 

equation (SchrEq), which describes the evolution of the system (uniquely described by its wave 

function) with time: 

{−
ħ2

2𝑚
(

𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
) + 𝑉} 𝛹(𝒓, 𝑡) = 𝑖ħ

𝜕𝛹(𝒓, 𝑡)

𝜕𝑡
 

(2.1) 

where ħ is the reduced Planck constant (1.0546 x 10-34 J∙s), m is the mass of the particle,  

x, y, z are positions of the particle in 3D space, V is the potential energy operator, Ψ is the 

wavefunction of the system and i is the imaginary unit. The first term in curly brackets is the 

kinetic energy operator. 

All properties of a system (here molecules) are contained in the wavefunction. The 

wavefunction is linked to an observable property by operators. Each (Hermitian) operator is 

characterized by the set of eigenfunctions and corresponding eigenvalues that yield the 

observable set of the properties (Eq. 2.2). Their mean value is then denoted as the expectation 

value of the particular property. 

 

𝐴̂𝛹 =  𝑎𝛹 

(2.2) 

By considering only stationary solutions of the SchrEq, it can be rewritten into the time-

independent form. For each system in which the energy is time-dependent, it can be 

demonstrated that the wavefunction can be separated into a time-dependent and a space 

dependent part. Considering only the space-dependent part leads to the time-independent 

SchrEq: 

{−
ħ2

2𝑚
 𝛻2 + 𝑉̂} 𝛹(𝒓) = 𝑬𝛹(𝒓) 

(2.3) 

Thus, stationary SchrEq is an eigenvalue problem of Hamiltonian (energy operator). 

Unfortunately, the SchrEq does not include the electron spin. Spin is then added into the SchrEq 

as an ad hoc postulate. Spin can be, to some extent, interpreted as an intrinsic angular 
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momentum, and its quantum number depends on the type of particle (for electrons: s=1/2). The 

spatial orientation of the spin forms orthogonal states, which by convention are quantized with 

respect to the z-axis and denoted with the spin magnetic quantum number ms (ms = {-s,...,s}). 

For a single electron, the two spin states are referred to as α (ms = 1/2) and β (ms = -1/2). S 

denotes the quantum number of the total electronic spin of the system. Analogous to s, the set 

of possible orientations of the total electronic spin is described by quantum number Ms. The 

number of orientations in that set is called the spin multiplicity M (M = 2S +1). Systems can be 

classified by their multiplicity (e.g. M = 1 corresponds to a singlet, M = 3 to a triplet etc.). For 

computational purposes, the spin multiplicity is commonly described by the expectation value 

of the square of the total spin operator. For example, for two electrons S2 becomes: 

𝑆̂
2

 =  𝑠1
2  + 𝑠2

2  +  2𝑠1𝑠2 

(2.4) 

The expectation value <S2> can be calculated from a trial wavefunction. For a pure singlet or 

triplet state, the <S2> values are 0 and 2, respectively (in general <S2> = S(S+1), for 

eigenfunctions of the 𝑆̂
2
 operator, which should be the case for the ‘correct’ wave functions, 

since 𝑆̂
2
 commutes with Hamiltonian). 

The major drawback of the SchrEq is that it can only be solved analytically for systems 

with one nucleus and one electron, such as the hydrogen atom, He+, Li2+ etc. Thus, additional 

approximations need to be introduced for larger systems. 

The Born-Oppenheimer approximation24 allows us to separate the motions of nuclei and 

electrons. Nuclei are much heavier than electrons (~1800x). Because of this, we may consider 

nuclei fixed in space and electrons moving in their vicinity. In this context, kinetic energy of 

the nucleus is considered zero and internuclear repulsion can be described classically. 

Therefore, we can describe the electronic Hamiltonian by three terms: 

 

𝐻̂𝑒𝑙  =  𝑇̂𝑒 + 𝑉̂𝑒𝑒 + 𝑉̂𝑁𝑒 

(2.5) 

where 𝑇̂𝑒 stands for operator of kinetic energy of electron, 𝑉̂𝑒𝑒 describes the Coulombic repulsion 

between the electrons, and 𝑉̂𝑁𝑒 is the operator of Coulombic attraction between the nuclei and 

electrons (subscripts N, e denote nuclei and electrons, respectively).  
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The expectation value of the electronic Hamiltonian is the total energy of electrons in 

atoms or molecules (called electronic energy). Under the Born-Oppenheimer approximation, 

the total energy of a molecule (or atom) is the sum of the electronic energy and the energy of 

nuclear repulsion VNN. The dependency of the molecular energy on nuclear coordinates 

describes a potential energy surface (PES; Figure 6).25 The PES is crucial for studying reactions 

and reaction mechanisms. As there are 3N - 6 independent coordinates for non-linear molecules 

(3N - 5 for linear molecules), the PES has the same number of dimensions. 

 

Figure 6 - Graphical representation of PES. The pictures show 3D and 2D graphs. The plot 

on the right depicts an oxidation reaction using PES. This figure was taken and modified 

from the article of Stanisław Wacławek.26 

 

SchrEq can be approximately solved by a variety of methods. These include the Hartree-

Fock (HF) method as the simplest ab initio method, post-HF single-reference methods (e.g., 

configuration interaction, perturbation theory, coupled cluster), or multiconfigurational 

approaches. However, for most systems in bioinorganic chemistry, these methods are 

computationally expensive, especially when it comes to the ‘production’ work. Nowadays, the 

most frequently used methods in computational chemistry are density functional theory (DFT) 

methods, which are used in this work (see below). 
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2.2. Density functional theory 

Density functional theory (DFT) is based on the idea that all information about a system 

is contained in its electron density, ρ(r) (Figure 7). The electron density describes the 

probability of finding an electron at the given point in space. The electron density is related to 

the wavefunction as follows: 

𝜌(𝑟⃗) =  𝑁 ∫|𝜓(𝑟⃗1, 𝑟⃗2, . . . , 𝑟⃗𝑛)|2d3𝑟⃗2. . . d3𝑟⃗𝑛 

(2.6) 

where N stands for number of electrons, ψ is a wavefunction and the integration goes over all 

but one electronic coordinates. ρ(r) is a function of three variables instead of 3N variables that 

are arguments of the molecular wave function. We should be aware of a few properties of the 

electron density. I) The electron density attains only positive values (as the probability of 

finding an electron cannot be negative), II) If we integrate ρ(r) over the whole space, we will 

get the number of electrons in the system, III) ρ(r) has maxima (cusps) at the positions of nuclei.  

 

Figure 7 – Electron density of a water molecule. a) Map of electron density with peaks at the 

positions of nuclei. b) Isosurface plot of electron density. Picture retrieved from “A Chemist’s 

Guide to Density Functional Theory”.27 

 

A functional is a special type of operator that returns a value rather than a function. An 

example of a functional can be an improper integral (from -∞ to +∞), which for a function 

returns the value under the curve described by the function. The key ingredient in DFT is 

expressing the energy of a system (kinetic, potential, and total) as a functional of the electron 

density. 
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Formally, DFT is based on the two Hohenberg-Kohn theorems.28 The first theorem 

requires the definition of the external potential, as a description of the external field in which 

electrons move. In the absence of external fields (electric, magnetic, …), it reads: 

𝑣ext  =  − ∑ ∑
ZK

riK

M

K=1

N

i=1

 

(2.7) 

which is nothing else than electrostatic potential of nuclei corresponding to the coulombic 

interaction between the electrons and nuclei. The first Hohenberg-Kohn (HK) theorem says that 

‘The external potential vext is (to within constant) a unique functional of ρ(r); since, in turn vext 

fixes 𝑯̂ we see that the full many particle ground state is a unique functional of ρ(r)’.28 In other 

words: vext (positions of the nuclei and their charges) is uniquely defined by the electron density, 

for any number of interacting electrons. If the external potential is known, then the Hamiltonian 

can be constructed, and the energy of a system can be calculated. This idea allows us to use 

electron densities instead of wavefunctions to calculate the energy of a system. An energy 

functional can be written as: 

𝐸[𝜌]  =  𝑇[𝜌] +  𝑉ee[𝜌] + 𝑉Ne[𝜌] 

(2.8) 

where T[ρ] stands for the kinetic energy functional of electrons, Vee[ρ] is the functional of 

electron-electron repulsion and VNe[ρ] is the functional of nucleus-electron attraction in the 

external potential. The first two functionals from equation 2.8 are collectively called the 

Hohenberg-Kohn functional (FHK).  

The second HK theorem is a “variational principle of DFT”. Defining the exact density 

of the ground state as ρ and the exact energy as E[ρ], it can be shown that for an electron density 

ρ’ (≠ ρ), the energy is higher than the ground state energy: 

𝐸[𝜌] <  𝐸[𝜌′]. 

(2.9) 

A practical way to find FHK has been formulated by Kohn and Sham (KS). While approaches 

for the calculation of kinetic energy purely as a functional of electron density have been 

proposed, they all were found to be not sufficiently accurate in comparison to even HF. 

Therefore, KS reintroduced orbitals into the DFT approach, employing the homogeneous non-

interacting electron gas as the reference system. This leads to straightforward formulation of 
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the kinetic energy functional analogous to HF methods. After some mathematical 

rearrangements, it leads to a system of single-particle equations known as KS equations: 

(𝑇̂𝐻𝐹,𝑖  +  𝑉𝑒𝑓𝑓,𝑖)𝜑𝑖  =  𝜀𝑖𝜑𝑖 

(2.10) 

where THF, i describes the single-particle kinetic energy operator, Veff,i, is an effective single-

particle potential, φi is the ith molecular orbital and εi is respective orbital energy.  

 

2.3. DFT functionals 

As mentioned above, the principal problem of DFT is that the exact functional is not 

known. We may separate the parts of the functional from those unknown as follows: 

𝐸 =  𝑇[𝜌] +  𝑉𝑒𝑒[𝜌] + 𝑉𝑁𝑒[𝜌]  =  𝑇𝑆[𝜌]  +  𝐽[𝜌]  +  𝐸𝑋𝐶[𝜌] 

(2.11) 

where TS[ρ] is the kinetic energy functional for non-interacting electrons (Kohn-Sham 

approach), J[ρ] is the functional of Coulombic interaction energy for electrons and EXC is the 

exchange-correlation functional. The exchange-correlation functional describes the corrections 

for both kinetic and Coulombic terms, which are not known exactly and need to be 

approximated. 

There are various approaches to formulate EXC, differing by the complexity and thus 

computational expense. To start from the least complex, the Local Density Approximation 

(LDA)29 is derived from the model of the homogeneous electron gas (HEG). In this model, the 

electron density is homogeneous with positive charge in the background. To derive the EXC, the 

LDA treats the molecular electron density locally as an HEG. More complex are Generalized 

Gradient Approximation (GGA)30 functionals, adding the gradient of the electron density ∇ρ(r). 

Further derivatives of the electron density (∇2ρ(r), ∇3ρ(r), ...) are included in functionals of the 

meta-GGA class. The TPSS31 functional used in this work is an example thereof. Another 

category are the hybrid functionals. These functionals include a fraction of Hartree-Fock 

calculated exchange energy (exact exchange) . An example is the TPSSh31 functional used in 

this work (or the “golden standard of DFT”, B3LYP functional32). Furthermore, there are 

functionals (double hybrid functionals) adding perturbation-theory based correlation energy. 

This categorization of functionals based on complexity is also called Jacob’s ladder. 
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2.4. Molecular mechanics 

QM methods are the optimal choice for small to medium-sized molecular systems (let 

us say up to 500 atoms can be conveniently treated). However, when we deal with thousands 

of atoms, the QM calculations are still prohibitively expensive, especially for practical projects 

when hundreds of structure are needed to be efficiently handled in days to weeks. In such cases, 

molecular mechanics (MM) is the method of choice. It is empirical method, based on the force 

field and it is in general less accurate than QM methods. Still, it quite often provides valuable 

information MM methods can be conveniently used for systems up to ten thousands of atoms. 

MM methods do not treat the system as composed of electrons and nuclei but treat a 

molecule as an entity of interconnected atoms. Thus, MM does not provide any information 

about the electronic structure of a system.  

The potential energy (force field) is described by effective potentials associated with 

bonds, angles, dihedral angles, electrostatics, and pair interaction (here Lennard-Jones (LJ) 

potential): 

𝑉 = ∑ 𝑘𝑖(𝑑𝑖 − 𝑑0,𝑖)
2 +  ∑ 𝑘𝛼𝑖(𝛼𝑖 − 𝛼0,𝑖)

2

𝑎𝑛𝑔𝑙𝑒𝑠,𝑖𝑏𝑜𝑛𝑑𝑠,𝑖

 +  ∑ 𝐴𝑛,𝑖

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙,𝑖

𝑐𝑜𝑠(𝑛𝜏𝑖) 

+ ∑ 𝑘𝑜𝑜𝑝𝑤,𝑖𝑠𝑖
2

𝑜𝑜𝑝𝑤,𝑖

+ ∑
1

4𝜋𝜀

𝑄𝑖𝑄𝑗

𝑟𝑖𝑗
𝑖,𝑗=1; 𝑁,𝑖<𝑗

+  ∑ 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]

𝑖,𝑗=1; 𝑁,𝑖<𝑗

 . 

(2.12) 

Potential energy contributions from bonds and angles are mostly described by the harmonic 

potential approximation, where k is a force constant, d and α stand for changes in distance and 

angle, respectively. The potential energy arising from the dihedral angle is described by a sum 

of cosine functions of angle τ, where A is the amplitude and n is the number of minima. The 

fourth parameter describes improper dihedral angles (out-of-plane wagging, oopw), where s is 

the out-of-plane distance. The next parameter is the classical Coulomb term, where ε is the 

permitivity of a vacuum, rij is the distance between the particles (atoms) i and j, with Qi/j are 

their charges. The last parameter determines the pair potential, described in this case by the LJ 

potential. The first term in the brackets represents short-range repulsive forces, and the second 

term represents attractive forces (mostly of dispersion character). The constants ε and σ stand 

for the depth of the potential well and the distance at which the potential between two particles 

vanishes, respectively (Figure 8). The set of parameters used in the construction of the potential 

is commonly referred to as a force field. 



24 
 

 

Figure 8 - Lennard-Jones potential . Blue line represents repulsive part of the potential, pink 

line represents the attractive part. Black line in the middle is the sum of those two potential 

components together. Picture taken and modified from the study material of Petr Bouř.33 

  

 Molecular mechanics have some limitations. They cannot describe the electronic 

structure of the system, they are not as accurate as QM methods, and force fields are usually 

based on empirical parameters. Another drawback of MM is its inability to form/break bonds. 

For these reasons, MM is often used in combination with QM methods, resulting in the 

QM/MM method. Therein, MM is used to describe the non-reactive part of the system and QM 

is used for description of the reactive part.  



25 
 

2.5. QM/MM calculations 

Hybrid quantum and molecular mechanical (QM/MM) calculations were introduced in 

1976 by Warshel and Levitt34. They are intended to couple the accuracy of quantum mechanical 

description with the (very) low cost of molecular mechanics. One of the prominent areas of 

their applicability is the computational modeling of enzyme reaction mechanisms. Thus, 

QM/MM enables the description of enzymatic reactions by applying QM for the active site for 

which an accurate description is necessary whereas the rest of the protein is treated at the MM 

level. The protein framework might not be directly involved in the enzymatic reaction studied, 

but influences the reaction coordinate via long-range electrostatics, of conformational changes 

in the vicinity of the QM region. 

Within the QM/MM framework, the system is usually divided in two parts (Figure 9), 

which interact with each other. The energy of the system can be calculated in two ways. The 

first one employs subtractive scheme which defines the total energy as  

 

𝐸QM/MM,total  =  𝐸MM,total  +  𝐸QM,QM  −  𝐸MM,QM 

(2.13) 

Depending upon arrangement of the terms in the Eq. 2.13, the total QM/MM energy can 

be qualitatively viewed either as (1) MM energy of the whole system, ‘upgraded’ by the QM 

energy of the QM part or (2) sum of the QM energy of the quantum system and MM energy of 

the rest of the protein. A prominent example of the subtractive scheme is the ONIOM method35  

The second way is additive, where the energy of each part and their interactions are 

added together:  

 

𝐸QM/MM,total  =  𝐸QM,QM  +  𝐸MM,MM  +  𝐸QM−MM,total 

(2.14) 

where energy terms for QM part described by QM, MM part described by MM, and interaction 

between these parts are summed to obtain the total QM/MM energy. The interaction term is 

calculated via link atoms, which are dummy atoms bound to border QM atoms mimicking the 
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bond with neighboring MM atom. MM layer does not take these dummy atoms into 

consideration, so they do not influence the energy of the MM part. 

 

Figure 9 – Model of QM/MM method. The system is separated into QM and MM part with 

two link atoms on the borders, “connecting” those two subsystems.36 

 Until now, only mechanical embedding was considered. In other words, only the force, 

energy of the MM and how they affect the QM part is considered. One can also include the 

electrostatics of MM part atoms interacting with QM environment, which will be also included 

in one-electron QM Hamiltonian. This approach is called electrostatic embedding.37 The QM 

electronic structure alters itself based on the charge distribution in the MM layer, resulting in 

polarization of the QM system. This correction of polarization of QM system provides better 

description of the system but with cost of increased computational part. Few methods 

introducing long/range electrostatic interactions are used, but the introduction of cutoff distance 

of the interaction brings unreliability because of artefacts. More flexible description for MM 

atoms charge is polarized embedding, which polarizes MM part based on QM charge 

distribution. 
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2.6. Solvation and relativistic effects 

There are two additional effects to be considered in studies of metalloenzymes: solvation 

and relativity. 

Proteins exist and function in condensed phase, be it water or complex cellular 

environment. Therefore, solvation effects play a crucial role. In principle, the condensed phase 

(water) can be modeled by adding explicit solvent molecules (explicit solvation). This might be 

a seemingly more realistic description. However, the calculations become more time 

demanding, and one also faces the conformational complexity of the solvent bulk. A 

conceptually different alternative is to use implicit solvation, in which the solvent is modeled 

as the dielectric continuum encapsulating the molecule.25 In 1981, in their seminar work, 

Miertuš, Scrocco and Tomasi38 showed that an effect of the dielectric continuum can be 

(equivalently) formulated as the boundary problem of partial charges on the surface of the 

solute’s cavity. This leads to the set of coupled equations, the so-called self-consistent reaction 

field (SCRF) problem. Polarization of the solute by the dielectric continuum (represented by 

the surface point charges) and the response of the continuum to the change of the electron 

distribution in the molecule is thus solved iteratively until self-consistency is achieved. 

In this work, we chose the COSMO (Conductor-like Screening Model) as the implicit 

solvation model39. COSMO uses surface segmentation on solvent-accessible surface to map 

polarity around the system. From the charge distribution of the system, we can calculate the 

charge of each surface segment and correct the energy. 

Relativistic effects emerge as the consequence of the finite velocity of light. In 

chemistry, this mostly concerns heavier elements, since the electrons close to the nuclei – in 

inner shells - move faster, even 50% of the velocity of light. The heavier is the element, the less 

adequate is the non-relativistic description (c.f. SchrEq, 2.1) For quantum chemical calculations 

of typical organic molecules, the relativistic effects are mostly negligible. Starting with Z = 

25-30, relativistic effects might play a more important role. In our calculations, this concerns 

copper ions present in the active site of CBC proteins. Thus, we employed the exact two-

component method (x2c)40,41 with appropriate (relativistic) basis sets. Two-component methods 

describe orbitals as two-dimensional wavefunction. Either vectorial component relates to one 

spin state. This enables the usage of spin-dependent model Hamiltonians but is computationally 

expensive. Alternatively, we may describe relativistic effects using pseudopotentials, also 

known as Effective Core Potentials (ECP). Using ECP, we replace inner electrons (which are 
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not part of chemical reactivity) by a potential calculated for every element. This is a relatively 

cheap description that may often work in cases with small change in the electron distribution 

of a molecule, but their usage is less recommended in systems with e.g. change of the oxidation 

state of the transition metal ion. 
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3. Aims 

The aim of this thesis is a theoretical investigation of initial stages of the reaction 

mechanisms of two CBC enzymes:  

Catechol oxidase (CaOx) and ortho-aminophenol oxidase (AOx). CaOx’s are 

represented by PPO6 (polyphenol oxidase 6) whereas NspF (named after the gene coding this 

enzyme) is a representative of AOx’s. We also compare PPO6 with other CaOx, the so-called 

IBCO (Ipomoea batatas catechol oxidase). The computed data will be correlated with Ty for 

which the reaction mechanism has been formulated and recently validated by joint experimental 

and theoretical efforts. 

We expect to unravel the tiny differences in their reaction coordinates that may enable 

to understand the origins of their chemoselectivity. This also involves the computational 

investigation of the important P/O equilibrium and the role of singlet and triplet spin states in 

the P structure. In addition, the QM/MM equilibrium structure of PPO6 will be compared with 

the available IBCO X-ray structure data. Last but not least, CaOx (PPO6) will be also 

structurally compared with hemocyanin (Hc), an enzyme used as the dioxygen carrier, with no 

apparent catalytic function. 

All in all, these are initial steps in obtaining insight into the origins of the different 

chemoselectivity of CBC enzymes that will be validated experimentally by our collaborators at 

Stanford University in future. 
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4. Methods and model setup 

 Since there are no X-ray structures of PPO6 and NspF, available we used for their 

QM/MM modeling predictions made by the AlphaFold 2.42 The predicted structures were based 

on the homology with CBC enzymes with the known X-ray structures which included the IBCO 

structure43 (PDB: 1BT3; Figure 5), studied herein for comparison. The reason why we did not 

carry out all QM/MM modeling (only) for the IBCO is that future experiments (see above) are 

planned on the PPO6 enzyme. All predicted structures (PPO6 and NspF) were assumed to be 

in the so-called oxy- form/state of the enzyme (Figure 2, right) that appears as the consequence 

of binding of dioxygen to the deoxy- form (Figure 2, left) and its concomitant 

2-e- reduction to peroxide (accompanied by the oxidation of copper ions). This is the state for 

which the crystal structures of the Ty and IBCO were available. Substrate (Figure 10) was 

missing in the initially generated crystal structure. All six histidines in the active site were 

protonated at proximal (with respect to the backbone) δ-nitrogen (denoted as Hid in the 

Amber’s prep file). 

 For the QM/MM calculations, all structures were optimized employing DFT for the QM 

part of active site and MM for the rest of the protein. More specifically, we used the 

TURBOMOLE, ver 7.644 with the TPSS functional31, def2-SVP basis set45 and BJ dispersion 

correction.46 MM part was described by using AMBER2247 employing ff14SB force field.48 

After the optimization, we employed single-point energy QM/MM calculations by QM and 

MM parts being the same, but more advanced level of theory with x2c relativistic 

approximation for the QM subsystem. In more detail, we used the TPPSh functional31, x2c-

TZVPall49 basis set, BJ dispersion correction and added implicit solvent model by conductor-

like screening model (COSMO)39 implemented in TURBOMOLE 7.6.  

 The key structures on the potential energy surface (reaction coordinate) were inspired by 

the published research on tyrosinase reaction mechanism18. Approximate transition state 

structures were obtained by the relaxed scans, employing restraints in the ComQum program, 

developed and implemented into ComQum by Rokob.50 The substrate was docked manually 

into the active site, employing the experimentally verified ternary complex of Ty.18 Each 

approximate transition state structure was carefully inspected to make sure it connects the 

desired points of the reaction coordinate.  
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Figure 10 – Methyl ester substrate (methyl-4-hydroxybenzoate) used in our calculation of 

CBC proteins reactivity. The same substrate was used in tyrosinase reaction pathway 

mechanism. The compound was added to the active site in the way that hydroxyl group faced 

to the copper moiety so the proton transfer would occur. 
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5. Results and discussion 

5.1.  Spin state of the active site 

  First, the spin state (splittings) in our initial structures was calculated. In its oxidized 

state, the CBC enzyme’s active site contains two Cu2+ ions with d9 valence electrons, with one 

unpaired electron on each of them interacting. The coupling, efficiently mediated by the 

bridging ligand (sometimes denoted as super-exchange interaction51), gives rise to anti- or 

ferromagnetically coupled singlet and triplet states. In general, these are often close in energy. 

However, their reactivity and geometric structure may differ. Thus, we first focus on the energy 

differences of the spin states of the enzyme (which is almost exclusively confined to the active 

site)to find out the spin multiplicity of the electronic ground state (Table 1). 

 The calculations were performed on the P intermediate, without the substrate (Figure 11). 

Based on the theory, the value of <S2> should be equal to zero in the open-shell singlet state 

only for the exact eigenfunctions of the system’s Hamiltonian. In an unrestricted single-

determinant ansatz <S2> cannot be expected to vanish and these solutions are often more 

difficult to converge. From practical reasons, we adopted a typical broken-symmetry approach 

in which orbitals from a converged triplet state calculation are used as starting orbitals, by 

flipping the spin of one (or more in case of higher multiplets) α electrons. 

The computed values of <S2> are listed in Table 1: 

Table 1 – Energy difference between singlet and triplet state for NspF and PPO6 and 

calculated <S2> for each state. 

 NspF PPO6 

ΔE (Triplet - Singlet) 

[kcal/mol] 
7.1 8.9 

<S2> for singlet 0.68 0.60 

<S2> for triplet 2.01 2.01 

 

As can be seen in Table 1, the value of <S2> for the (symmetry-broken) singlet is not 

zero because the UKS ‘wavefunction’ is not an eigenfunction of the S2 operator. The depicted 

positive values indicate singlet to be the ground state of the studied systems. This trend is in 

compliance with Ty reactivity studies suggesting singlet to be also the ground state. From now 

on, every calculation we did was in unrestricted open-shell singlet. 
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5.2.  Side-on-peroxo and bis-μ-oxo equilibrium 

The side-on-peroxo [CuII
2(O2

2-)]2+⬌ bis-μ-oxo [CuIII
2(O2-)2]2+ (P ↔ O) equilibrium 

is the hallmark of the CBC reactivity, both for CBC enzymes, as well as for their smaller 

biomimetic counterparts (Figure 11). In the past, this reaction has served as the common test 

for the performance of the density functional as well as multi-reference wave function 

methods15,52. In catalytic terms, both forms exhibit different reactivity and both can be 

operational in the reactions catalyzed by the CBC systems. 

 

Figure 11 – Schematic representation of side-on-peroxo and bis-μ-oxo Cu2O2 models 

considered in this work. 

 

Therefore, we evaluated the energy differences of P and O forms/structures. In analogy 

with the reaction coordinate of the Ty, we have started with peroxo structure as suggested by 

Kiporous18. The computed data are compiled in Table 2: 

 

Table 2 – Energy difference between oxo and peroxo structure for NspF and PPO6 

 NspF PPO6 

ΔE (O - P) [kcal/mol] 11.0 1.3 

<S2> for P 0.68 0.60 

<S2> for O 0.18 0.00 
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As can be seen in Table 2, the computed energy differences strongly indicate that the P 

structure is energetically favorable for the NspF, to a much greater degree than in PPO6 (ΔΔES-T 

(NspF/PPO6) = 9.7 kcal/mol) and also in Ty (data not shown). Thus, it can be safely concluded 

that, in analogy with Ty, the P structure of NspF intermediate is the structure of the oxy form 

of NspF without the substrate. The same P ↔ O equilibrium is somewhat different for PPO6. 

The computed difference of 1.3 kcal/mol is very small and the O structure might be competitive 

(operational) in PPO6, too much greater degree than in NspF. The reaction (conversion of L-

tyrosine to quinone) starts from the P structure in the case of Ty. PPO6 is not able to catalyze 

monophenol hydroxylation reaction, and this energy difference can be one of the reasons. We 

may speculate that the greater stability of O can lead to higher TS2 state in monohydroxylation 

reaction. This will be elaborated in more detail below. 
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5.3. Reaction coordinates 

 In this chapter, we will thoroughly analyze and discuss each step in the plausible 

catalytic mechanism(s) of the studied enzymes. We will focus on comparison of the reaction 

coordinates of NspF and PPO6, which may reveal the differences in the reactivities. 

 The computed mechanism is shown in Figure 12-1). It is based on previous studies on 

Ty.18 It has been shown to beginwith 1P, which is the protein structure with substrate 

(protonated phenol) placed close to the peroxide of the Cu2O2 core. The first transition state 

then is denoted as TS1. It corresponds to the breaking of the O-O (1.45 Å in 1P). The distance 

reaches a maximum value of 2.4 Å for 1O (bis-μ-oxo). Next, the proton transfer from 

substrate’s hydroxyl group to oxygen of the copper moiety leads to the 2O structure. Through 

the TS2 transition state, the phenolate is getting coordinated, via its oxygen atom, to one of the 

coppers (CuA, c.f. Fig. 12-2) in the active site. Simultaneously, a bond is formed between 

carbon of the benzene ring and the second bridging oxygen (non-protonated). This results in 

the formation of the complex 3O. The individual steps will be discussed in more detail below. 

As we continue along the reaction coordinate towards the 3O structure, we first observe 

the lowering of of <S2> around the 1O intermediate, after this step the value of <S2> increases. 

It is well known that the spin polarizability is dependent on the amount of exchange in the used 

functional. The values in Table 1 refer to the TPPSh hybrid functional which is expected to 

yield slightly higher values of <S2>. 
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Figure 12 - 1) Geometries of active sites in the individual steps from 1P to 3O. Arrows show 

the changes from its previous intermediate. 2) Positions of CuA and CuB in the active site 

from the same point of view as in the future chapters (picture taken from the 1O structure of 

PPO6 core). 
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5.3.1. Ternary Intermediate (1P) 

 In analogy with Ty (see above), the structure of the ternary intermediate {enzyme + O2 

+ substrate} was investigated first, for both PPO6 and NspF. We presumed 1P to be the 

representative of ternary intermediate (Figure 13). 

 

 

 

We can see that the coordination of Cu2O2 moiety to six histidines is very similar. The 

distances between the two copper(II) cations in PPO6 and NspF are the same (RCu-Cu = 3.65 Å). 

The O-O bond length of 1.45 Å corresponds to peroxide. For PPO6, the Cu-O-Cu angle is 129° 

for both angles, for NspF it is 142° and 126˚. It is noteworthy that oxygen molecule is somewhat 

pushed towards the entrance of the catalytic site in PPO6, resulting in greater butterfly (torsion) 

angle (Cu-O-O-Cu). Respectively, the values are 149° for PPO6, 161° for NspF and 142° for 

Ty butterfly angles.  

  

Figure 13 - Initial 1P structures for PPO6 and NspF with substrate (salmon). Main 

structural differences near active site are colored in magenta. Some amino acids were hidden 

for clarity.  
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One of the general problems in QM/MM modeling that needs to be solved is the number 

and positions of water molecules within the protein active site. They might not be always 

resolved, except for high resolution crystal structure, there is always a dynamic equilibrium 

between waters and enzyme with quite different retention times (see the study of Kiporous et 

al. for Ty16). In this study, we placed one water at the entrance to the active site near the 

conserved Glu residue (Glu245 in PPO6, Glu207 in NspF). PPO6 then has two additional water 

molecules (Figure 14).  

 

Figure 14 – Position of waters in 1P structures of PPO6 (left) and NspF (right) with 

highlighted substrate and active site 

It can be mentioned that in the reaction pathway of Ty, Kiporous et. al.18 did not see any 

influence of water molecules. Hydrogen from phenolic -OH group of the substrate is directed 

towards the proximal oxygen of peroxide, creating a hydrogen bond, in both NspF and PPO6. 

However, there are a few amino acids which differ between the two active sites. Phe270 in 

PPO6 seems to work as a gate residue, blocking the entry to the catalytic site for the substrate 

(see Fig. 16). Instead of this phenylalanine, NspF has two additional tyrosines (Tyr47 and 

Tyr209). Their role in the active site is still unknown. It was suggested by Solem, Tuczek and 

Decker53 that Phe270 in polyphenol oxidases may block the entrance to the active site and cause 

the CaOx’s to lack the monophenolase activity. In our opinion, this seems to be plausible 

hypothesis, because it was shown in the previous study on Ty18, that the substrate rotates during 

later catalytic steps. This might be prohibited in CaOx by the mentioned Phe residue. However, 

this was partially disproved by Prexler and co-workers54, who exchanged mutated Phe in PPO 

for Leu, Pro, and Gly. Without the gate Phe, PPO lost all catalytic activity (with exception of 
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Leu that reduced the activity by two thirds). In chapter 5.3.3. we will discuss our (alternative) 

suggestions concerning the effect of Phe on the substrate binding and catalysis. In addition to 

these differences, there are two additional neutral residues in the same conformation which 

were discussed in the already mentioned papers, Thr250 in PPO6 and Gly223 in NspF. We 

cannot make any conclusions about the catalytic roles of these residues based on the current 

study. Finally, Tuczek53 suggested that Asn190 in Ty, located at the same position close to the 

above mentioned (conserved) glutamate, is needed for the enzymes monophenolase activity. In 

contrast, the results of Prexler indicated that this amino acid does not need to be charged54 for 

the hydroxylation activity. Analysis of NspF structure confirms Prexler’s statement because it 

is known NspF can catalyze the reaction while having glycine in the same spot as Asn190 from 

Ty. 

 Having “locked in” these initial structures, we began our scan of reaction pathway 

energies to find the differences in CBC enzymes catalytic activity. 
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5.3.2. Conversion of 1P to bis-μ-oxo (2O) reactive intermediate 

There are few steps in the reaction mechanism before 1P reaches the 2O structure, (via 

TS1 depicted in Fig. 11). First, the bond between the oxygen molecule in Cu2O2 core elongates 

(up to the 2.4 Å in our model), resulting in 1O structure (Fig. 17). Then, the proton from the 

substrate’s hydroxyl group moves to one of these oxygens turning substrate into a phenolate. 

Between the 1P and 1O, we made five additional (sequential) steps to find transition state (TS1) 

between these two geometries, scanning the O-O bond (1.75, 1.90, 1.95, 2.00, 2.15 Å). 

Table 4 – Energy differences between 1P and chosen steps of the reaction from 1P to 2O 

structure. 

(energy differences 

are in kcal/mol) 

NspF PPO6 

ΔE <S2> ΔE <S2> 

1P - 0.61 - 0.82 
1,75 Å 11.1 0.61 8.9 0.63 
1,90 Å 15.9 0.34 11.4 0.22 
1,95 Å  15.5 0.30 9.9 0.21 
2,00 Å 12.9 0.33 8.4 0.23 
2,15 Å 12.4 0.32 6.2 0.15 

1O 12.8 0.33 6.5 0.00 
2O 9.8 1.26 10.5 1.00 

 

As can be seen in Table 4, the highest point (transition state along the O-O coordinate) 

corresponds to the O-O distance of 1.90 Å. Expectedly, <S2> decreases on the way from 1P to 

1O. Thus [Cu2O2]
2+ changed from “peroxo” to “oxo” structure and the formal charge of the 

oxygens and coppers changed from -1 to -2 and from +2 to +3, respectively.  

It is also worth mentioning that the presence of substrate shifts the P ↔ O equilibrium 

towards the P structure, compared to the oxy- (substrate free) forms of the enzymes discussed 

above (c.f. Figure 15 for 1O). Next step is hydrogen (proton) transfer (1O to 2O). Surprisingly, 

this leads to stabilization of the NspF 1O intermediate and and its destabilizion PPO6. This 

suggests yet another plausible explanation why PPO6 is unable to catalyze the hydroxylation. 

Based on calculated energies and spin states, the substrate needs to bind to the catalytic site in 

the form of phenolate, to be fully activated for catalysis. Less favorable 2O structure may render 

the enzyme unable to catalyze the hydroxylation. 
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Structurally, during the transition from 1P to 1O, the bond between the oxygens 

prolongates (see above), whereas the distance between the copper ions is shortened to 2.9 Å, 

both for PPO6 and NspF. The angle between the atoms Cu-O-Cu changed significantly (99° for 

PPO6 and 103° and 97° for NspF). The butterfly (torsion) angles changed for both structures 

(166° in both PPO6 and NspF). Amino acids surrounding the active site did not significantly 

move, even when the position of coppers and oxygens changed. 

 

Figure 15 – Oxo structure (1O) of both geometries of PPO6 and NspF.  

The 1O → 2O conversion is associated with a considerable increase of <S2> values, 

suggesting radical character of 2O intermediate. This is also supported by calculated Mulliken 

spin densities summarized in Table 5.  
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Table 5 – Mulliken spin population analysis for the atoms of [Cu2O2]2+ at different steps of 

the oxidation pathway. Positive values indicate the accumulation of α-spin electrons and 

negative values indicate the accumulation of β-spin electrons at atoms. O(H) stands for the 

oxygen to which the hydrogen from the substrate binds to. 

 

Indeed, the computed spin densities for 2O indicate that the reaction proceeds through a radical 

intermediate. Therefore, instead of previously mentioned proton transfer, the 1O to 2O 

conversion should be referred to as hydrogen transfer instead.  

 To ensure 1P structure is indeed in the open-shell singlet occupation, we chose to 

visualize the spin density of the core, which can be seen in the Figure 16. 

 

Figure 16 – Spin density of the active site of 1P structure of PPO6. Every picture represents 

different point of view. Different spins are visualized by different colors. 

 

This figure depicts the spin densities of the Cu2O2 core and four vertical histidine 

nitrogen atoms. This illustrates that our calculation of P structure was indeed done in open-shell 

singlet as we were expecting. 

 PPO6 NspF 

Mulliken 

spin densities 
CuA CuB O O(H) sum CuA CuB O O(H) sum 

1P -0.51 0.51 0.00 0.01 0.01 -0.46 0.46 -0.01 -0.01 -0.02 

TS1 -0.22 0.3 -0.07 -0.02 -0.01 -0.37 0.26 0.10 0.03 0.02 

1O 0.00 0.00 -0.01 0.01 0.00 -0.12 0.01 -0.10 0.09 -0.12 

2O -0.44 0.18 -0.44 -0.06 -0.76 -0.56 0.25 -0.13 -0.52 -0.96 
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5.3.3. Oxyl transfer to ortho-carbon (2O → 3O pathway) 

 

The 2O to 3O transformation is characterized by phenolate binding to the Cu2O2(H) 

core (Figure 17). It has been previously described18 by the 2D reaction coordinate (phenolate O 

to CuA distance and phenolic ortho-carbon to non-protonated oxygen/oxyl of the Cu2O2(H) core 

distance.  

Figure 17 - Mechanistic differences between 2O and 3O structures of PPO6. Phenolic oxygen 

bids to CuA and carbon in ortho-position compared to the oxygen binds to the oxygen bound 

in the active site. 
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Figure 18 – 2O geometry in both studied enzymes, PPO6 (left) and NspF (right). Both images 

are shown from the same angle to copper moiety to emphasize the change in position of 

substrate. 

While the substrate approaches the active site, it rotates into the proper orientation with 

respect to the Cu2O2(H) core (Figure 18). In our QM/MM modeling, this rotation was observed 

to occur in NspF whereas no rotation was computationally observed in the PPO6 structure, in 

which the substrate was only getting closer to the catalytic core. The absence of rotation may 

be caused by Phe270, which not only sterically blocks the entrance to the active site but also 

interacts via the π-stacking with the substrate. The substrate in PPO6 binds so that its aromatic 

ring is parallel to aromatic histidine side chain (His253) and stacks with Phe270 in T-shape. As 

the oxyl attacks the ortho-carbon, the aromatic ring of the substrate is no longer planar but 

becomes a bit twisted due to the newly formed bonds. Hydrogen on the ortho-carbon moves 

into almost perpendicular position with respect to the ring (marked by green color in Figure 

18). Upon formation of the C-O bond, CuA is coordinated by six ligands, which results in 

dissociation of the histidine in the axial position (His121 for PPO6 and His67 for NspF, 

highlighted in Figure 19 by pink color). Hydrogen bound to the oxygen in the copper moiety 

flips below the plane of the Cu2O2 core, so it does not hinder substrate binding. The energy 

profiles for the approximate 2D scan are reported in Table 6. 
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Table 6 – Calculated energies of possible transition state structures. Row shows the distance 

between the CuA and phenolic O, column shows the distance of non-hydrogenated active site 

oxygen with ortho-carbon of substrate. Energy differences are still compared to 1P (as in 

previous calculation) in kcal/mol. Results in blank spaces did not converge or were not 

finished until the date of submitting the diploma thesis. 

 

NspF 

Cu-O C-O 

(energy differences are 

in kcal/mol) 1.9 2.0 2.1 2.2 2.3 

2.5 -5.3 -0.3 4.1 6.7 10.5 

2.6 -5.9 -0.6 3.6 6.5  

2.7 -6.3 -0.9 3.3 6.2 9.7 

2.8  -1.2  19 9.3 

2.9 -6.7  5.5 5.8 9.8 

 

 

Figure 19 - Geometries of the final 3O structures for PPO6 and NspF. Important new 

features of the structure were highlighted in different colors - dissociating histidine is in 

pink and hydrogen perpendicular to the structure of substrate is marked by green color. 



46 
 

 

 

As can be seen the difference in the computed ΔE largely differs. NspF, with its 

transition state around 2.5 Å for Cu-O and 2.3 Å for C-O distances, is lower in energy by 16.6 

kcal/mol than PPO6 for 2.5 Å for Cu-O and 2.2 Å for C-O distances (considered as TS2). Values 

compared between enzymes differ by 20 kcal/mol on average, which may be an important 

aspect of various enzymatic activity for these enzymes. At the moment, this difference seems 

to be too big and would need further investigation. Would the numbers hold future tests of 

robustness, it will explain the absence of monophenolic activity of PPO6. It can be also seen 

that energies variance is considerably larger for the C-O distance rather than Cu-O distance.  

During the calculation of NspF’s TS2, we found two ways how substrate is affected by 

the changes of scanned distances. Substrate’s ester para-group position may be rotated in two 

ways (Figure 20). These two conformations considerably differ in energy. For the comparison, 

the NspF structure defined by distances of 2.9 Å for Cu-O and 2.3 Å for C-O has energy 

difference of 11.O kcal/mol. Therefore, the previous calculation probably converged to the 

wrong structure. The structures are possibly in two different local minima where the conformer 

in calculation of the first geometry (in Fig. 19 marked by green color) is less stable (higher in 

energy). The energy values of few calculations from 2D scan of NspF’s TS2 were not included 

in the Table 6, because of mentioned different converged minimum (this values is highlighted 

in italic) or not converged at all. 

PPO6 

Cu-O C-O 

(energy differences are 

in kcal/mol) 1.9 2.0 2.1 2.2 2.3 

2.5 16.1 21.8 25.9 27.1 26.5 

2.6 15.8 21.6 25.7 27.0 26.3 

2.7 15.6 21.4 25.7 26.8 26.2 

2.8 15.3 21.3 25.6 26.9 26.1 

2.9 14.9 21.1 25.5 26.9 26.2 
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3O structure is the final intermediate of the studied reaction coordinate (in analogy with 

the Ty studies of Kipouros and Stanczak18). For Ty, a careful experimental and theoretical 

investigation of the hydrogen transfer from the sp3 ortho-carbon to the oxygen to obtain final 

product of the hydroxylation, viz monocatecholate, is under way. For NspF and PPO6, the same 

mechanistic correlations will be done. The calculations predict that the between 1P to 3O 

transformation is more exothermic for NspF than for PPO6 (Table 7). The Ty’s 3O structure is 

lower in energy (-19.2 kcal/mol) compared to its 1P than in case of PPO6, creating more stable 

intermediate to continue with the reaction. However, NspF’s results suggest sp3 carbon bonding 

to stabilize more than in Ty case (NspF’s 3O structure is 12.2 kcal/mol lower in energy). In the 

future, we will continue with the study of NspF reaction pathway with precise descriptions from 

experiments to prove/correct computed mechanism values. 

Figure 20 - Comparison of substrate orientation between the first and corrected NspF 

transition state calculations. Green color of the different conformer was chosen to 

distinguish the structures. 
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Table 7 - Values of energy difference between 3O structures of mentioned enzymes and their 

1P structures with <S2> values 

 NspF PPO6 

ΔE (3O - 1P) [kcal/mol] -35.7 -17.7 

<S2> for 3O 0.99 0.96 

 

As mentioned above, the complete reaction pathway of Ty (as one of the most studied 

CBC enzymes) from L-tyrosine to L-dopaquinone is still not fully understood, even though 

various studies were trying to characterize it23. Our ongoing studies on Ty suggest that the 

reaction should further proceed by the proton transfer from ortho-carbon to one of the residues 

in the proximity of the active site, such as water molecules or histidines. They can act as possible 

acceptors for transferred proton. 
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5.3.4. Modelling issues: comparing two models of catecholoxidases 

(PPO6 and IBCO) 

 To ascertain the robustness of our PPO6 model prepared using AlphaFold2, the existing 

X-ray structure of very similar CaOx (IBCO) has been utilized. Functionally, the two enzymes 

are equivalent, as none of them can catalyze monophenol hydroxylation reaction. Thus, we 

expect their reaction coordinates to be similar. Their comparison is made in in Table 8 and 

Figure 21. It should be mentioned that for IBCO, we did not perform all QM/MM scans to 

obtain every transition state. The distance restrains were based on previous Ty studies.18 

 

Table 8 - Energy differences of PPO6 and IBCO enzymes relative to 1P. TS2 in with the 

structures with fixed with distance of 2.6 Å for Cu-O and 2.2 Å for C-O. 

(energy differences 

are in kcal/mol) 
PPO6 IBCO 

1P - - 

TS1 11.4 12.9 

1O 6.5 3.1 

2O 10.5 10.5 

TS2 27.0 23.3 

3O -17.7 -23.5 
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Figure 21 – Plot of the energy differences for PPO6 and IBCO compared to enzyme’s 1P 

structure during the reaction course 

 

For TS1, the difference of 1.5 kcal/mol is within the error of the composite 

QM//QM/MM protocol . However, there is a difference of 3.4 kcal/mol for 1O. Comparison of 

both 1O geometries showed differences in position of substrate and angle of Phe (Phe270 in the 

case of PPO6 and Phe261 in the case of IBCO) next to the substrate (Figure 22).  
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Figure 22 - Overlap of IBCO (tuequoise) and PPO6 (orange) 1O active site structures. Two 

histidines were hidden for the clarity of Phe and substrate. 

 

These geometries were converged with the constraints to O-O bond distance as 

previously mentioned and afterwards optimized without the constraints. The different angle of 

Tyr next to the substrate can stabilize the substrate by π-stacking interaction. Tyr from IBCO 

structure most likely rotates to interact with the monophenol by T-stacking interaction. The 

tyrosine gets closer to the substrate. This difference in structure may be the origin of the energy 

difference. 

 The biggest energy difference is seen in case of 3O structures. There is no significant 

geometry difference of amino acid residues to cause the ΔE of 5.8 kcal/mol. One factor 

contributing to this difference could be the two water molecules near the entrance to the active 

site. Hydrogens of these water molecules point to nearby atoms (in this case oxygens) with 

partial negative charges (Figure 23). In addition, we did not focus on the hydration level 

(amount of water molecules) in our QM system, which resulted in PPO6 having one more water 

molecule in the active site than IBCO. All these aspects may contribute to the energy difference. 
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Figure 23 – Position of water molecules near the active site of PPO6 (orange) and IBCO 

(turquoise), and the hydrogen bonds between the water molecules and nearby residues. 

5.4. Why do catechol oxidases not hydroxylate phenolic substrates? 

The energy differences from individual steps of reaction mechanism among all studied 

CBC enzymes are seen in Table 9 and Figure 24. 

Table 9 - Energy differences in each step for every enzyme. For NspF, the highest obtained 

point from 2D scan was chosen to represent TS2 structure. 

(energy differences 

are in kcal/mol) 
PPO6 IBCO Ty NspF 

1P - - - - 

TS1 11.4 12.9 12.7 15.9 

1O 6.5 3.1 4.7 12.8 

2O 10.5 10.5 8.4 9.8 

TS2 27.0 23.3 22.7 10.5 

3O -17.7 -23.5 -19.2 -35.7 
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 PPO6’s TS2 structure is higher in energy compared to Ty by 4.3 kcal/mol. This energy 

difference may influence the ability to catalyze the hydroxylation of monophenols. By 

comparing IBCO with Ty, the energy barrier of this step is still higher (0.6 kcal/mol). However, 

IBCO’s TS2 was not studied by 2D scan as in the case of other enzymes. Therefore, we cannot 

certainly mark chosen conformer to be “real” transition state, rather approximate one. Precise 

2D scan is needed to find real transition state. On the otehr side, NspF’s TS2 structure is 12.5 

kcal/mol lower in energy than Ty, which is an unexpected result. This would indicate NspF 

having higher catalytic activity for this type of reaction, which it should not have.55 These 

results raise the question whether the calculated energy values of suggested CaOx enzymes are 

high enough for enzymes not being able to catalyze studied reaction. During the reaction course, 

additional aspects like binding constant or number of molecules in the active site may affect 

enzymes’ activity, which were not studied in this work. Also, the influence of water molecules 

in active site (number of molecules and their interaction with residues) was not studied. Such 

effect could alter the results. Experimental verification should be done to confirm the theoretical 

prediction.   
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Figure 24 – Energy differences for all calculated pathways relative to enzyme’s 1P structure 

during the reaction pathway. For NspF, the highest obtained point from 2D scan was chosen 

to represent TS2 structure. 
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5.5.  Available 3-D structures (X-ray structures of IBCO and hemocyanin 

vs. the predicted PPO6 structure) 

To assess the differences in biological activity from the structural point of view, we 

compared structure of PPO6 predicted by AlphaFold 2 with X-ray structures of IBCO (PDB 

code: 1BT343) and hemocyanin (Hc; PDB code: 1OXY56). 

 

Figure 25 – Difference in the entrance of hemocyanin and IBCO structures. The active site 

is seen from the direction of the tunnel. Residues potentially related to reactivity/no reactivity 

of the proteins are highlighted as thicker sticks with residue name and number.  

 

As can be seen in Figure 25, there are a few amino acids at the entrance of hemocyanin which 

sterically block the tunnel. There is a smaller distance between the phenylalanine and histidine 

residues (Phe49 and His328 for Hc, and Phe261 and Hid244 for IBCO) – in hemocyanin, the 

gap is ~3.5 Å wide (Cζ of Phe49 to Cε of His328) with possible π-stacking between mentioned 

residues, which is typical length of π-stacking interactions. In case of IBCO, the gap is around 

4.0 Å wide due to T-stacking between the hydrogen on aromatic ring of Phe and carbon of His. 

Also, IBCO does not have the aforementioned sterically blocking residues at the entrance. 

Interestingly, the same T-stacking geometry of Phe and His (in this case His177) appears in this 

structure. This indicates that the substrate moves from the side of CuB and then binds to the 

CuA, which may be the focus of the future work. Another difference is the distance between 

the copper atoms in the peroxo structure. For hemocyanin, the distance is 3.6 Å, which is the 
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same distance as in tyrosinase. Both CaOx structures (Figure 26) we used have a distance of 

2.9 Å between coppers. 

In case of PPO6,we wanted to know, if its AlphaFold 2 prediction can be considered a 

realistic representation of CaOx. In Figure 26, the overlap of both proteins is depicted. With 

the RMSD (Root-mean-square deviation) value of 1.86, these structures are almost identical, 

in terms of all atoms.  

 

Figure 26 – Overlap of IBCO (turquoise) and PPO6 (orange) structures. 

 The active sites of both enzymes have the same residues in the same conformation with 

two exceptions (Figure 27). First, the cysteine (Cys95) bond to histidine (His112) is not present 

in the AlphaFold 2 prediction of PPO6 as it is in IBCO, where Cys 92 is bound by Sγ to Cε of 

His109 (Cys-His link). This only applies to the initial structure – during the optimization, the 

bond has formed. Second, the amino acid next in sequence after histidine (His249 for PPO6, 

and His240 for IBCO) differs. There is polar threonine at the position 250 in PPO6 while in 

IBCO has hydrophobic isoleucine is present at position 241. As these are subtle differences, we 

expect the results for the reaction pathway of IBCO and PPO6 to be essentially the same. 
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Figure 27 – Overlap of active sites of IBCO (turquoise) and PPO6 (orange). Discussed 

residues are highlighted by thick stick representation. 
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6. Conclusion and Outlook 

 In this study, the reaction pathway described for tyrosinase was applied for additional 

CBC enzymes, NspF and PPO6 respectively, using quantum mechanical methods. We 

compared energies between the initial 1P structures and individual steps during the mechanism. 

Then we tried to find structural differences that can influence the reactivity of mentioned 

enzymes. 

 By comparison between the energy values of the NspF and PPO6 enzymes, NspF has 

higher values than PPO6 during the first steps of the reaction (~4,5 kcal/mol in TS1), but the 

transition from 2O to 3O shows much higher barrier for PPO6’s TS2 (10 kcal/mol), which can 

be the reason why PPO6 is unable to catalyze the hydroxylation of monophenols. However, by 

comparison of energies with Ty, the CaOx enzymes have similar values to Ty. 

 We showed how the difference of spin and the methods used can influence the results. 

The values of <S2> are constantly changing during the reaction pathway, but even then, we 

continued to use open-shell singlet state to be consistent with compared data. Some values of 

<S2> during some steps exceeded the value of 1, getting closer to the triplet state. Comparison 

with open-shell triplet state along the reaction pathway could be done to check if our 

suggestions were correct. 

 Geometries of enzymes with similar tertiary structure were compared to find any 

structural differences causing the ability to catalyze different reactions. Aromatic compounds 

near the entrance to the active site possibly interact with the substrate by π-stacking interactions 

and stabilizing the bound substrate. IBCO and PPO6 active sites are similar, except for one 

amino acid (Thr250 in PPO6 and Ile241 in IBCO). In our opinion, this difference should not 

influence the reactivity, and energies of either enzymes should be approximately the same. 

Next steps will be to investigate reaction coordinate of NspF as a representative of ortho-

aminophenol oxidases. Initial structures for these calculations will contain ortho-aminophenol 

as a substrate. First step of converged initial structure 1P (Figure 28) was already prepared. 

Whole research will be done with the collaboration with the group of Edward I. Solomon from 

Standford University, which will provide experimental data. 
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Figure 28 – NspF’s 1P initial structure with ortho-aminophenol as a substrate. 
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