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Abstract

We carry out noninvasive ambient noise investigation of rock structures in Bohemian Paradise
(Bohemian Cretaceous Basin, Czech Republic). The study is focused on teidel) An insitu
elastic moduli estimate of competent, horizontally deposited sdade layers. This is done by
performing an ambient noise array measurement. The recording is processedkndirdy analysis,
from which frequencydependent Love and Rayleigh wave dispersion curves as well as the Rayleigh
wave ellipticity are retrievedlhe data are inverted for-Rnd Swave velocity profiles, from which the

L 2dzy3Qa | YR adekusdedsiulligirRatizl 2lz5tudy of local response of Kapelnik rock
tower. We analyse a dataset of ambient noise recordings from the top of the tongfram its foot.
Information about tower oscillation frequencies and directions, together with amplification ratios, are
retrieved from particle motion polarisation analysis and from -¢iteeference spectral rabis. The
EulerBernoulli beam theory ifinally used tointerpret the measured dataisingthe elastic moduli
estimatedfrom the noise array measurement

Keywords:Bohemian Paradise, rock tower, seismic ambient noise, seismic surface waves
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1 Introduction

Sandstone landscapes belong to popular tourist destinations all around the world (Hartel et al., 2007).

These areas offer spectacular views on natural features carved by wind, rain and other erosional

factors. Such structures include steep cliffs, deep and narrow gorges, or characteristic rock arches and
rock towers. Concentrated occurrence of the enumeraséictures is usually referred to as a rock

city, ruiniform relief, or castellated rocks (Hartel et al., 2007). Several of such rock cities are present

also in the Bohemian Cretaceous Basin, which spreads mainly in the northern part of the Czech
RepublicHere, prominent rock cities are located within landscapes of SBabemian Switzerland

or Bohemian Paradise (Hartel et al., 200¥hile the rock cities have been formed for millgofyears,

the erosion processes are still ongoing, and their landsaggnamically changing. This is manifested

68 ydz¥SNRdza NBO| FrLffa | yR &Horaugiunderstantinphfiese 6 S o3 @

processes involves the knowledge of fundamental matenal mechanical parametexd the rock
structures, whth is not easy to assess, especially in the protected areas.inMasive seismic
measurements applied in this thesis present a viable alternative for the geomechanical
characterisation of rock structures in the rock city, complementary to traditional rédbry
experiments. In particular, we investigated a rock tower named Kapelnik, by means of seismic ambient
vibrations. This tower is located in Bohemian Paradi8egoal was to estimate and interpret its
oscillation frequencies and corresponding oscillation directions. This information can be used to assess
structural health of this rock tower or even to learn more about its attachment to the bedrock (e.g.,
Moore & al., 2019). Results described in this work shall help to test the concept of seismic
characterisation of other rock towers in that area. That is, to examine the application and limitations
of the utilised methodology for purposes of future investigatiamsl eventual monitoring.

1.1 Previous Studies

Practical andeliabk estimate of elastic parameters of rock structuresais importantproblemin the

field of rock mechanicsAs mentioned by Moore et al. (2018), laboratory tests carried out on small
samplesthat are extracted from rock mass are often inaccurédey., the samples usually do not
represent fracture density of the source rocl§o, the authorsof that study proposed another
approach, whictbringsnon-invasive, issitu assessment of elastic pareters of free-standingrock
structures It involves: 1) Modal analysis of an ambient noise measuremihtseismometers placed

at the rock structure; 2)ield assessment including estimatkthe structure geometry (e.gusing
photogrammetry) and 3)Numerical modelling with initial model based on the field assessment, which
isthencalibrated until its response does not closely match the observed Battwing this approach,
az22NB SG Ffod onvnmyd SadAYl(dSR | 2 dyaddwholeYd Rdzf dzi
rock arches in Utah (USA) similar experiment was carried out by Geimer et al. (2028p applied
modal analysis to ambient noise datallected at 17 rock arches Utah Numerical models for each
arch were created and calibradevith respect to the observed results from the modal analy=isally,
NBLINSASY Gl (A GS estnuagdibOench ¥rehRelrrding ginfilatBtudies involving rock
towers, Moore et al. (20199ollectedambient noisedata from the top ofCastleton Tower in Utah,
which is aslender,120 mhigh sandstone structuref natural origin Subsequent processing utilised
the modal analysis and numerical modelling, similarly to the previously mentioned stundaeklition

it included aninterpretation of the tower eigenfrequenciessing the EuleBernoulli beam theory.
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1.2 Siteeffects

Site effectsoriginate asa response of shallovgubsurfacestructures(usually down to few hundred
meters) to incomingseismic wavesTwo prominentdriving factorsfor these effects arel1) High
velocity contrast ohdjacent stratge.g.,surface sediments and underlying bedrackveathered and
intact bedrocl; and2) Terrainand subsurfacgeometry, e.g., deep and narrow valleys or rock towers
and cliffs They can causboth high local amplification and increased duration of strong ground
motions, which may result in a significant loss of lives and properties. Therefore, site effect studies are
important topicespeciallyn seismidhazard andisk assessmeastNonetheless, théocalsite response
can be also utied for subsurface characterisati¢e.g., bedrock depth estimate) evenfor imaging

of subsurface structurednitially, the site effectswere naturally investigated using earthquake
recordings(e.g., Borcherdt, 1970 Field and Jacob, 199%However,with this approach, a reliable
assessmentequires data from multiple events, whiclusually takesa long time in most areas
especially imregions with a low seismic activity (e.the Bohemian Mass)f Another possibility is to
record andanalysethe ambient noise wavefiel@see below) This wavefields constantly present
which isthe mainadvantagewith respectto the first method. Therefore, m this work, we investigated
site effects withthe help of the ambient noise.

1.3 Ambientnoiseand its application for site effects assessment

Though it is not evident without instrumental observations, Earth surface is perpetually subjected to
omnipresentvibrations calledseismicmicrotremors, ambient vibrationsambient noiseor seismic
noise Such vibrationsepresentwavefield with mostly unknown exasburcelocation. Presence of

such signals in the uppermost crust is advantageous as they can beegdauitiout needngto wait

for a seismic event as massicakeismology, or having to use artificial sources, such as explosives or
vibroseis trucks, as it is routinely done in seismic reflection and refragxipariments Depending on
frequency of aml@nt vibrations, they can be divided into two groups. Vibrations with frequencies
lower than 1 Hz are mostly of natural origin, while those with frequencies above this threshold usually
tend to be manmade(BonnefoyClaudet et al., 2004. Natural sourcesra, for instancewind, Earth

and ocean tides or breaking waves, while anthropogenic sowegsuallyindustrial machinery or
traffic (BonnefoyClaudet et al., 200%).

Applicationof the ambient noise for site effects assessmeas been growing in paparity over the

last decadesPrior to the second half of the twentieth century, juslittle attention was paid tahe
ambient noise. Research in this field was limited by insufficient technologies and data processing
capabilitiesNevertheless, some assumptions about relations between monsoons or oceanic tides and
resulting microseisms were mad@onnefoyClaudet et al.,, 206§ Ly GKS wmMdppnQa
noticeable advances wer&chieved as better instruments became availaligeg, Aki, 1957. There

were performed first array measurements, from which dispersion curves were derived, which allowed
their inversion for velocity profiles of shear wav@ge e.g.,overview byBonnefoyClaudet et al.,
2006). Next decades, until presemtays, are marked by rapid developments in this research area.
One of the most popular topics asite response prediction (e.g., Del Gaudio et al., 2024)ibsurface
imagingwith the seismic noise interferometig.g.,Snieder and Wapenagd2010) In therecent years,
popular methods for these purposes drerizontalto-vertical component spectral ratio of one station
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(Nakamura, 1989)site-to-reference spectral ratio of two station®.§., Borcherdt, 1970 time-
frequency polarisation analysis (Burjaregkal., 2010and more.All the mentionedechniques were
used in this thesiandthey aredescribedater.



2 Ambient Noise Wavefield

This chapter aims to introduce the ambient noise wavefield in more dethd. wavefield is
predominantly composed obuperposed Love andayleighwaves, both being surface waves
(BonnefoyClaudet et al.2006a) sinceY2ad 2F GKS a2dz2NOSa FFNBE f20F0S
Although heir amplitudes attenuate quickly with increagidepth, they can bringsomeinformation

about structure andnechanicaparameters of the subsurfac&heproperties ofLove and Rayleigh

wavesare introduced briefly in thishapter. Particle motion of the Rayleigh wavesll be discussed

in more detail describingthe Rayleigh wave ellipticity. €hRayleigh waveellipticity can bring

additional information abouseismic velocitycontrass in the subsurface. Following definitions are

based on a more detailed paper published by Maranal. (2017).

Planarsurface and ¢hree-dimensional Cartesian coordinate system with tffeais pointing upward

is considered. The azimuth angleof the propagating waves is measured anticlockwise from the 1
axis. The vector efp stands for the displacement at the positien @ o o in time . In other
words,0 efD defines a timevariable particle displacement field:

O oD 0 e oMM e 8 P

Next, we anticipate that the waves are planar and that they pgape just along the free surface.
Thus, the direction of wave propagation can be defined as follows:

QOEN A Qe firh ]

where @& (i H Q& At stands for a unit vector lying in the horizontal plah@ and is pointing in
the direction of the wave propagation. Afi@is thus magnitude of this vector. The vector itself is
referred to as a wavenumbg:. It is evident that the is constant over time in this case, so the
direction and the'Qof individualwaves do not changéhis wavenumberQcan be relatedvith the
phase velocity at the frequencyQ

e G1Q
Q TS C®

Now, both Love and Rayleigh wavedlwe defined separately.

Particle motion of the Love wave is potad only in the horizontal plang-2, perpendicularly to the
direction of propagation. It is analogous to the SH component of tva\&, but still confined to the
free surface. It also means that  Ttsince there is no particle polastion along the veital 3¢ axis.
Thus, thed for Love wavess defined as follows:

6 el 1OEG e bo . c8
6 o JAT Onédo . ®
6 e T8 CH
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New parameterdereare the amplitude at surfaceand the phase .

Analogously to the Love wave, the Rayleigh wave can be thought of as a superposition of particle
movements of the Rvave and of the SV component of thev@ve. It means that the particle motion

is elliptical and polarised in the vertical plah& which is oriented in parallel with the direction of the
wave propagation. This motion is described with the followingf :

6 o JOEdIGOES MEbO . ¥
o e . )
6 e . 8 I

When comparing thevave parameter$or the Love and the Rayleigh wave, tierameter, is present
only with the Rayleigh waves. This parametefated to Rayleigh wave elliptiz, will be discussed
later in the following section.

As already mentioned, surface wavesphenomenacan be understood as a superposition (i.e
constructive interference) of body wavedowever, @rticular conditions have to be mdor such
constructive interference(see e.g., Novotny, 199fbr more detaily. The simplet medium for
propagation olLove wavsis an homogeneous, isotropic lay&ring on ehomogeneous, isotropicalf-
space.In addition,Love waves ar@aturally dispersive. It means thaheir propagation velocies
dependon frequency,thus the wavenumber magnitude Qis also frequencydependent i.e., Q
"Q"Q. In contrast to the Love waves homogeneougsotropic halfspace is sufficient for propagation
of Rayleigh wav&(Novotny, 1999, andthey are not dispersivén this simplestas. However, in case
of a layer on a halépace Rayleigh waves are dispersive as \weith the samepropertiesas described
for Lovewaves.

The dispersion behaviour of bolurfacewavetypescan bedescribed bytheir respectivedispersion
equation which relates the frequency and the phase velodityis relation is generally ndimearand
doesnot necessarilprovidea uniquewavevelocity for a certain frequendiNovotny, 1999 It means
that for a certain frequencythere are usually moresolutions of this dispersh equationwhich are
called surface wave modes (shortly modeB)oreover, here is an infinite number of solutisn
(modes)if the frequency limit goes to infinitfach solutiofiormsa continuous curve which begimat
certain frequency and goes to infiaifrequency Thesesolutions are calledispersion curves and are
distinguished by their respectivenode numbers Thedispersion curvehat begins at the lowest
frequency isusually referred as adgy Rl YSy Gt Y2RS>X gKSNBlIa GKS 203KS
higher mode. These mode numbes increment with increasing initial frequepof the dispersion
curves The dispersion curveor both Love and Rayleigh waveah beefficientlycalculated forone-
dimensionallayered modelsusing matrix methodsthough the problem is netinear and numerical
methods have to be adopted to solve the higider polynomial equations.



2.1 Rayleigh wave ellipticity

A

Theparameter, ¥ 0 “j ¢ ['j ¢Os called the ellipticity angle. It charactesighe sense of rotation as

well as the eccentricity of the particle motion of the Rayleigh wave. General representation of this
motion is shown irFigurela. The ellipse lies in the vertical plahe3, with the 3¢ axis pointing
vertically above the surface. The wave propagation directias parallel with the ¥ axis. Shape of

the ellipse is determined by its two seles ¢ { "Q&sandé $ M &, is from which the angle

, can be expressed as follows:

9 $i,t9§ D OBSt IS (I)C‘)(I)ES ¢ T
W $ wEis W

Hence, the ellipticity can be described with thdw ratio or with the ellipticity angle . If the, is
negative, the particle motion is referred to as retrograde (Begirelaand 1c-d). If it is positive, this
motion is said to be prograde (s€@urelf-g). However, there are some special cases. If ilse “j ¢
(i.e., wm,Jthen the motion is linear and horizontal. If theis zero, the motion is also linear but
oriented vertically to the surface.

1 (b) (©) (d)
£=0 =z

(a) (e) (H) (2

Figurel. Graphicalrepresentation of the elliptictal motion of the Rayleigh wave. The polarisational ell
oriented vertically in the plang-3. (&) shows a general view of the ellipde)-(g) depictsomeexamples of th
ellipse with different ellipticity angs,. Thevector & indicates the direction of wave propagation ¢
"Twoh & & [Qare the wave parameterdfom Marar et al. (2017).

Rayleigh waves that propagate im@amogeneous, isotropicalf-space show no dispersion behavipur
and the Raygigh wave ellipticity i®lsonot frequencydependent The resulting particle motion is
always retrogradeat the surface(e.g., Novotny, 1999 with the Ofwe ¢7o. However, for more
complicated mode (starting with a single layer on a halbace), the Rayleigh wave ellipticity
frequencydependent i.e., , , Q, and differs betweenthe modes. Figure 2 illustrates the
relationship between thg Fwratio and the, anglefor afundamental mode computed for model
that consists of a singlewyeron a halfspace(with high Swave velocity contrast between the two
medig). It shows syntheti¢ Fwratio on the left (Figure2a) and its corresponding ellipticity angleon

the right (Figure2b). Note that it is not possible to get the information about the sense of particle
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motion from the( Fwratio as this ellipticity is always calculated as an absolute v8lilk.it provides

an information about transitions of sense of motion of the ellipse between the prograde and the
retrograde ones. It is evident if we compare thigw ratio in Figure2a with the ellipticity angle in
Figure2b. The two sharp peaks of theFwratio correspond to thefrequenciesvhere thesign of the
ellipticity angle, is changingThechangeis also referred aa singularityin literature sincethe ( 7w

ratio is singular at these frequencid$e ellipticity in thisheoreticalexample shows clear results with
distinct ellipticity peaks/shifts. Hower, in field data, this is often not the case, and the interpretation
may become much more complicated (e.g., Konno and Ohmachi, 1468)over, theshape of the
ellipticity curves could be more complex for more complicated models, for example, thézasitigs

are not always present.

100 ¢ T 7 +3 T
10 | = . +% - -
~ F E 2 f\
2 . . {
[ - )
Z ; f:
2 . e e — [
2 E g
£ E 5
0.1 | 4 Bzl .
0.0L . 1 . 1 -z 1 1 L
0 5 10 15 0 5 10 15 <+
Frequency [Hz] Frequency [Hz]
(a) (b)

Figure2. A model example of the relationship between the H/V ellipticity on the left (a) and its corresy
ellipticity angle, on the right (b). The curves are synthetic, retrieved from a model consisting of a single
a haltspace. Plot (a) shows that it is not possible to find out the sense of motion of the Rayleigh wave po
ellipse from the H/V ratio as it idveays positive, from definition. In addition, on the right edge, there
examples of the Rayleigh wave polarisation ellipses. Note that their vertical positions correspondxeisho
(a) and (b). From Mararet al. (2017).

In this thesis, processy and interpretation of theambient noisearray measurement was in fact based
on the noise wavéield conceptintroduced in this chaptetHowever, hough the ambient noise can be
recorded virtually everywhere, it does not necessarily mean thas toncept based on the
assumptiorof the noise wavefield dominated Iplanarsurfacewaves, can be successfully applied in
everysituation.A good example agduchan exceptionis even therock towerstudied in this thesidis
responsds rather dominated by staridg wavesievelqingfrom the incoming waveat its resonant
frequencies and not by the surface waves.



3 Processing Methods

In this chapter, processing methods ambient vibrationsapplied in this thesiswill be briefly
presented.Twoprincipal tasksvere proposed for this study: Bmbient noisearray measuremenin
order to determine mechanicalproperties of sandstonesising both frequencyavenumberand
horizontalto-verticalspectral ratio method; and2) Seismicresponsdnvestigaton of a rock towetby
carrying outboth particle motion polarisation analysénd local amplificationestimation bysite-to-
referencespectral ratios

3.1 Frequencywavenumber array method

The fequencywavenumber array methodses multiple simultaneous recordings in order to estimate
phase velocities of the planar waves present in the noise wavefielgn ideal situationyelocity of

an isolated planar surface wave with known azimuth can llerdened quiet easily. In this case, even
two stations with known coordinates are enough (Wathelet, 2005). It is needed to estimate the
differential arrival time, consider the wave azimuth, the station positions, and we get the wave
velocity. But in factsuch situations do not occur in practice. Real ambient noise wavefield consists of
unknown number of superposed waves of different types. They mostly come from unknown directions
and with different frequency content. Therefore, we need an approach thaistdate at least some

of the incoming waves. One of such techniques is theadled frequencyvavenumber array method

(f-k method). As there are knowmumerous variantgsee e.g., Wathelet et al., 2018 and 2020), we
provide just a brief description of éhsimplest approach of Lacoss et al. (1969). The method is based
on conversion of array recordings into the frequeegvenumber domain. For example, the
wavenumber spectrumd EHQ for an array recording aj stations (single component, feimplicity)
would be

® Q0" QA ofOe e h oD

where_ is the wavenumber vectofQds frequencyp "Q is the Fourier spectrum of the recording of
j-th station, e is the position of-th station,i is the imaginary uit, Z denotes complex conjugate and

bracketsd Qdenote averagingAfter that, a local maximum in the wavenumber spectrii
is picked, which corresponds to a wave with the specific azimuth and phase velocity de
The estimate of apparent phase velocities and wave propagation azimuths is done only for an
adequate frequency range. This range is controlled by the array geometry (Wathelet, 2008). The
minimum resolvable wavenumber is related to the largest interstatisstance, while the maximum
wavenumber is related to the minimum interstation distance. In short, the larger and denser is the
array, the better is the resolution, i.e., the broader is the adequate frequency range. The procedure is
repeated for many timevindows and a number of frequency bands, so that frequetheyendent
histograms of the apparent phase velocities are obtained. Assuming that the noise wave field consists
mainly of surface waves, phase velocities of Rayleigh waves can be estimated flovetical and

radial components, while the phase velocity of Love waves can be estimated from the transversal
component of the ground motion (these components are defined with respect to assumed wave

9



propagation direction). In this work, thekfmethod vas carried out in Geopsy using higgsolution

three component4k variant (Wathelet et al., 2020keopsy is an opesource software suite, offering

a broad spectrum of possibilities for processing and visualisation of ambient noise recordings
(Wathelet,2005 Wathelet et al., 2008 & 2020).

3.2 Inversion

With the k method, frequencydependent dispersion curves for both Love and Rayleigh waves can
be retrieved. These can be used in the inverse problem of the elastic parameters estimation assuming
1-D layeed model (shortly inversion). For purposes of this study, we used Dinver module from the
Geopsy package (see e.g., Wathelet et al., 2020). As an input for this program, observed dispersion
curves (Love and Rayleigh) and Rayleigh wave ellipticity can 8eMseeover, a parametrisation of

the inverted model is always required (i.e., number of inverted layers, parameter ranges). At the
beginning of the inversion, the program randomly generates large number of models for the given
parametrisation and both dgersion and ellipticity curves are calculated for each model (shortly
synthetics). This calculation is a forward problem, though highlylinear. The synthetic curves for

each model are compared with the input (observed) curves, i.e., their mutual nsisfétrieved.
Afterwards, only models with the lower misfits are considered for further processing (i.e., only the
GoSGUSNE Y2RStfa INB O2yaiARSNBRO® LG YSIHya GKIFG
that selected models and on their neighlobood. This further optinsation of the searched models

is done using the neighbourhood algorithm developed by Sambridge (1999). With this algorithm, the
parameter space is split into individual cells. During the process, the cells are further systiynatica
split and refined in order to find regions of the parameter space (i.e., models) with the lowest misfits.
The evaluated misfits again come as results of comparison between the input and the synthetic curves.
This search usually ends after generatingnsany models as it was set up prior to the inversion
process. See Wathelet (2005) for detailed description of the inversion algorithm and its
implementation.
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3.3 Horizontaito-verticalspectral ratio

Horizontalto-vertical spectral ratio(HVSR)vasfirst mentioned in the paper oNogoshiand lgarashi

in 1971 (in Japanese). But wide recognition of this approach came only after it was published by
Nakamurg1989), since the application is very simpRecordings of a singjéhree-component station
are transfamed into the frequency domaiand spectral ratios for both combinations of horizontal
to-vertical components are calculatetespectively HVSRnethod is usuallyutilised to estimate a
fundamental resonance frequenaf a site since the frequency of thieundamental HVSR peak (if
present) correlates with the resonant frequency eiv8ves(Konno and @machi, 1998 Bonnefoy
Claudet 20®b). Theinterpretation of theHVSR curviself is not so straightforward, as number of
interpretations existForexample, he result can be interpreted as a relative amplification of the
horizontal components to the vertical orfslakamura, 1989)f the spectralratios are close to one, it
means that thespectra ofincoming signare similar for all station compones. This usually happens
at rigid bedrock where the recorded signal is not subjectedrdtative, direction-dependent
amplification Nevertheless, numerous studies showed thize shape of theHVSReurveis close to
the Rayleigh wave ellipticiffkonno andohmachi, 1998 BonnefoyClaudet 2006b). In generalthe
HVSReurve isinfluenced by therelative contribution of bothbody and surface wavdRayleigh and
Love wavep In case we want to obtaibetter estimate of theRayleigh wave ellipticitywe need to
isolate just the Rayleigh wave packet from the wavefieldudngthe contribution of the Love waves.
BonnefoyClaudet et al. (2008) shows that the Love waves influence the amplitude of ecHWe,
but they do na influence positions of the peaks on the frequency axigieneralthe contribution of
Love waves depends also oonsideredrequency on the localgeolog of the investigated sitand
noise source characteristic is important to note that there i:i0 general agreement about how
much the Love waves contribute to the resultibrtySRas different authors anticipate different
contribution. For instance, in the work of Scherbaum et al. (2003), both types of waves are considered
to contribute equallyHowever, despite all of thisvorking with the Rayleigh wave ellipticity obtained
with some uncertaintyis still an advantageousconstraint on the velocity profilée.g., Konno and
Ohmachi, 1998)Processing of HVSRthis thesisvas carried out using MTESTtode provided by
supervisor.This acronym stands fovMultiTaper spectral ESTIMaté# is written in FORTRAN and is
based on a library for multitaper spectral analysigbigto et al.(2009)
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3.4 Timefrequency polarisation analysis

Timefrequency padrisation analysi§TFPA)s used tocharacterisethe particle motion ata single
recording station. This motioniis general elliptical for a short time window and is describgdhree
parameters, which are strikg, dip 7 andellipticity /(Burjanek et al.2010). SeeFigure3 for graphical
depiction.The strikefs indicates azimuthal orientation of the semmiajor axis of the ellipse, whereas
the dip 7 indicates how much is this axis tilted downwards from the horizontal plane. Finally, the
ellipticity ris determined by ratio of the semminor axis to the seminajor axigthis ellipticity is not
related to the Rayleigh wave ellipticity)

Figure3. Graphical representation of a polarisation ellipse of a particle motion. Depicted parameters
ellipseare strike /5, dip 7 and ellipticityR From Burjanek et a{2012).

The polarisationanalysisfor this thesis was carried out using WAVEPOL (WAVElet POLarisation
analysis package) provided by supervisor and based on the wadridale (1986)In this program,
three-component seismogram is transformed into the tifiequency domain and thehree
polarisation parameters are calculated for each time step and frequefcgnsformation into the
time-frequency domain is carried obly applyinghe continuous wavelet transforpwith the Morlet
wavelet used as the mother wavelet. Therefore, frequenciesrafact characterised by the wavelet
scalewith a welldefined central frequencyThis method requires the ambient noise to be guasi
stationary during the measurement (tens of minutes to few hours), so that the estimated ellipse
parameters have meaningfstatistical properties. The program offers a possibility to directly plot the
results as a strike vs. frequency, dip vs. ellipticity and ellipticity vs. frequency graph. The relative
frequency of occurrence of the output parametgf, 7, B) is representedby colour scale (see later
Figure24a-b).
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3.5 Siteto-reference spectral ratio

Siteto-reference spectral rati(SRSR$ useful for determining frequenayependent function of local
amplification at the investigated sif@ee e.g.Kleinbrod et al., 2019)Two simultaneously recording
stations are needed for this method. One of them is placed direttthe site of theinterest, while

the other one serves as a reference station and should be situated at nearby rigid bedrock. The
purpose of this setting is to obtain the function of relative local amplification by eliminating source
directivity and path effects by dividinthe spectrum of each component of the site station by the
corresponding spectrum of the reference station. An assumption must be made that the source and
path effects are the same for both stations. This criterion can be easily mautoially close staions,
located far away from the source of a distant earthquake, as suggested by Borgd85gt However,

when recording ambient noise, the natures, mechanisms, soutcelocations of the tremors are
most often inknown See Figure4 for schematical descriptionf SRSR with anthropogenioise
sources Neverthelessthis method can be successfully used also for noise measureraergmote

sites, where the close sourcase not expectede.g.,Burjneket al.,2012 Kleinbrod et al., 20191In
thiswork, processing of SRSR wdime withthe MTESTIM cod@MultiTaper spectral ESTIMate

site
station

reference
station

N \
v

Figure4. Principle of sit¢o-reference ambienhoise measurement. Left: sources of anthropogenic nois
industrial machinery, traffic etc. Right: site station is placed at the top of the tower, reference station on
at its foot. Incoming waves with various frequencies are recorded by thremefestation. In contrast, the tow
tends to pass and amplify those frequencies that are close to its eigenfrequencies.
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4 BeamTheory for Estimate of Rock Tower Egenfrequencies

A patrtial goal oftiisthesiswas to examinghe attachment to bedrock othe Kapelnik rok tower. If
the tower was firmlycoupled with the underlying rogkts dynamic responseetermined by orsite
measurementshould beike responseof a cantilever beamwhich can be calculated analytically. We
consdered two possiblenodels with a different level of complexifgr this task. First ia classical
EulerBernoulli beantheory, which considersnly bending deformation. Secondasnore complex
Timoshenko beartheory, whichconsiderdending as well ahearing deformatiorof the beam The
EulerBernoulli beamis in fact a special case of the Timoshenko beam (Michel et al., ZDA&).
principal differencen the deformation of thesdawo beamtypesis illustrated inFigure5.

Euler-Bernoulli beam

Timoshenko beam e® g ‘

" Sense of beam
at® . axis deflection
L

Figure5. Difference in deformation of EwBernoulli (red) and Timoshenko (blue) beam, demonstrated o
end of the beam. The free end of deflected EBRnoulli beam is always perpendicular to the beam axis (gr
which indicates pure bending. This orientation varies for the Timoshenko beam. Thus, if bending domil
free end orientation is close to that of the EdBarnoulli beam. In case of puskearing, the free end of t
deflected beam is always parallel to its undeformed state.

Toestimate whether thebeamundergoes primarily bending or shearing deformatiare follow the
approach oMichel et al.(2018), who introducedollowing® parameer:

Y 00

0 ——8 1€5)

o SO

Herg "Ois the height of the beanQisthe, 2 dzy 3 Qa ‘062 R8z A T2y R Y2 Y Sy
sectional areau stands forso-called shear stiffnessBecause of theectangularshape of the
horizontal crosssectionsof the rock towers, weisedthe secondmoment ofarea of rectangle

| g1

O h T8

©

C

where and 6 are horizontal dimensions of theBE QG y3f Sz GKF G Aa GKS
horizontal crosssection In particula, 6 isthe dimension of the side perpendicular to tassumed
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deformation.Note, that this'@an becalculated for both horizontal dimensions of theam(i.e., for
the both deformation directions)depending onwvhich horizontal dimension subed.Next, he shear
stiffnessv is a product of three paramete#lichel et al., 2018)

L 0008 ®

The"Ois the shear modulus) isthe crosssectional ared® & éin our caseandQ isthe so-called
shear adjustment factowhich depend on theexact geometry of the horizontal crossction
Following Michel et al. (2018), we s& uTg, asit is usual br solid crossections with rectangular
shape.

The 6 parameteris used to distinguish whether the tower deforms primarily by bendiog by
shearing.If & T, it is almostpurely bending deformationlt means that the bending paramet@&® "O
which controls the resistance to bendimgrelatively smallSo,the tower deforms only by bending
what is true for slender structuseIn contrast,if 8 © Hy, there isonlylittle resistance to shearingo
that predominantly theshearing deformations present which would be the case of laykke
structures.

4.1 EulerBernoullibeamformula for eigenfrequencies

The EulerBernoulli beam formulés validin caseof predominant bending deformation, i.gif 6< 1t It
isused todeterminebeamresonantfrequenciesQ of the first and higheoscillationmodes

8

New parameters here arbeam density’ and a mode coefficienf . The mode coefficients are
roots of the following non-linearequation(Michel et al.2018):

P WEN Q& s 8

This equation must be solved numericallor instance,ifst three positive roots, which standfor
fundamental andwo highermodes are as follows: e p& XIP e & wipnd/ e x& v.v

In our study, the 6 parameter was smalimentioned later), which indcated predominant bending
deformation It also means thathe Timoshenko beam formuléor the eigenfrequencigswhich
considers both bending and shearing deformatiwasnot needed And, therefore, it isnot presented
here. For thorough derivation of this and the other formulas mentioned in dhiapter, we refer to
the paper of Michel et a(2018).
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5 Geological Setting

Investigated sites and structures are in tARehemian Paradis@rotected Landscape Argahich is in
the Bohemian Cretaceous Basin, a partief platform cover othe Bohemian MassifThe massif was
consolidated during the Variscan orogenearlylate Paleozoic Erd&heBohemian Cretaceous Basin
spreads mostly in the northern part of the Czech Republitiastretched along the N\SE axigsee
Figure6). Spanning over an area of almost 15 00Ckiiis the largest of several intracontinental
sedimentary basins afie Bohemian MassiThischapteraims to givea brief overview of the evolution
and infillof the basinFinally, it is concluded witshortintroduction of the investigated sites

POLAND

FRG . CZECHREPUBLIC Yy

AUSTRIA T I 0 50 km g - 1. ‘V / SVK

®

Figure6. Location of the Bohemian Cretacedssin (grey) within the Czech Republic. Bohemian Para
YFN] SR 6AGK NBR OANDtS® a2RAFASR FTNBY Y200t 1 ¢

It is assumed that the basin was formed as a combination of two factors. First being a reactivation of

fault zones betweenhe major terranes of the Bohemian Massif, while the second was a global sea

level rise around that time, known as the Cenomanian transgressipri A 6 y & SRegaldibgd® >~ H 1 5
the tectonics, itis a transtensional (puipart) basin that was formed along tHeW-SE to NNWWSSE
orientedElbe Fault Zonerhezoneisin factcomposed of severaubordinate fault zonessuch as the

[ dzOA OS (Qdeelz.gi! f1A26yy$2008 for more detaif). Regarding the sedimentary infill,

maximum thickness of sediments ri@wadaysaround 1 000metresé 2 S O K k Sedimemtation

procesdook place during the Upper Cretaceous, from the Cenomanian up to the San(seekigure

7). It can ke divided into threesteps, which are referred to ahiisel-lllo 8 SS So3Idx ! f A6y e
Sedimentation of the basin began Phase | witthe Peruc Member ahe PerueKorycany Formation.

This member consists offreshwater sedimentssuch asonglomerates, sandstones athystones

Phasell was characterised by gradual transition from terrestrial to marine sedimentation after sea
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Lithostratigraphic units

by Cacheral (1980) Lithofadal development
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Figure 7. Stratigraphic scheme of the Bohemian Cretaceous Basircohglomerates; 2 sandstones wit
claystone intercalations; 3sandstones; 4 cyclic alternation of conglomerates, sandstones and claystor«
siltstones; 6- calcareous claystones with sandstone intercalations;calcareous claystones to biomict
limestones; 8 Rohatce Layers;-9narlstones; 10 bioclastic limestones; LIglauconitic horizons lying on hia
flre@SNE® ¢NFyatlriSR FTNRBY | SNBN] SO Fftd dSmpddpo ®

transgression began in the Upper Cenomaniarthis phase, the Peruc Member was succeebgd

the Korycagy Member which consist of shallow seadeposits often represented byglauconitic
sandstones.Then, n the Lower Turonianthe transgression carried on anfinally deluged all

elevations of the basifKachlik, 2003)Thiseventis recorded by layers ahe Bik Hora Formation

which is composed amarlstones calcareous claystoneand thick-bedded sandstonesThe latter
sedimentedin the areas of the most rapid subsidence of the basii 2 y 3 (i K S. Sjipérjaded S C I dzt
sandstoneand claystonebeds are members dhe Jizera Formation, with thicknes$ up to 400m.

Onset of the finaktep, Phasdll, is characterised bsignificant partial transgression that resulted in
depositionof calcareous claystongbut the sedimentation okandstones continueth the NW part
ofthebasin¢ KSasS fFr&@8SN&BR NP aaA3daySR (2 (GKS ¢SLX A0S C
contains higher proportion of immature material because of further subsidence of the ¢kesthlik,

2003) Sedimentatio in the Bohenan Cretaceous Basin was concluded with deposition of regressive
fine-grained beds, dominated by firgrained sandstones of the Merboltice Formatidie youngest

sediments are preserved only under younger Cenozoic sedimentdaanicof the Central Bohemian
Highlandswhich preserved them from erosidiachlik, 2003)
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The castellated rocks and rock towest the BohemianCretaceous Basiare located within the
formations of Bila Hora, Jizera and Teplice f A 6 y @nll theyarespend over various locations
of the northern part of the Czech Republitis thesisconcerns withseveralLower Coniacianock
formations ofthe Teplice Formation in Hruboskalsko (Bohemian Paradisealrock towersconsist
mostly of mediurmand coarsegrained quartzose sandstonés} t A6 y.éZ HAANMO
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6 Seismidnstruments

Seismic data used in this thesis were collected witBEe MKl seismometers (LennaEfectronic).

It is a threecomponent device, witlflat responseof 1 Hzto 100 Hz. For digitisation and recording of
the measurements, two models of A/D converters were used, both witlddgith of 31 bits per
sample. All but one were Gaia¥igec) with sampling frequency of 250 Hz and one Centaur
(Nanometrics) with sampling frequency set to 200 Hz. After measurements, its records were
resampled to 250 Hzp matchthe parameters of the Gaia®ositions of the sensors were measured
with an accurate Diffenstial GPSDGPS)eceiver which providesl cm precision Knowledge of
stationQ grecisecoordinates was especially crucial for processing of the array measureniéets.
seismometers were not placed on adjustakleewsdelivered by the manufacturer, but on tripods
designed and printed by the supervigéigure8). Used was polylaatiacid (PLA) filament which is one

of the basic materials for-B printing.The tripods allowed comfortable settingoth levelling and
orientation) of the seismometers on the rough surfa&eforeeach measurementhe sensors were
levelledinto horizontd plane and oriented to magnetic north. Whenever it was possible, the sensors
were emplaced into shallow pit§he pits were dugp get rid of the most unconsolidated soil layia
order to achieve a better coupling with the ground

Figure8. Seismometer L-BDlite MKkllIstanding ora customised tripodvhich is emplaced in a shallow pit
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7 Measurements andrResults

This chapter aims timtroduce investigated sites antbscribefield measurements antheir respective
results Two sites named Konice and Kapelnikere involved in this studyséeFigure9). Data from
two nearby boreholes were algaken into accoun{Figure9). Considering data from the geological
map, the boreholes and esite observations, we assumed th#ie local subsurface consists of
subhorizontalind moreor lesshomogeneoudayers whichcanbe well approximated by 1D layered
model. Therefore the depth profilesand physical parameter®uld be deducedfrom laterally distant
measurements/boreholes
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I

.. Konice
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loess, loess loam
sand, gravel

5600000
0000095

BN

L Neogene
1 gravel, sand, clay

Mesozoic +

L Cretaceous 2H'051b

5599000
0006655

[ 1 calc. claystone, maristone, calc. siltstone 4
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Figure9. Geological map of the researched area with relief. Red circles stand for investigated sites
crosses show positions of considered boreholes. The most important layers are the Cretaceous
sandstone and underlying calcareous claystone which occupy the largest area of the map.
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7.1 Konice

Site named Konice is a flat meadamcircled by a forest on uneven surface. This site was seléxted
estimate gismicwave velocity profileof underlyingquartzosesandstones of the Teplicéormation,

which forms theKapelnikock tower. In other words such an experimerdllows for indirect, irsitu
estimaton of averageelastic parameters of ikrock towerin the neighbourhood. Fromthe borehoks,

a sandstoneclaystone boundary was expected to be detected in deptlarotind 80 m to 100 m.
Though the underlying claystones also belong to the Teplice Formation, their age is already Upper
Turonian.

Two separatearray measurements were performed atetisite in November 2020Frst of them, a
small preliminaryexperiment with only 4 sensarsvas doneas a proof of concept anbelpedto
optimise thegeonetry of the second, maimrray. Itgave usan approximate idea abowthear wave
velocitiesand about resonance frequenf the layersat the site The latter configuration consisted
of thirteen sensors, grouped intmur concentric, mutually twisted triangles witlpproximate radii
rangingfrom 25 m to 140 m(seeFigurel0). One stationvas placed in their common cestrMore
than two hours of continuous records were obtained and consequently used for dispersioracgrve
Rayleigh wave Bpticity estimatiors.

510900 511000 511100 511200

5601400
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5601300
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o

510900 511000 511100 511200

FigurelO. Array configuration during the main ambient noise measureraesite Konice. Seismometer positi
are marked with red triangles.
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7.1.1 FRequencywavenumbemnalysisanddispersioncurve picking

The array measurements from the site Konice were processed fvlithrray method in software
GeopsyAlthough two array meagements were madén total, only processingf the second, main
one will be describetiere. The result from thd-k analysighat includeddirectly all three seismogram
components was chosen for further processismce theresulting histograms ofransverse and
vertical wave components seemed to lreasonably welldetermined (low scattering, meaningful
trends) From thetransversecomponent a Love wave dispersion cerfLove DC)vas pickedFigure
11left, solidcurve). And from theverticalcomponent a Rayleigh wave dispersion cufRayleigh DC)
was picked (Figure 11 right, solid curve). Dashed line showthe theoretical minimum resolable
wavenumberlimit of the recording array, which iselated to the largest interstatbn distance
(Wathelet et al., 2008 That is, graph area above the dashed line is beyond this koitever, it does
not necessarily mean that the results inghpper area of the plot cannot be meaningfuly interpreted,
especially in case of the highsolution fk method we useqWathelet et al., 2008)The maximum
wavenumber limit is not shown, as its position would be far away from the obtained resultsr.e., o
results did not cross this limit). Botlispersiorcurvesseemed to represent fundamental modehich
was later proofed during the inversiohe Rayleigh DC seemed to bulge at the frequency of around
2.5 Hz which mightsuggest close presence of thestihigher mode. Also, notthe presence ofa
possiblehigher mode in the upper right cornér the right histogram ifrigurell. This mode was not
considered further ag was difficult to address the order of such mode duetsssignificant isolation
from the fundamental mode.

Love Wave Dispersion Curve Rayleigh Wave Dispersion Curve

5000 5000

1000 1000+

Velocity (m/s)
Velocity (m/s)

500 500

Frequency (Hz) Frequency (Hz)

Figurell Resulting histograms of the&kfanalysis with picked fundamental mode dispersion curves (solid ¢
On the left,transverse part with picked Love wave dispersion curve. On the right, vertical part with
Rayleigh wave dispersion curve. The dddiree shows theoretical minimum resolvable wavenumber limit.
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7.1.2 Rayleiglwaveellipticity estimate

As a supplement to the dispersion curves, ellipticity of Rayleigh waves was estirRmgtly,HVSR

for each statiorwere calculated ithe softwareMTEST. Secondly, eepresentativeHVSRcurve was
chosen Andfinally,the arcugangentfunctionwas appliedn each frequency point of thHVSRurve

to get the ellipticity angleHowever, with thisapproach it isnot possibleto determine thepolarity of
the ellipticity, ie., the sense of rotation of thellipse of particle motion of th&®ayleigh wavewith
respect to the propagation directionTherefore, the ellipticity was calculated also with a more
advanced software, that considers the @ayras a whole and gives the information about the sense of
the ellipticity with respect to the wave propagatiomhiswas done withprogram namedVaveDec
(Marano et al., 2012 and 201 Results have shown that the ellipticity angldikely negative oveall
frequency rangelt means that the particle motion is always retrograd@isadditionalinformation
was used as a complement to thesolute values of thellipticity calculated with thédVSRnethod.

It allowedto better constrainthe inversionlater. Moreover, we made a comparison of the elliptycit
anglegetrieved byMTESTIMind WaveDecThe resultingwo curvesfit well (Figurel2), even though
the ellipticity angles were retrieved tonsiderabhdifferent ways

HVSR and WaveDec Ellipticities
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Figurel2. Comparison of ellipticitidsased orhorizontatto-vertical speatal ratios (black) and with WaveD
(blue). Note that the HVSR ellipticity was calculated in absolute values. The negative signs were jas
after considering th&aveDec analysis.
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7.1.3 Inversionfor seismic velocity profiles

The inversion to detenine the seismic velocities was done in Dinver module of Gedips§ows for

retrieval of 2D layered model parameters by fitting observed dispersion and Rayleigh wigtieisl

curves.As an inputwe usedthe pickeddispersion curvegboth Love and Rayleighhdthe Rayleigh
waveellipticity. A certainparametrisation of thenverted layered model h&to be presumed as well

For example, the number of layessdthe velocity/density rangebave to be specifiedlwo kinds of
parametristionswere testedin this study(Tablel and Table2). First of them was a singpmodel of

a single layer on a haspace(SL model)Parameters of this model, such as thickness of the surface
freSNE t2Aaaz2yQa NIGAZ2 2 Nlide@rdgéof gosiblgvaldgSablglst 2 OA (1 A S

1 1000 50 3500 0.0 0.49 2000
inf inf 50 3500 0.2 0.49 2000

Tablel. Parameters of thainglelayeredinput model used in the inversion.
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The second model of the subsurface was diffefeetauset consisted oimultiple layers withfixed
thicknesseg¢ML model) The thicknesses were increasing from 5 m at the surface up to 20 m in depth
below the assumed sandstonelaystone boundaryVelocities were allowed only to increase with
depth (seeTable2 for details).

5 5 150 500 0.0 0.45 2000

5 10 200 500 0.0 0.45 2000

5 15 250 600 0.0 0.45 2000
10 25 300 900 0.0 0.45 2000
10 35 300 1100 0.0 0.45 2000
10 45 300 1200 0.0 0.45 2000
10 55 300 1200 0.0 0.45 2000
10 65 320 1300 0.0 0.45 2000
10 75 400 1350 0.0 0.45 2000
20 95 430 5000 0.2 0.45 2000
20 115 520 5000 0.2 0.45 2000
20 135 650 5000 0.2 0.45 2000
20 155 750 5000 0.2 0.45 2000
20 175 850 5000 0.2 0.45 2000
20 195 1050 5000 0.2 0.45 2000
20 215 1100 5000 0.2 0.45 2000
20 235 1150 5000 0.2 0.45 2000
20 255 1150 5000 0.2 0.45 2000
20 275 1200 5000 0.2 0.45 2000
20 295 1200 5000 0.2 0.45 2000
20 315 1300 5000 0.2 0.45 2000
20 335 1400 5000 0.2 0.45 2000
20 355 1600 5000 0.2 0.45 2000
inf inf 1900 5000 0.2 0.45 2000

Table2. Parameters of the multilayedinput model used in the inversion.

According toHauser et al. (1965Yyepresentative density of sandstones in the surrounding dsea
around 2000 kg m®. More precise estimate is not needed in this casiace thedensity variations
from 1000 kg m3 to 3 000kg m™ contribute justinsignificantlyto the result (Wathelet, 2005)
Therefore fixed density of 2 000 kg wasassumed for both parametrisationsh@range of possible

t 2 A 442 ynasispenified ds aeiNamely oifi@  &in the SL modelral onfié  @in the ML model
for the sandstones ang@ M@ &¥n the SL model an@h@ @ @in the ML modefor the underlying
claystones. The lower bound the upper layerswas set to zero, as unsaturated sandstones at
atmospheric pressure can have theicats low as 0.05 (Ji et al., 2018)e assumption that the
sandstones are unsaturated, or just very little, vil@eausethe groundwaterlevel, determined from
the boreholes HV1 and2H051b wasestimatedto be in depth ofat least 70m at the Konice site
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For both models, multiple runsith different values othed 2 O lellipficB/ Rnisfit weighé (EMW)
were executedIn short, the EMWeortrols the relative weightof the input Rayleighwave ellipticity
curvein the total misfit(relative weight with respect to dispersion curvesp give an example, let us
consider an inversion with two inpaturves- a dispersion andn ellipticity curve.The goal is to find
an output model of the subsurface, for whiith synthetic (backcalculatel) dispersion and elliptity
curveswould match the correspondingwo input curves as much as possidiowever, this is not a
trivial task in practiceThe sensitiities ofthe dispersion and ellipticity curves to model parameters
are generally differentThe input curvesfor examplecan be determined with different accuradwy.
order to understand these issgeit is useful totest different relative weights. For instancef the
inversion was carried out with the EMW much higher thandhR A & LIS N& A 2 Y DMW®),&h€ A {
resulting models woulgrobablyfit well the input ellipticity, but not necessarily the input dispersion
curve.Thesame appliesice versdor the ase with the DMW higher than the EMW

In our inversions, the EMWas changingin order to understand its influence on results. Based on
processingwe assumedthat the dispersion curve is determined bettéran the ellipticity The
Rayleighwave ellipticity was calculated usingrimarily the HVSRmethod. And asit was already
mentioned,the ellipticity estimate might be still affected by Love and body waWsswill present
three runs with the SL model, and onith the ML model
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7.1.4 Inversion resultfor shglelayered parametrisation

In this section, inversion resulter the SLparametrisationare presented It meansthree inversion
runsin total, with EMW set to 0.01, 0.50 and 1.0Note that colour scalédarsrepresenting relative
misfitsareonly relative, that is, a single colw does not represent the same misfit level in two different
runs. In other words, the colour scakervesonly for thefiguresof the same inversionun. Greyish
lines represent output models witlower relative misfits, whle the reddish lines show models with
higherrelative misfits.

SL model consisbf a single layer on a hadpace with considerably broad range of possibigaSe
velocities and thickness of the surface layer (§ablel). In each of the following figures, ompart of
inversionresultswill be presented, side by side for all thrieeersionruns. This approach was chosen

to better see the effects athe increasing EMW0.01, 0.50, 1.00yom (a) to (c), i.efrom left to right

In each figure, the input parameter is marked with black line with dots. And the output parameter,
calculated for several befitting inverted modelsjs marked with the colougd lines.

Figurel3displays results fothe LoveDC There is a clear trend that with increasing EMW, fihef
input/output LoveDCdleteriorates, and the syntheticurvestend to shiftto higher velocities.

a) Fundamental Mode b) Fundamental Mode C) Fundamental Mode
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Figurel3. Results of the single layer modwlérsion Love wave dispersion curves are depicted. Input dispr
curve is marked with black, dottedirve. Synthetic curves from inverted models are drawn with colour sca
a0FLfS Aa o02dzyR G2 y2NXNIfAASR YA&AFAG 2F (GKS Ay
models and vice versa. Subfigures differ with the Rayleigh waptcély misfit weight in the inversion: 0.01
(a); 0.5 for (b); 1.0 for (c).
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Figurel4 depicts the RayleigBC It seems that there is no clear trend of pushing the synthetic curves
into different velocitieswith the increasing EMWBLUL it is evident thathey are more scattered
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Figure 14. Results of the single layer model inversiBayleighwave dispersion curves are depicted. h
dispersion curve is marked with black, dottedve Synthetic curves from inverted models are drawn with ¢
scale. The scale is boundrtormalised misfit of the inverted models. The lowest normalised stisfitls for th
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0.01 for (a); 0.5 for (b); 1.0 for (c).
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Figure15 shows theRayleighwave ellipticity curves. It is obviousthat the EMW has a significant
influenceon synthetic ellipticy curvesof the output models. First of all, compaf&gurel5a-b, for
which the EMW was 0.01 and 0.5%tistly, n Figurel5-a, therewas just a minimum demand to fit the
input ellipticity, and the resulteally does not follow the input ellipticityThe vast majority of the
resulting models, including those with minimum misfifgrey) shows distinct singularity that is
transition fram prograde to retrogade particle motiotowever, no singularity was anticipated from
the input ellipticity curveand the particle motion was thought to be always retrogra8econdly, in
Figurel5h, the EMW was 0.5@8hus much higher than in the first cask.shows thatit is still possible
to find models thaffit the input ellipticity, but at the expense ofvorsenedfit of the dipersion curves
as shown irFigurel3 andFigurel4. Increasing theeMW from 0.50 to 1.00 hadsserimpact on the
final outcome than the increase from 0.01 to 00mpareFigurel5b with 15c andFigurel5a with

15h).
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Figure 15. Results of the single layer model inversiBayleighwave ellipticity curves are depicted. Ing
ellipticity curve is marked with black, dottedirve Synthetic curves from inverted models are drawn with ¢
scale. The scale is boundormalised nsfit of the inverted models. The lowest normalised misfit stands fi
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Inverted S and P-wavevelocity profilesfrom the inversion with SL parametrisation goeesented in
Figurel6 and Figurel7. Note, that the velocity »axis of the profiles is logarithmi@hough itmay
seem excessivaght now, range of the yaxes wasetto reach depth of 40@n. It was done tdater
match the depth needed for the ML model. dther words, to keep thdigures of theSL and ML
profiles consistent and e&s to compare.

Figurel6 shows Swvave velocity profilesA significant velocity increase is consistently present for all
EMWs (depth of 75 m to 80 m). These depths are solely the result of the inversion. As in the
parametrisation, the interface was set up to be somewhdretweenthe depthsof 1 m and1000 m
(Tablel). The interfacan depth of around 80 m was found also with the Mbdwal parametrisation

later and is in agreement with borehole log as wellherwise, the profiles look quite similar. The S
wave velociiesseem to be well and consistently constrairiadboth the surfacelayerandin the half

space.
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Figurel6. Results of the single layer model inversi®mave velocity profilesare depicted Inverted velocity
profilesare drawn with colour scale. The scale is bounddionalised misfit of the inverted models. Towes
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misfit weight in the inversion: 0.01 for (a); 0.5 for (b); 1.0 for (c).
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Figurel7 depicts Pwave velocity profilesThe anticipated interface is again somewhere in depth of
75 m to 80 mThe Pwavevelocityvalues in the surface layare significantly scatteredor low EMW
(Figurel7a), while they seento bebetter constrained for higher EMWEBigurel7b-c). Theincreased
EMW (higher weight onthe ellipticity) constrained the Rvave velocitiesn the surface layerin
contrast, high scatter of estimated-Wave velocities in the halpace is observed for all EMWs.
Neverthelessthe wellconstrained Rvave velocits in the upper layer were not expectesincethe
ambient noise wavefieldonsiss predominantly of surface waveand their velocities depend mostly
on Swave velocitiesTherefore, theestimationof Pwave velocities usually ends wmly with high
uncetainty. However it is not the casehere. Firstly,as described abovéhe impact of the Rayleigh
wave ellipticityon the inversion results evident. Secondlyhe low velocity scatter ialsocausedby

the fact that the sandstones above the interfaces anostly unsaturatedHence the R to Swave
velocity ratio is low, whichmeanst 2 6 t 2 A &,Za8dyfdkdivelyNlimiiled gange for the-Wwave
velocity. In contrast, wheni KS t 2A3a2yQa NI GA2 | LIWINRIF OKéa nopz
linear,andthe velocity ratio goes to infinitylhisis the case for the underlying claystones below the
interface.
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Figurel7. Results of the single layer model inversigmave velocity profilesare depicted Inverted velocity
profilesare drawn with colour scale. The scale is boundaionalised misfit of the inverted models. The lo
Y2NXI t AaSR YA aT Anodesiandyiteadersh. Shbfigir&s$iffen its tadiRayleigh wave ell
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7.1.5 Inversion esults for multilayerd parametrisation

For sake of clarity, only one inversion runwé presentedor the ML parametrisation, with EMW set
to 0.01. The resultare shownin Figure1l8 and Figure19. Figure18 shows bothLove and Rayleigh
wavedispersion curvef a) and b)as well as the ellipticitin ¢).The fitbetweenthe observedata
and syntheticss considerably good, simultaneousty both dispersion curveandthe Rayleigh wave
ellipticity (i.e., the fit is good across allbfiguresl8a-b-c). It isa significanimprovementwith respect
to the inversions with theSL modk Asfor the SL modela good fitof the dispersion curvegesulted
in a badfit of the ellipticity curve, ad vice versaRegardindhe ellipticity inFigurel8c, note, thatthe
synthetic ellipticitesfor prevalent number of the beditting modelsfollow the input ellipticityeven
with such a low EMWT he singularityi.e., the retrograde/progradé&ansition) around.5 Hz irFigure
18c was not observed for models with the lowesterall misfit. This observation is in contrast with
the SL modeinversion if the EMW was also 0.01. In that casegst of the generatedSLmodels
showed distinct singularity Position of the singularity on the frequency axis is the same for ith
and MLparametrisation.The ellipticity fitfor the ML model Figurel8c) betweenfrequenciesof 4 Hz
and10 Hz is considerably better than it was for all thBieinversion&eeFigurel5for comparisoi.
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Figurel8. Results of thenultilayered model inversionLovewavedispersion curve (a); Rayleigh wave dispe
curve (b); Rayleigh wawdlipticity (c) In each subplot, thenput curveis marked with black, dottedurve
Synthetic curves from inverted models are drawn with colour s€hke scale is bound to normalised misf
the inverted models. The lowest normalised misfit standstfers 6 S&dG¢ Y2RSf a | yR
wave ellipticity misfit weight in the inversion was 0.01.
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Figurel9depicts velocity profilemverted with theML parametrisation(P-waves on the left, 8/aves
on the right) At the depth ofalmost80 m, there is an abrupt and significant increaséath R and
Swave velocities that can be attributed to the sandstonkystone interfaceinferred from the
borehole log So, thisresult is very similar to that of the much simpler SL m¢HBigurel6 andFigure
17). Thereisalsoaconsiderabledecrease in resolution ofBnd Swave velocities belowhis interface
Thus it is no more possible to make serious deductions altbatvelocitiesbellow this interface
Moreover, the velocit estimatesare alsoscattered in the uppermost layesince thenput Love and
Rayleiglwavedispersion curveare band limited. That is, thayere not retrieved for frequencies high
enough tosufficientlyimage troseshallowest few meters.
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Figurel9. Results of thenultilayered model inversionP-wave (a) and Svave ) velocity profilesare depictec
Invertedvelocity profilesare drawn with colour scale. The scale is boundawwnalised misfit of the invertt
Y2RSfad ¢KS t26Sad y2NNIfA&ASR YA&AFAG &dlyRa ¥
misfit weight in the inversion was 0.01. Additionally, details of the upper 60 m are appended, foriatie:
(c) as well as-waves (d).

The Pwave velocities for models with the lowest relative misfits (yrég not even exceed @00

m stin the uppermost60 m (seeFigurel9c for closer view)whichstrongly support®ur assumption
that the sandstones are mostly unsaturated at this depth range. Note that-tkave velocity in fresh
water at atmospheric pressurs higher than #50 m s. So thatthe presence of groundwater in the
porous sandstones would cause thevBves to travel at least at that speed. It is also interesting to
compare the Svave velocities below the sandstowtaystone interface with the resufrom the SL
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model inversion. Here, iRigurel9b ard 19d, the Swave velocities increase gradually with depth,
while the resolution decreses. This velocity trend is in general agreement with the idealid@darth

model, although the velocity scatter is significant. In contrast, when looking at the inverted SL model
velocity profiles under the interface, there is only the kegdfice with miform speed. This result from

the SL model inversion may seem to be less scattered and more reliable than the result acquired with
the ML parametrisation. But below the Konice site, there is no such a thick layer with constant velocity.
Therefore, the edated halfspace velocity for the SL modeliielyan artefact of the oversimplified
parametrisation.

From the inversion result with the ML input model, a representative selection of 41 output models
was made (RS models). The selected models are mptlose with the lowest overall misfibut the
models with higher misfits are preseat wel] in orderto take into account the uncertaintylhe
results with the lowest overall misfits do not give a good estimate of uncertainty using the
neighbourhood &gorithm, since tlis algorithm generates a lot of models very cldeghe best one
Hence, this selection was done get cleareridea of the result robustness, especially with respect to
the depth resolutionP- and Swave velocity profiles of the RS models are plotteBigure20. Profile

with the lowest misfit is drawn withred. From depth of around20 m down below, theresults for

both P and Swaves diverge gradually, which suggestsy limitedresolutionc the results cannot be
meaningfully interpeted below these depths

Velocity Profile (41 Selected Models) Velocity Profile (41 Selected Models)
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Figure20. Resulting velocity profiles of inversion with the mayered model. Representative selection ¢
models is shown. On the left is thevBve velocity profile, and on the right is thev8ve velocity profile. R
OdzNIBS NBLINBaSyilia GKS t2¢Said NBfFGAGDS Y AuadrROIm(blak
dashed line), the resolution deteriorates rapidly. Blue dashed curve shesegeSelocity constraint of the ing
model (not shown for the-®aves as their velocity was in fact determined by theages).
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Resulting models of the ML modaelersionhelped usto answerntwo questions that raiseduring the
f-k analysis1) Possible convergence of the firsto modes at frequency of around 2.5 Hand 2) An
isolatedn™ modewas clearly present at frequencies fronHgto 10 Hzwith phasevelocitiesabove

1 000m s™. Figure21 providesanswerso both questions Left sulplot shows histogam, from which
the RayleigtDCwas picked(this curve pickings reminded in suplot on the right) But now, the
histogram is drawn together with synthetic Raylel@@sfor first eight modes, which are calculated
from the RS models. The first two modgst very close teach otherat the 2.5 Hzwhichis in
agreement with our hypothesidMoreover, the dispersion curve diie unidentified mode could be
addressed It is evdent from this left subplot ofFigure21that it correspondgo the 5" highermode.
Note, that the 3 and 4" highermode almost overlamith each other
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Figure2l. Left: synthetic Rayleigh wave dispersion curves for first eight modes, plotted over histogram

from measured data. The mode curves are calculated from representative selection of 41 models, wi
inverted fom data acquired at the Konice site. Note the convergence of the fundamental and first highe
at around 2.5 Hz and the presence of the fifth higher mode in the histogram. Right: The same histogr
the left but only with the picked Rayleigh walispersion curve. This curve was used as an input parame

the inversion.
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7.1.6 Elastic moduli estimate

To utilise the inversion results for purposes of the rock tower studies, determination of elastic moduli
was neededFirstlyt 2 A & & 2 § Wére dstérmirie@ fromthe inverted P-wave velocitieso andS

wave velocitieso:

. ® QW
Cw W

Secondly, 2 dzy 3 a Q a0aNuxedrinddaluOcould beestimated also using thelensity ” :

O , h X&

@
0 —— 28 X&

The moduliOand"Owere calculatedfor each of the six layers in depths from 15 m to 75 m, for each

of the 41 RS models. This depth interval was chosen because it seems that it clearly corresponds to

the competent sandstone, ahit is still above the anticipated sandsteaokaystone interface. In total,

H F Hnc @FftdzSa oSNB SaildAYIFIGSR FT2N 620K (GKS | 2dz
presented inFigure22.
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moduli "Oon the right. Geometric means were calculated for btithse values to get their singlaluec

representative estimated he estimates are presented in Table 1, together with their corresponding gec
standard deviations.
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As it would be impractal to operate withhundreds ohumbersfrom the histograms irFigure22, two
singlevaluedparameterswere usedlater for rock towerstudies Thetwo valuesare geometrianeans
of parameters fromthe two histograms inFigure22. Theyare presented inTable3, includingtheir
correspondinggeometricstandard deviations

Table3. Geometric means of the Young's and Shear moduli with their corresponding standard deviations.
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7.2 Kapelnikocktower

After obtaining the elastic parameters, we chose rock tower named Kapelnik to be analysed in more
detail. Kapelnikock toweris surrounded by hilly terrain and its base is indented in a steep slope (see
Figure23). Although the altitude of the tower is knowiit was difficult to accurately define the base
andthus theexact height of the towe(that isvibrating part of the towerhenceforth, for simplicity,
height of he tower). Figure23a shows an aerial image of the toweshile Figure23b depicts a
schematic view from the southast. In both pictures, the seismic stations are marked with white
triangles. The shapef Kapelniks roughlycuboidal Its longest axis is orientecevtically and is much
longer than the other twoQOrientations of these two axes are approximately in®W# and NAGE
directions Figure23a). Theirrespective lengths are around 8 m and 18 m.
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Figure23® o610 ! SNAIf @ASg 2F GKS YIFLISEtyN|{ NRO|l (3
reference stations, were placed below the tower, at the presubeellock; (b) Schematic view of Kapelnik 1
the southeast with a possible fracture in the bedrock (dashed line). Probable impact of this fracture is m«
later. Seismometer positions are marked with white triangles.
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Numerous pairs of simultaneous recordings at the top of the tower and at the presumed bedrock at

its foot were made. KAP0OO1 and KAPOO2 were placed on top of the tower. The otleestations
(KAROO1, KARO002) were placed under the most exposed part tifvilee at the presumed bedrock

at different altitudes. These four stations were simultaneously recording for 1 hour. The experiment
was performed at the end of September 2019. Stations KAR102 and KAROO3 were set up in March
2021 and were simultaneously recling for 4 hours. The locations of stations KAPOO10B2RBnd

KAROO1 were just roughly estimated from the aerial image, since the DGPS equipment was not
available for this experiment. These estimates are likely biased due to distortions of the aegal ima

by the complex topography. The locations of KAR102 and KAROO3 were measured with DGPS, and the
location of KAROO2 was exactly the same as of KAR102.

Thedata processingvas relativelystraightforward HVSR and TFPA were run for every single station,
whereas SRSR was carried out for each simultaneousositference recordingln this case, the
HVSR analysis did not bring valuable information and these results were omitted. The reason is that
the wavefield present in the tower is very complicated. ifgtance, the wavefield consists mostly of
tower oscillation frequencies and not of the Rayleigh waves, which are a proxy to the Rayleigh wave
ellipticity. Moreover, vertical amplification of the tower is also present (shown later), while HVSR
assumes stdb Z component.
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7.2.1 Resultsof polarisation analysis

Figure24 showspolar plotsfrom TFPA for the two stations placed atopkapelniK KAPOO1 ifrigure
24a, KAPO0O2 ifrigure24b). An aerial view of the towewith approximate oscillation directiorisin
Figure24c. In Figure24a-b, the polar plots shovazimutts and frequenés of tower oscillationsThe
azimuth is measured clockwise from norffine frequency increases with radial distance from centre
of the plot (labels with white backgroundTolour scale shows, how often an oscillation océarsa
particular azimuthfrequency pair, relatively to the othersThe warmer is thecolour, the more
frequent is thetower oscillationin that direction and on that frequencZomplementary plots of TFPA
results for these two stationare shown inAppendix Alt is evidentfrom Figure24a-b, that the tower
oscillates in two mutually perpendicular directionsseveralnarrow frequency bandsln particular,
the tower oscillates along axes3P1(° and 120-300° (more details shown belowm Figure25). These
directions are in agreement with orientations of the horizontal axes of the tower andatefurther
denoted as NESW and NWSE directioa In the NESW direction, wecould reliably estimate
frequencies baround0.8 Hzand4 Hz. In the NWBE direction, onlg singé oscillation frequencyvas
observedat frequency of around 2 Hz.
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Figure24. Polar plots in (a) and (b) show resultsiofe-frequency polarisation analysis for stations KAPOO?
KAPO0O02 (placed at the tower). Compare the plots with (c), which shows an aerial view of Kapelnik with
main oscillation directions (red cross). Note the match between (a) and (b) wiBe{sinometer positions ¢
marked with white triangles.
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Also note, that KAP002 Figure24b shows oscillation directions twisted c.°ldhticlockwise, when
compared with the KAPOO1 Figure24a. This was likely caused by difficulties to properly align the
sensor at the top of the towefn addition,Figure25 depicts frequencydependent mean strike angles

of the polarisation ellipseThusijt allows to accurately determine oscillation directions (azimu#ts)
the three picked frequenciesApart from the stationat the top of the tower the mean angle is also
plotted for the base station KAROO2For KAPOO1 and KARO002, the oscillation azimuths can be
estimated to 32-212° and 122<302°.Note, that this estimate is shgly deteriorated for KAR0O2.
Similarly, for KAP0O02, tluscillationaxes are 28200° and 110-290°. These accurateotationswill be
used laterduring the SRSR processing
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Figure25. Frequencylependent mean strikengles of the polarisation ellipse for selected stations. Four col
lines are plotted for easier determination of the mean angles of the tower oscillation frequencies at 0.8

and 4 Hz.
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7.2.2 Results ofsite-to-reference spectral ratio

Figure26 shows spectral ratios fdour site-to-reference station pair€ach subplot stands for spectral
ratios of a particularseisnogram component Based on the results from TFPA, the N and E
components were rotatedn accordance with the angles picked frdfigure25 to decouplethe
oscillationamore clearly Thus, the layout ddpectral ratioof individualcomponensin Figure26is as
follows: a)NESWcomponents b) NW-SEcomponents and ¢) Zomponents Spectral ratiosnarked
with the red and greercurvescome from station atthe top of the tower andat the bedrock.As
expected, they showhe highest spectral ratios, i.ehe highest amplificationAnd the blue and black
curves are spectral ratia¥f the stations placed beneath the towgeelegendin Figure26 for station
names) Throughoutall the ratios andcomponentsn Figure26, two spectral peakat 0.8 Hz and4 Hz

are most distinct on th&ESWazimuth componentindicating oscillations ithat direction. The0.8

Hz peakeveals relative amplification (spectral ratio) to &®und110 times on this frequencylso,
there is one mordlistinctpeakat frequency ofaround2 Hz that shows maximum amplificatidine.,
oscillation)on the NW-SEazimuth component. Note, that these assumptions are in accordance with
the observationsresulting from the TFPAMoreover, he SRSR data have albmught three
interesting questions:1) Although the three spectral peaks came as no surprise for the horizontal
componentdNESW NW-SHlirectiong, it is interesting that they are preseah the same frequencies
also on the verticapectralratios(Figure26c). That iswe haveinitially assumed that the towemwhich

is a high and slender structurescillates predominantly in the horizontal direct®mrhough this
vertical amplificationis lower thanthat in the horizontaldirections it still means that the tower
vibratesalso in vertical directionThis amplification imost visiblefor the frequenciesat 0.8 Hz an@

Hz 2) The peaks of th&AR102/KAR003 spectral ratio (blackve) are observedat slightly different
frequencieswhen compared witlthe other spectral ratiogred, green, and blue curved).possible
interpretation is that the data come from an additional measurement, which was carried out in
different season (early sprj) 2021 vsearly fall 2019)Moreover, thespectral peaks of this additional
measurement follow different trendst is well visibldrom the Zcomponentspectral ratiosn Figure
26¢, especiallyfor peaks at frequencies of 0.8 Hz and 2 M¢éhen compared with thethree
correspondingpeaksrom the earlier measurementhe peak at 0.8 Hg shifted tohigher frequentes
whereas the peak & Hz is shifted tdower frequendges. The different trendsof these shiftsare quite
anomalous, and we could not find satisfying explanation foragh&ervation and3) Ste-to-reference
spectral ratiosshouldapproach unity at frequenesin the lowfrequency limit as the corresponding
wavelengths are veryphg, when compared to thmterstation distanceHence, both stationshould
recordvery similamrmotionsat these very low frequencieandthe resulting spectral ratio should be
close to unityBut this is not the case irigure26a-b, i.e., on the horizontal componentand we did
not find aclearreasonfor this observationTo give a more obvious answertte questionsl), 2)and

3), we would need to carry out much deeper investigation, probabtglvingnumerical modelling.
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a) Site/Reference Spectral Ratios (NE-SW Azimuth)
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Figure26. Results obite-to-reference spectral ratio analysis of selected Kapelnik. @&actral ratios of fol
station pairs are presented for components with: (a3 azimuth; (b) NVBE azimuth; (c) Z orientati
(vertical).
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7.2.3 EulerBernoulli beam resulsnd comparison with then-siteresults

Prior to the analytical calculations, we had to determine whether the tower deforms primarily by
bending or by shearing, in order to choose between the EB&noulli or Timoshenko beam theory.
This waglecided bythe 6 parameter,which reachednaximum value of around 0if this caseThe
value varied as we examined different tower heights since the terrain geometry is comikebese.
However, thed stillindicatedpredominant bending deformatiamherefore the EulerBernoulli beam
theorywas usedOscillation frequenciesrere calculatedor severamodes for both directions of the
horizontaltower axesand for a broad range of possible tower heigi#fierwards, theeresults were
compared withthe resultsfrom on-site measurementgoscllation frequenciepicked from TFPA and
SRSRAs theon-site frequenciesare very similar, they will be presented as one resul K, 2 Hz, 4
Hz).It was possible toeliablyassign mode numbsto thesethree frequencies acquired from the en
site meaurements In Figure27, there is a omparison of the calculate(solid and dotted linesand
on-site data(constantdashdotted lines) The dtted envelopes stand for standard deviations of the
SadAYl G4§SR | 20dytHoSeskigevfraduatrtiedziraiplotted, whictould beclearlyassigned
to the onsite measurementsPossibletower heighs are on the xaxis since this parameter is
uncertain Moreover, tere isprobablyno sharp interface between the tower and the bedrock
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Figure27. Results from the Euk&ernoulli beam theory (model) and from the-gite data (observed). T
eigenfrequencies are shown for towescillations in the NSW direction for fundamentaloffand first highe
mode (i), and in the NASE direction for the fundamental mode).(Solid curves show the model data, w
their dotted envelopes represent geometric standard deviations oftleli A YI 6§ SR |, 2dzy 3 C
dashdotted lines show the observed data, processed with TFPA and SRSR. As results from the two
methods were almost the same, they are presented as joint values. The vertical black line emphasize:
the model and observed data for both oscillation directions of the fundamental nagge=€n and blue curve
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When considering the match between the -site measurements anthe analytical calculations,
following summary about the heighif Kapelnikcan bemade On one hand, &ight of the most
exposed part of the tower is 32 m. Ittlee vertical difference between the top of the tower and the
position of KAPOOKAP102(seeFigure23b to make a better picturk On the other handhe height
estimate fromil KS Y S & dzZNB R | néaiggnfteq@enciégFiBude? 7ygives a range fror@3

m to 45 m. This comes from tmeutualmatch of onsite and calculated dat@rigure27), with respect
G2 GKS 3AS2YSOUNARO aidl yRINR TR @dghtintongdsierdice tWeen tkeS
fundamental and first higher modae Figure27is probably caused by not perfectly rectangular shape
of the tower and by itsnhomogeneity.If considering only the fundamental eigenfrequencies, this
possible height range becomes much narrower.sTimatch of fundamental eigenfrequencies is
emphasized witlvertical black linén Figure27. They match at height of around &6to 37 m,which

is still more than the pparent height of the towerAlso note, that the tower does not stand on a
planar bedrock but on a steegnd exposectliff which is most probably vertically fractured With
fracture strikesn the NESW and NWSE directioni.e., in agreement with gener#éilend of fracture
orientationsin that region(see e.g., &kova et al., 2019Moreover, these directions agree withat

of the horizontal axesf KapelnikTherefore, the tower can continue below the surface and oscillate
along that predisposed fault plane®nesuchplanar, vertical fracture is probablgcated just at the

i 2 6 S NDéastefrefoaliakd isriented inthe NW-SE directionso parallel with ore of the tower

axes The fracture is visible from the surface but its direct impact on tower oscillations remains

unresolved. To make a better picture of this fracture, seedhehed line irFigure23b or refer to
photos inAppendix BTo sum it up, a possible interpretation is that the tower oscillates predominantly
in the exposegart. And down below its foot, the amplification diminishes gradually.
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8 Discussion

The mean 2 dzy 3 Q & Odegitirddedonicwvasl.53 GPgseeTable3), whichis in accordance

with the work of Geimer et al. (2020). The authors analysed 17, mostly Jurassic, sandstone arches in
Utah within-situ, non-invasive ambient vibration techniques andmerical modelling. They estimated

. 2dzy3Qa Y2RdzZ A 2F GKS I NOHoBever, there iddn gppaBentEifkkece n dy D
in the studied rock érmations While Geimer et al. (202Getrieved elastic parameters of free
standing rockarches(i.e., effectiveO of an arch) we did tis estimate for a layered rockn the
subsurfaceg(i.e., effectiveO of competent strata)ln general, laboratory sampldse., small volumg

show different physicgbroperties with respect to voluminous rookasseseg> (G KS | 2dzy3Qa Y2
of the laboratory samplés usuallyhigher for the same type of rogk.g., Moore et al., 20)9Possible

reason forthese variationsis anabsence ofparselarge-scalecracks whichmight bepresent inthe
rockmass but not necessarilyn alaboratorysample An ésence oftonfiningpressureand resulting

loss of coherencafter sample extraction can alsdfect the estimatesWe presume that the effective

‘Oof Kapelniks likelylower than the effectivéDat Konicesite, as Kapelnik is expostmweathering.
However we stillusedOdeterminedfrom the competent sandstonat Konicefor the calculation of
eigenfrequencies of th&apelnik rock toweiConsidering the mutual fit afn-site and model datéor
fundamental frequenciet Figure27, it is clear thatO estimated at Konice is similar to that thfe
Kapelniktower. As tis fit (emphasised by the vertical black lir@)ggests that the tower height is
between 35 m and 36 rfnote that the altitude of the base is not cleafheheight of the exposed

part of Kapelnik is around 32 m which is an obvious lower limit for the tower hétgis is an
approximate distance between the exposed foot and the, tegeFigure23b). Hencethe Omodulus

was also calculateihverselyfor tower height of 32 nusing Ecuation 4.4, for the both fundamental
eigenfrequencies determined by the @ite measurementsSuch reductiorof the heightestimate

results naturallyto a lower estimate ofO, which can be understood aslewest possibleO of our

model of the Kapelnik rock towen particular, he, 2 dzy 3 Q &for NeR)R dizB2Amwould be 1)'O

= 0.8 GPa for th@.8 HzZNESWoscillation frequencyand 2)O = 0.99 GPa for th&.0 HzZNW-SE
oscillation frequencyWhile the estimates 1) and 2) give an idea about the Ioliveit of O, the upper

limit of Oremains unresolved, as the base of Kapelnik iknotvn

46



9 Conclusion

Combination of orsite measurements with beam theory can bring valuable informagibout rock
towers behaviour. Weemonstrated it on the Kapelnik rock towevhere we analysed ossite seismic
data fromthe top of the tower and from its footThese data were processed wtthe particle motion
polarisation analysisand the siteto-reference spectral ratios The P and Swave velocities of
competent sandstoneat the site Konicavere successfullgstimaed in-situ from the ambient noise
array measuremenilhe estimate of Rvave velocities was possible as we used both Love and Rayleig
wavedispersion curves, supplemented by the Rayleigh wave elliptiigm the retrieved® and S
wave velocities, corresponding elasparameters werecalculatedand later utilised in the Euler
Bernoullibeam theory.At the end, we managed to estimatdirectionsand frequencies of tower
oscillationsfor first two modes. We can also conclude that the towdsforms predominantly by
bending and that its firmly bonded witlthe bedrock The latter was inferred from mutual agreement
of the measurement redts with the beam theorycalculations However, some conditions must be
metfor this approach. The tower must be describable by a comragalarshape, for which the beam
theory can be used. Also, at least some of the dimensions and elastic parameterbarkusiwn a
priori. In our case, the worst determined variable was probably the height, atiner is indented
into steep slope and its baseuldbe justassumedApart from that, aotherobservatiorthat remains
unexplained is the vertical amplificatiof the tower.Though we investigatednly onetower in that
areg this thesis can bring motivation for further researéhpossible topic includes monitoring of
seasonal variationsf (i 2 ¢ Sd$fd@seand related possible changes in the interrsatucture. This
might be evident also from measurements carried out at the foot of a tower a@sde#monstratect
Kapelnik.

47



10 Bibliography

Aki, K.,1957. Space and time spectra of stationary stochastic waves, with special reference to
microtremors. Bull. Earthg. Res. Inst. 35, 456.
BonnefoyClaudet, S., Kohler, A., Cornou, C., Wathelet, M., Barel.F2008. Effects of Love Waves
on MicrotremorH/V Ratio. Bull. Seism. Soc. Am. 98-288.
BonnefoyClaudet, S., Cotton, F., Bard;¥P.,2006a. The nature of noise wavefield and its applications
for site effects studies: A literature review. Earth - Rav. 79, 20227.
BonnefoyClaudet, S., Cornol(;., Bard, RY., Cotton, F., Moczo, P., Kristek, J., Fah2D06b. H/V
ratio: a tool for site effects evaluation. Results froAD Inoise simulations. Geophys. J. Int.
167, 827837.
Borcherdt, R. D.1970. Effects of local geology on ground motion near Brancisco Bay. Bull. Seism.
Soc. Am. 60, 281.
Burjanek, J., Moore, J. R., Molina, K. Y, Fah, D.2012. Instrumental evidence of normal mode rock
slope vibration. Geophys. J. Int. 188, &&D.
Burjanek, J., Gassne8tamm, G., Poggi, Wioore, J. R., Fah, D2010. Ambient vibration analysis of
an unstable mountain slope. Geophys. J. Int. 180;8R)
2ech, S.Palaeogeography and stratigraphy of the Bohemian Cretaceous Basin (Czech Republic)
Overview. 2011. Geol. vyzk. Mor. Slex(1)}.
Del Gaudio, V., Wasowski, J., Pierri, P., Moretti, A., Ferrini,2821. Multitemporal analysis of
ambient noise polarization to characterize site response in the town of Amatrice, shattered
by the 2016 central Italy earthquake. Geophys. J. Int, 238759.
Field, E. H., Jacob, K. H1995. A comparison and test of various sisponse estimation techniques,
including three that are not referenegite dependentBull. Seism. Soc. Am. 85, 11P43.
Geimer, P. R., Finnegan, R., Moore, J. 20. Sparse ambient resonance measurements reveal
dynamic properties of freestanding rock arches. Geophys. Res. Lett. 47.
Hauser, M.,2tyroky, V., Krutsky, N., Mackova, E., Bylova,mpc p ® { (i njSt S6® { dzNP OA
slévarenské pisky. GeoindustiiaNJ Kl @ a{ 2S8a® 352t d &f dzOo6+ = t N
Hartel, H., Cilek, V., Herben, T., Jackson, A., Williams2@7.Sandstone landscapefcademia,
Praha, ISBN 9780-200-1577-8.
I SNEN]Z CdI | SNNWhHHDT 1VAPRENP+I 258621 BR>g O8ara S a1 aiNE S
Ustav, PrahglSBN 867075309-9.
Ji, S., Li, L., Motra, H. B., Wuttke, F., Sun, S., Michibayashi, K., Salisbury,tMahk1,y ® t 2A aaz2y Qa
and auxetic properties of natural rocks. J. Geophys-&asEa. 123, 1161185.
Kachik, V.Hnno® DS2f23A01eée gdéegz22 gl SYN 2Sa1S NBLIzf A
gt 20A00GS NIRA2IF1GABYNK2 2RLI Rdz I @eK2nSt SK2
Kleinbrod, U., Burjanek, J., Fah, 2019. Ambient vibration classifiéah of unstable rock slopes: A
systematic approactEng. Geol. 249, 19817.
Konno, K., Ohmachi, T1998. Groundnotion characteristics estimated from spectral ratio between
horizontal and vertical components of microtrem@&ull. Seism. Soc. Am. 88, 2241.
Y2001 = adX +#2RNI Ol X wods Q0LD.LAtE Cretatedis naulilidl AhkKfdm a dX  a
nearshore/shallow water deposits of the Bohemian Cretaceous B&aedh Republic). Acta
Geol.Pol. 60, 417428.

48



KANJ 2 &t = LY . NHzZiKFIy&as Wor . Fft1X Chs {fFION|IZ aodX
J., Grundloch, J2019. Factors controlling evolution of karst conduits in sandy limestone and
calcaeous sandstone (Turnov area, Czech Republic). J. Hydrol. 574100&2

Lacoss, R. T., Kelly, E. J., Toks6z, M1869. Estimation of seismic noise structure using arrays.
Geophysics 34, 238.

Marano, S., Hobiger, M., Fah, 2017. Retrieval of Ray@gh wave ellipticity from ambient vibration
recordingsGeophys. J. Int. 209, 33562.

Marano, S., Reller, Ch., Loeliger,-M, Fah, D.2012. Seismic waves estimation and wavefield
decomposition: Application to ambient vibratiorGeophys. J. Inf.91, 175188.

Michel, C., Guéguen, P2018. Interpretation of the velocity measured in buildings by seismic
interferometry based on Timoshenko beam theory under weak and moderate motion. Soil
Dyn. Earthg. Eng., 1342,

Moore, J. R., Geimer, P. R., FinaegR., Michel, C2019.Dynamic analysis of a large freestanding
rock tower (Castleton Tower, Utah). Bull. Seism. Soc. Am. 10922835

Moore, J. R., Geimer, P. R., Finnegan, R., Thorne, M2@&8. Use of seismic resonance
measurements to determin¢he elastic modulus of freestanding rock masses. Rock Mech.
Rock Eng. 51, 393044,

Nakamura, Y.,1989. A method for dynamic characteristics estimation of subsurface using
microtremor on the ground surface. Quart. Rep. Rail. Tech. Res.-3@, 25

Nogoshi,M., Igarashi, T.1971. On the amplitude characteristics of microtremor (part 2). J. Seism.
Soc. Jap. 24, 240.

Novotny, 0.,1999. Seismic surface waves. Lecture notes for-geduate studies, UniWederalda
Bahia, Salvador, Bahia.

Prieto, G. A., P&er, R. L., Vernoill, F. L.2009. A Fortran 90 library for multitaper spectrum analysis.
Comp. Geosc. 35, 174710.

weot n Wodz { iSYamdaFlape fildres aroundNieddclOdastle DRAbSEINEKy,
Czech Bpublic. Acta Geodyn. Geotea. 4, 5165.

Sambridge, M.,1999. Geophysical inversion with a neighbourhood algoritimSearching a
parameter spaceGeophys. J. Int. 138, 4794.

Scherbaum, F., Hinzen,-&., Ohrnberger, M.2003.Determination of shallow shear wave velocity
profiles in the Cologne, Germany area using ambient vibrations. Geophys. J. Int. 2622597

Snieder, R., Wapenaar, K010. Imaging with ambient noise. Phys. Today4494

'f A6y és 503 [ 200aNJonfrals owdigstic 2Be§u@rica gedm@thies in a shatlavine,
transtensional basin: the Bohemian Cretaceous Basin, Czech Republic. Sedimentology 56,
10771114.

Ulitny, D., 2001. Depositional systems and sequence stratigraphy of cgmeseed deltasin a
shallowmarine, strikeslip setting: the Bohemian Cretaceous Basin, Czech Republic.
Sedimentology 48, 59628.

Vidale, J. E.1986. Complex polarization analysis of particle motion. Bull. Seism. Soc. Am. 76,
13931405.

Wathelet, M., Chatelain, .dL., Cornou, C., DGiulio, G., Guillier, B., Ohrnberger, M., Savvaidis,
2020. Geopsy: A usérendly opensource tool set for ambient vibration processing.
Seism.Res. Lett. 91, 187889.

49



Wathelet, M., Guillier, B., Roux, P., Cornou, C., Ohrnberger, B018. Rayleigh wave three
component beamforming: signed ellipticity assessment from nggolution frequency
wavenumber processing of ambient vibration arrays. Geophys. J. Int. 2152307

Wathelet, M., Jongmans, D., Ohrnberger, M., BonnefGlaudet, S 2008. Array performances for
ambient vibrations on a shallow structure and consequences oyiwgrsion. J. Seism. 12,
1-19.

Wathelet, M., 2005. Array recordings of ambient vibrations: surfagave inversion. Ph.D. thesis,
Univ. de Liége, Liége.

50



11 Appendces

Appendix A Complementaryresults forKAP001 and KAP0O02 staton
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Figure Al. Complementary plots for results of the particle motion polarisation analysis. Station KARR(®)
and station KAP0O2 in (J). Plots (a) and (c) show frequency vs. ellipticity of the polarisation ellipse. Pol
(b) and (d) show frequency vs. dip of the polarisation ellipse. Here, occurrence of zero dip (i.e., horizont
motion) would be plotted on a horizontal line crossing centre of the polar plot. Corresponding colou
express relative occurrence of the plotted parameter pairs during the measurement. The warmer is th
the higher is the relative occurrence.
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Appendix B NWSE striking fracture under the Kapelnik rock tower

Figure B1View of the Kapelnik rock tower from sogthst. The white arrow points on the fracture under
foot of KapelnikSeeFigure BZor closerview.
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Figure B2View of the Kapelnik rock tower frosoutheast. The white arrow points on the fracture under
foot of Kapelnik.
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