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Abstrakt 

 

± ǇǊłŎƛ ǎŜ ȊŀōȇǾłƳŜ ƴŜƛƴǾŀȊƛǾƴƝƳ ǎǘǳŘƛŜƳ ǎƪŀƭƴƝŎƘ ǎǘǊǳƪǘǳǊ ǇƻƳƻŎƝ ǎŜƛǎƳƛŎƪŞƘƻ ǑǳƳǳ ƴŀ ŘǾƻǳ 

ƭƻƪŀƭƛǘłŎƘ Ǿ 2ŜǎƪŞƳ ǊłƧƛ όőŜǎƪł ƪǌƝŘƻǾł ǇłƴŜǾύΦ tǊłŎŜ ǎƛ ǎǘŀƴƻǾǳƧŜ ŘǾŀ ŘƝƭőƝ ŎƝƭŜΥ мύ in-situ ƻŘƘŀŘ ƳƻŘǳƭǻ 

ǇǊǳȌƴƻǎǘƛ ƪƻƳǇŜǘŜƴǘƴƝŎƘΣ ƘƻǊƛȊƻƴǘłƭƴŠ ǳƭƻȌŜƴȇŎƘ ǇƝǎƪƻǾŎƻǾȇch vrstev. K ŘƻǎŀȌŜƴƝ ǘƻƘƻǘƻ ŎƝƭŜ 

ǾȅǳȌƝǾłƳŜ tzv. ŀǊǊŀȅƻǾŞƘƻ ƳŠǌŜƴƝ ǎŜƛǎƳƛŎƪŞƘƻ ǑǳƳǳΦ ½łȊƴŀƳy seismického neklidu jsou zpracovány 

ŦǊŜƪǾŜƴőƴŠ-ǾƭƴƻőƝǎƭƻǾƻǳ analýzou, ze ƪǘŜǊŞ Ƨǎƻǳ ȊƝǎƪłƴȅ ŦǊŜƪǾŜƴőƴŠ ȊłǾƛǎƭŞ ŘƛǎǇŜǊȊƴƝ ƪǌƛǾƪȅ [ƻǾŜƘƻ ŀ 

Rayleigho vln spolu s elipticitou Rayleigho vln. Tyto pozorování Ƨǎƻǳ ƛƴǾŜǊǘƻǾłƴŀ Ȋŀ ǵőŜƭŜƳ ȊƧƛǑǘŠƴƝ 

ǊȅŎƘƭƻǎǘƴƝŎƘ ǇǊƻŦƛƭǻ objemových seismických ǾƭƴΣ ȊŜ ƪǘŜǊȇŎƘ Ƨǎƻǳ Ǉŀƪ ƻŘƘŀŘƴǳǘȅ ¸ƻǳƴƎǻǾ ŀ ǎǘǌƛȌƴý 

modul ȊƳƝƴŠƴȇŎƘ ǇƝǎƪƻǾŎƻǾȇŎƘ ǾǊǎǘŜǾΦ нύ {ǘǳŘƛǳƳ ƭƻƪłƭƴƝ ƻŘŜȊǾȅ ǎƪŀƭƴƝ ǾŠȌŜ YŀǇŜƭƴƝƪ, v rámci které 

aƴŀƭȅȊǳƧŜƳŜ ƳŠǌŜƴƝ ǎŜƛǎƳƛŎƪŞƘƻ ǑǳƳǳ ƴŀ ǾǊŎƘolǳ ǘŞǘƻ ǾŠȌŜ ŀ ǳ ƧŜƧƝ ǇŀǘȅΦ { ǇƻƳƻŎƝ ǇƻƭŀǊƛȊŀőƴƝ ŀƴŀƭȇȊȅ 

ǇƻƘȅōǳ őłǎǘƛŎŜ ŀ ȊŜ ǎǇŜƪǘǊłƭƴƝŎƘ ǇƻƳŠǊǻ ȊłȊƴŀƳǻ stanic v ǊǻȊƴȇŎƘ ǾȇǑƪƻǾȇŎƘ úrovních získáme 

ƛƴŦƻǊƳŀŎŜ ƻ ŦǊŜƪǾŜƴŎƝŎƘ ŀ ǎƳŠǊŜŎƘ vlastních osciƭŀŎƝ ǾŠȌŜΣ ǎǇƻƭǳ ǎ relativním zesílením ǇƻƘȅōǻ Ǿǻőƛ 

ǎǘŀƴƛŎƛ ǳ Ǉŀǘȅ ǾŠȌŜ. K ǾȇǎƭŜŘƴŞ ƛƴǘŜǊǇǊŜǘŀŎƛ ƴŀƳŠǌŜƴȇŎƘ Řŀǘ ƧŜ ǾȅǳȌƛǘŀ 9ǳƭŜǊ-Bernoulliho teorie pro 

ƧŜŘƴƻǎǘǊŀƴƴŠ ǾŜǘƪƴǳǘȇ ƴƻǎƴƝƪ s ǾȅǳȌƛǘƝƳ ƳƻŘǳƭǻ ǇǊǳȌƴƻǎǘƛ ƻŘƘŀŘƴǳǘȇŎƘ Ȋ ŘǌƝǾŜ ȊƳƝƴŠƴŞƘƻ 

arrayového ƳŠǌŜƴƝ ǑǳƳǳΦ 

 

YƭƝőƻǾł ǎƭƻǾŀΥ 2Ŝǎƪȇ ǊłƧΣ ǎƪŀƭƴƝ ǾŠȌΣ ǎŜƛǎƳƛŎƪȇ ǑǳƳΣ ǎŜƛǎƳƛŎƪŞ ǇƻǾǊŎƘƻǾŞ Ǿƭƴȅ 
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Abstract 

 

We carry out non-invasive ambient noise investigation of rock structures in Bohemian Paradise 

(Bohemian Cretaceous Basin, Czech Republic). The study is focused on two key topics: 1) An in-situ 

elastic moduli estimate of competent, horizontally deposited sandstone layers. This is done by 

performing an ambient noise array measurement. The recording is processed with f-k array analysis, 

from which frequency-dependent Love and Rayleigh wave dispersion curves as well as the Rayleigh 

wave ellipticity are retrieved. The data are inverted for P- and S-wave velocity profiles, from which the 

¸ƻǳƴƎΩǎ ŀƴŘ ǎƘŜŀǊ ƳƻŘǳƭǳǎ are successfully estimated. 2) Study of local response of Kapelník rock 

tower. We analyse a dataset of ambient noise recordings from the top of the tower and from its foot. 

Information about tower oscillation frequencies and directions, together with amplification ratios, are 

retrieved from particle motion polarisation analysis and from site-to-reference spectral ratios. The 

Euler-Bernoulli beam theory is finally used to interpret the measured data using the elastic moduli 

estimated from the noise array measurement. 

 

Keywords: Bohemian Paradise, rock tower, seismic ambient noise, seismic surface waves 
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1 Introduction 
 

Sandstone landscapes belong to popular tourist destinations all around the world (Härtel et al., 2007). 

These areas offer spectacular views on natural features carved by wind, rain and other erosional 

factors. Such structures include steep cliffs, deep and narrow gorges, or characteristic rock arches and 

rock towers. Concentrated occurrence of the enumerated structures is usually referred to as a rock 

city, ruiniform relief, or castellated rocks (Härtel et al., 2007). Several of such rock cities are present 

also in the Bohemian Cretaceous Basin, which spreads mainly in the northern part of the Czech 

Republic. Here, prominent rock cities are located within landscapes of Saxon-Bohemian Switzerland 

or Bohemian Paradise (Härtel et al., 2007). While the rock cities have been formed for millions of years, 

the erosion processes are still ongoing, and their landscape is dynamically changing. This is manifested 

ōȅ ƴǳƳŜǊƻǳǎ ǊƻŎƪ Ŧŀƭƭǎ ŀƴŘ ǎƭƻǇŜ ŦŀƛƭǳǊŜǎ όŜΦƎΦΣ wȅōłǌ Ŝǘ ŀƭΦΣ нллсύΦ ¢horough understanding of these 

processes involves the knowledge of fundamental material and mechanical parameters of the rock 

structures, which is not easy to assess, especially in the protected areas. Non-invasive seismic 

measurements applied in this thesis present a viable alternative for the geomechanical 

characterisation of rock structures in the rock city, complementary to traditional laboratory 

experiments. In particular, we investigated a rock tower named Kapelník, by means of seismic ambient 

vibrations. This tower is located in Bohemian Paradise. A goal was to estimate and interpret its 

oscillation frequencies and corresponding oscillation directions. This information can be used to assess 

structural health of this rock tower or even to learn more about its attachment to the bedrock (e.g., 

Moore at al., 2019). Results described in this work shall help to test the concept of seismic 

characterisation of other rock towers in that area. That is, to examine the application and limitations 

of the utilised methodology for purposes of future investigations and eventual monitoring. 

 

1.1 Previous Studies 

 

Practical and reliable estimate of elastic parameters of rock structures is an important problem in the 

field of rock mechanics. As mentioned by Moore et al. (2018), laboratory tests carried out on small 

samples that are extracted from rock mass are often inaccurate (e.g., the samples usually do not 

represent fracture density of the source rock). So, the authors of that study proposed another 

approach, which brings non-invasive, in-situ assessment of elastic parameters of free-standing rock 

structures. It involves: 1) Modal analysis of an ambient noise measurement with seismometers placed 

at the rock structure; 2) Field assessment including estimate of the structure geometry (e.g., using 

photogrammetry); and 3) Numerical modelling with initial model based on the field assessment, which 

is then calibrated until its response does not closely match the observed data. Following this approach, 

aƻƻǊŜ Ŝǘ ŀƭΦ όнлмуύ ŜǎǘƛƳŀǘŜŘ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎ όǊŜǇǊŜǎŜƴǘŀǘƛǾŜ ŦƻǊ ǘƘŜ ǎǘǊǳŎǘǳre as a whole) of five 

rock arches in Utah (USA). A similar experiment was carried out by Geimer et al. (2020), who applied 

modal analysis to ambient noise data, collected at 17 rock arches in Utah. Numerical models for each 

arch were created and calibrated with respect to the observed results from the modal analysis. Finally, 

ǊŜǇǊŜǎŜƴǘŀǘƛǾŜ ¸ƻǳƴƎΩǎ ƳƻŘǳƭƛ ǿŜǊŜ estimated for each arch. Regarding similar studies involving rock 

towers, Moore et al. (2019) collected ambient noise data from the top of Castleton Tower in Utah, 

which is a slender, 120 m high sandstone structure of natural origin. Subsequent processing utilised 

the modal analysis and numerical modelling, similarly to the previously mentioned studies. In addition, 

it included an interpretation of the tower eigenfrequencies using the Euler-Bernoulli beam theory. 
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1.2 Site effects 

 

Site effects originate as a response of shallow, subsurface structures (usually down to few hundred 

meters) to incoming seismic waves. Two prominent driving factors for these effects are: 1) High 

velocity contrast of adjacent strata (e.g., surface sediments and underlying bedrock or weathered and 

intact bedrock); and 2) Terrain and subsurface geometry, e.g., deep and narrow valleys or rock towers 

and cliffs. They can cause both high local amplification and increased duration of strong ground 

motions, which may result in a significant loss of lives and properties. Therefore, site effect studies are 

important topic especially in seismic hazard and risk assessments. Nonetheless, the local site response 

can be also utilised for subsurface characterisation (e.g., bedrock depth estimate) or even for imaging 

of subsurface structures. Initially, the site effects were naturally investigated using earthquake 

recordings (e.g., Borcherdt, 1970; Field and Jacob, 1995). However, with this approach, a reliable 

assessment requires data from multiple events, which usually takes a long time in most areas, 

especially in regions with a low seismic activity (e.g., the Bohemian Massif). Another possibility is to 

record and analyse the ambient noise wavefield (see below). This wavefield is constantly present, 

which is the main advantage with respect to the first method. Therefore, in this work, we investigated 

site effects with the help of the ambient noise. 

 

1.3 Ambient noise and its application for site effects assessment 

 

Though it is not evident without instrumental observations, Earth surface is perpetually subjected to 

omnipresent vibrations called seismic microtremors, ambient vibrations, ambient noise or seismic 

noise. Such vibrations represent wavefield with mostly unknown exact source location. Presence of 

such signals in the uppermost crust is advantageous as they can be recorded without needing to wait 

for a seismic event as in classical seismology, or having to use artificial sources, such as explosives or 

vibroseis trucks, as it is routinely done in seismic reflection and refraction experiments. Depending on 

frequency of ambient vibrations, they can be divided into two groups. Vibrations with frequencies 

lower than 1 Hz are mostly of natural origin, while those with frequencies above this threshold usually 

tend to be man-made (Bonnefoy-Claudet et al., 2006a). Natural sources are, for instance, wind, Earth 

and ocean tides or breaking waves, while anthropogenic sources are usually industrial machinery or 

traffic (Bonnefoy-Claudet et al., 2006a). 

 

Application of the ambient noise for site effects assessment has been growing in popularity over the 

last decades. Prior to the second half of the twentieth century, just a little attention was paid to the 

ambient noise. Research in this field was limited by insufficient technologies and data processing 

capabilities. Nevertheless, some assumptions about relations between monsoons or oceanic tides and 

resulting microseisms were made (Bonnefoy-Claudet et al., 2006a)Φ Lƴ ǘƘŜ мфрлΩǎ ŀƴŘ мфслΩǎΣ 

noticeable advances were achieved, as better instruments became available (e.g., Aki, 1957). There 

were performed first array measurements, from which dispersion curves were derived, which allowed 

their inversion for velocity profiles of shear waves (see, e.g., overview by Bonnefoy-Claudet et al., 

2006a). Next decades, until present days, are marked by rapid developments in this research area. 

One of the most popular topics are site response prediction (e.g., Del Gaudio et al., 2021) or subsurface 

imaging with the seismic noise interferometry (e.g., Snieder and Wapenaar, 2010). In the recent years, 

popular methods for these purposes are horizontal-to-vertical component spectral ratio of one station 
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(Nakamura, 1989), site-to-reference spectral ratio of two stations (e.g., Borcherdt, 1970), time-

frequency polarisation analysis (Burjánek et al., 2010) and more. All the mentioned techniques were 

used in this thesis and they are described later. 
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2 Ambient Noise Wavefield 
 

This chapter aims to introduce the ambient noise wavefield in more detail. The wavefield is 

predominantly composed of superposed Love and Rayleigh waves, both being surface waves 

(Bonnefoy-Claudet et al., 2006a) since Ƴƻǎǘ ƻŦ ǘƘŜ ǎƻǳǊŎŜǎ ŀǊŜ ƭƻŎŀǘŜŘ ƴŜŀǊ ǘƘŜ 9ŀǊǘƘΩǎ ǎǳǊŦŀŎŜΦ 

Although their amplitudes attenuate quickly with increasing depth, they can bring some information 

about structure and mechanical parameters of the subsurface. The properties of Love and Rayleigh 

waves are introduced briefly in this chapter. Particle motion of the Rayleigh waves will be discussed 

in more detail, describing the Rayleigh wave ellipticity. The Rayleigh wave ellipticity can bring 

additional information about seismic velocity contrasts in the subsurface. Following definitions are 

based on a more detailed paper published by Maranò et al. (2017). 

 

Planar surface and a three-dimensional Cartesian coordinate system with the 3rd axis pointing upward 

is considered. The azimuth angle ‪ of the propagating waves is measured anticlockwise from the 1st 

axis. The vector ◊●ȟὸ stands for the displacement at the position ● ὼȟὼȟὼ  in time ὸ. In other 

words, ◊●ȟὸ defines a time-variable particle displacement field: 

 

◊●ȟὸ ό ●ȟὸȟό ●ȟὸȟό ●ȟὸȢ ςȢρ 

 

Next, we anticipate that the waves are planar and that they propagate just along the free surface. 

Thus, the direction of wave propagation can be defined as follows: 

 

▓ Ὧὧέί‪ȟίὭὲ‪ȟπȟ ςȢς 

 

where ὧέί‪ȟίὭὲ‪ȟπ stands for a unit vector lying in the horizontal plane 1-2 and is pointing in 

the direction of the wave propagation. And Ὧ is thus magnitude of this vector. The vector itself is 

referred to as a wavenumber ▓. It is evident that the ▓ is constant over time in this case, so the 

direction and the Ὧ of individual waves do not change. This wavenumber Ὧ can be related with the 

phase velocity ὺ at the frequency Ὢ: 

 

Ὧ
ς“Ὢ

ὺ
Ȣ ςȢσ 

 

Now, both Love and Rayleigh waves will be defined separately. 

 

Particle motion of the Love wave is polarised only in the horizontal plane 1-2, perpendicularly to the 

direction of propagation. It is analogous to the SH component of the S-wave, but still confined to the 

free surface. It also means that ό π since there is no particle polarisation along the vertical 3rd axis. 

Thus, the ◊ for Love waves is defined as follows: 

 

ό ●ȟὸ ɻÓÉÎʕὧέίʖὸ ▓ẗ● • ςȢτ 

 

ό ●ȟὸ ɻÃÏÓʕὧέίʖὸ ▓ẗ● • ςȢυ 

 

ό ●ȟὸ πȢ ςȢφ 
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New parameters here are the amplitude ‌ at surface and the phase •. 

 

Analogously to the Love wave, the Rayleigh wave can be thought of as a superposition of particle 

movements of the P-wave and of the SV component of the S-wave. It means that the particle motion 

is elliptical and polarised in the vertical plane 1-3 which is oriented in parallel with the direction of the 

wave propagation. This motion is described with the following ◊●ȟὸ: 

 

ό ●ȟὸ ɻÓÉÎʊὧέίʕὧέίʖὸ ▓ẗ● • ςȢχ 

 

ό ●ȟὸ ɻÓÉÎʊÓÉÎʕὧέίʖὸ ▓ẗ● • ςȢψ 

 

ό ●ȟὸ ɻÃÏÓʊὧέίʖὸ ▓ẗ● “ςϳ •Ȣ ςȢω 

 

When comparing the wave parameters for the Love and the Rayleigh wave, the parameter ‚ is present 

only with the Rayleigh waves. This parameter, related to Rayleigh wave ellipticity, will be discussed 

later in the following section. 

 

As already mentioned, surface waves phenomena can be understood as a superposition (i.e., 

constructive interference) of body waves. However, particular conditions have to be met for such 

constructive interference (see e.g., Novotný, 1999 for more details). The simplest medium for 

propagation of Love waves is an homogeneous, isotropic layer lying on a homogeneous, isotropic half-

space. In addition, Love waves are naturally dispersive. It means that their propagation velocities 

depend on frequency, thus the wavenumber magnitude Ὧ is also frequency-dependent, i.e., Ὧ

 ὯὪ. In contrast to the Love waves, a homogeneous, isotropic half-space is sufficient for propagation 

of Rayleigh waves (Novotný, 1999), and they are not dispersive in this simplest case. However, in case 

of a layer on a half-space, Rayleigh waves are dispersive as well (with the same properties as described 

for Love waves). 

 

The dispersion behaviour of both surface wave types can be described by their respective dispersion 

equation, which relates the frequency and the phase velocity. This relation is generally non-linear and 

does not necessarily provide a unique wave velocity for a certain frequency (Novotný, 1999). It means 

that for a certain frequency, there are usually more solutions of this dispersion equation which are 

called surface wave modes (shortly modes). Moreover, there is an infinite number of solutions 

(modes) if the frequency limit goes to infinity. Each solution forms a continuous curve which begins at 

certain frequency and goes to infinite frequency. These solutions are called dispersion curves and are 

distinguished by their respective mode numbers. The dispersion curve that begins at the lowest 

frequency is usually referred as a fǳƴŘŀƳŜƴǘŀƭ ƳƻŘŜΣ ǿƘŜǊŜŀǎ ǘƘŜ ƻǘƘŜǊǎ ŀǊŜ ŎŀƭƭŜŘ ŦƛǊǎǘκǎŜŎƻƴŘκΧ 

higher modes. These mode numbers increment with increasing initial frequency of the dispersion 

curves. The dispersion curves (for both Love and Rayleigh waves) can be efficiently calculated for one-

dimensional layered models using matrix methods, though the problem is non-linear and numerical 

methods have to be adopted to solve the high-order polynomial equations. 
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2.1 Rayleigh wave ellipticity 

 

The parameter ‚ɴ ộ“ςϳȟ“ςϳỚ is called the ellipticity angle. It characterises the sense of rotation as 

well as the eccentricity of the particle motion of the Rayleigh wave. General representation of this 

motion is shown in Figure 1a. The ellipse lies in the vertical plane 1-3, with the 3rd axis pointing 

vertically above the surface. The wave propagation direction  is parallel with the 1st axis. Shape of 

the ellipse is determined by its two semi-axes ( ȿ‌ίὭὲ‚ȿ and 6 ȿ‌ὧέί‚ȿ, from which the angle 

‚ can be expressed as follows: 

 

Ὄ

ὠ

ȿ‌ίὭὲ‚ȿ

ȿ‌ὧέί‚ȿ
ȿὸὥὲʊȿᵼȿʊȿ ὥὸὥὲ

Ὄ

ὠ
Ȣ ςȢρπ 

 

Hence, the ellipticity can be described with the (Ⱦὠ ratio or with the ellipticity angle ‚. If the ‚ is 

negative, the particle motion is referred to as retrograde (see Figure 1a and 1c-d). If it is positive, this 

motion is said to be prograde (see Figure 1f-g). However, there are some special cases. If the ‚ is “ςϳ  

(i.e., ωπЈ), then the motion is linear and horizontal. If the ‚ is zero, the motion is also linear but 

oriented vertically to the surface. 

 

 

Rayleigh waves that propagate in a homogeneous, isotropic half-space show no dispersion behaviour, 

and the Rayleigh wave ellipticity is also not frequency-dependent. The resulting particle motion is 

always retrograde at the surface (e.g., Novotný, 1999), with the ὌȾὠḙςȾσ. However, for more 

complicated models (starting with a single layer on a half-space), the Rayleigh wave ellipticity is 

frequency-dependent, i.e., ‚ ‚Ὢ, and differs between the modes. Figure 2 illustrates the 

relationship between the (Ⱦὠ ratio and the ‚ angle for a fundamental mode computed for a model 

that consists of a single layer on a half-space (with high S-wave velocity contrast between the two 

media). It shows synthetic (Ⱦὠ ratio on the left (Figure 2a) and its corresponding ellipticity angle ‚ on 

the right (Figure 2b). Note that it is not possible to get the information about the sense of particle 

Figure 1. Graphical representation of the elliptictal motion of the Rayleigh wave. The polarisational ellipse is 
oriented vertically in the plane 1-3. (a) shows a general view of the ellipse. (b)-(g) depict some examples of the 
ellipse with different ellipticity angles ‚. The vector ⱥ indicates the direction of wave propagation and 
Ὄȟὠȟ‚ ὥὲὨ ‌ are the wave parameters. From Maranò et al. (2017). 
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motion from the (Ⱦὠ ratio as this ellipticity is always calculated as an absolute value. Still, it provides 

an information about transitions of sense of motion of the ellipse between the prograde and the 

retrograde ones. It is evident if we compare this (Ⱦὠ ratio in Figure 2a with the ellipticity angle ‚ in 

Figure 2b. The two sharp peaks of the (Ⱦὠ ratio correspond to the frequencies where the sign of the 

ellipticity angle ‚ is changing. The change is also referred as a singularity in literature since the (Ⱦὠ 

ratio is singular at these frequencies. The ellipticity in this theoretical example shows clear results with 

distinct ellipticity peaks/shifts. However, in field data, this is often not the case, and the interpretation 

may become much more complicated (e.g., Konno and Ohmachi, 1998). Moreover, the shape of the 

ellipticity curves could be more complex for more complicated models, for example, the singularities 

are not always present. 

 

 

In this thesis, processing and interpretation of the ambient noise array measurement was in fact based 

on the noise wavefield concept introduced in this chapter. However, though the ambient noise can be 

recorded virtually everywhere, it does not necessarily mean that this concept, based on the 

assumption of the noise wavefield dominated by planar surface waves, can be successfully applied in 

every situation. A good example of such an exception is even the rock tower studied in this thesis. Its 

response is rather dominated by standing waves developing from the incoming waves at its resonant 

frequencies and not by the surface waves. 

 

 

 

 

 

 

Figure 2. A model example of the relationship between the H/V ellipticity on the left (a) and its corresponding 
ellipticity angle ‚ on the right (b). The curves are synthetic, retrieved from a model consisting of a single layer on 
a half-space. Plot (a) shows that it is not possible to find out the sense of motion of the Rayleigh wave polarisation 
ellipse from the H/V ratio as it is always positive, from definition. In addition, on the right edge, there are 
examples of the Rayleigh wave polarisation ellipses. Note that their vertical positions correspond with y-axes of 
(a) and (b). From Maranò et al. (2017). 
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3 Processing Methods 
 

In this chapter, processing methods of ambient vibrations applied in this thesis will be briefly 

presented. Two principal tasks were proposed for this study: 1) Ambient noise array measurement in 

order to determine mechanical properties of sandstones using both frequency-wavenumber and 

horizontal-to-vertical spectral ratio methods; and 2) Seismic response investigation of a rock tower by 

carrying out both particle motion polarisation analysis and local amplification estimation by site-to-

reference spectral ratios. 

 

3.1 Frequency-wavenumber array method 

 

The frequency-wavenumber array method uses multiple simultaneous recordings in order to estimate 

phase velocities of the planar waves present in the noise wavefield. In an ideal situation, velocity of 

an isolated planar surface wave with known azimuth can be determined quiet easily. In this case, even 

two stations with known coordinates are enough (Wathelet, 2005). It is needed to estimate the 

differential arrival time, consider the wave azimuth, the station positions, and we get the wave 

velocity. But in fact, such situations do not occur in practice. Real ambient noise wavefield consists of 

unknown number of superposed waves of different types. They mostly come from unknown directions 

and with different frequency content. Therefore, we need an approach that can isolate at least some 

of the incoming waves. One of such techniques is the so-called frequency-wavenumber array method 

(f-k method). As there are known numerous variants (see e.g., Wathelet et al., 2018 and 2020), we 

provide just a brief description of the simplest approach of Lacoss et al. (1969). The method is based 

on conversion of array recordings into the frequency-wavenumber domain. For example, the 

wavenumber spectrum ὖ▓ȟὪ for an array recording of ὔ stations (single component, for simplicity) 

would be 

 

ὖ▓ȟὪ ộό ὪόᶻὪỚÅØÐὭ▓Ͻ● ● ȟ σȢρ 

 

where ▓ is the wavenumber vector, Ὢ is frequency, ό Ὢ is the Fourier spectrum of the recording of 

j-th station, ● is the position of j-th station, i is the imaginary unit,  zdenotes complex conjugate and 

brackets ộỚ denote averaging. After that, a local maximum in the wavenumber spectrum ὖ▓ ȟὪ 

is picked, which corresponds to a wave with the specific azimuth and phase velocity defined by ▓ . 

The estimate of apparent phase velocities and wave propagation azimuths is done only for an 

adequate frequency range. This range is controlled by the array geometry (Wathelet, 2008). The 

minimum resolvable wavenumber is related to the largest interstation distance, while the maximum 

wavenumber is related to the minimum interstation distance. In short, the larger and denser is the 

array, the better is the resolution, i.e., the broader is the adequate frequency range. The procedure is 

repeated for many time windows and a number of frequency bands, so that frequency-dependent 

histograms of the apparent phase velocities are obtained. Assuming that the noise wave field consists 

mainly of surface waves, phase velocities of Rayleigh waves can be estimated from both vertical and 

radial components, while the phase velocity of Love waves can be estimated from the transversal 

component of the ground motion (these components are defined with respect to assumed wave 
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propagation direction). In this work, the f-k method was carried out in Geopsy using high-resolution, 

three component f-k variant (Wathelet et al., 2020). Geopsy is an open-source software suite, offering 

a broad spectrum of possibilities for processing and visualisation of ambient noise recordings 

(Wathelet, 2005; Wathelet et al., 2008 & 2020). 

 

3.2 Inversion 

 

With the f-k method, frequency-dependent dispersion curves for both Love and Rayleigh waves can 

be retrieved. These can be used in the inverse problem of the elastic parameters estimation assuming 

1-D layered model (shortly inversion). For purposes of this study, we used Dinver module from the 

Geopsy package (see e.g., Wathelet et al., 2020). As an input for this program, observed dispersion 

curves (Love and Rayleigh) and Rayleigh wave ellipticity can be used. Moreover, a parametrisation of 

the inverted model is always required (i.e., number of inverted layers, parameter ranges). At the 

beginning of the inversion, the program randomly generates large number of models for the given 

parametrisation and both dispersion and ellipticity curves are calculated for each model (shortly 

synthetics). This calculation is a forward problem, though highly non-linear. The synthetic curves for 

each model are compared with the input (observed) curves, i.e., their mutual misfit is retrieved. 

Afterwards, only models with the lower misfits are considered for further processing (i.e., only the 

άōŜǘǘŜǊέ ƳƻŘŜƭǎ ŀǊŜ ŎƻƴǎƛŘŜǊŜŘύΦ Lǘ ƳŜŀƴǎ ǘƘŀǘ ŦǳǊǘƘŜǊ ǎŜŀǊŎƘ ƻŦ ǘƘŜ ǇŀǊŀƳŜǘŜǊ ǎǇŀŎŜ ƛǎ ŦƻŎǳǎŜŘ ƻƴ 

that selected models and on their neighbourhood. This further optimisation of the searched models 

is done using the neighbourhood algorithm developed by Sambridge (1999). With this algorithm, the 

parameter space is split into individual cells. During the process, the cells are further systematically 

split and refined in order to find regions of the parameter space (i.e., models) with the lowest misfits. 

The evaluated misfits again come as results of comparison between the input and the synthetic curves. 

This search usually ends after generating so many models as it was set up prior to the inversion 

process. See Wathelet (2005) for detailed description of the inversion algorithm and its 

implementation. 
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3.3 Horizontal-to-vertical spectral ratio 

 

Horizontal-to-vertical spectral ratio (HVSR) was first mentioned in the paper of Nogoshi and Igarashi 

in 1971 (in Japanese). But wide recognition of this approach came only after it was published by 

Nakamura (1989), since the application is very simple. Recordings of a single, three-component station 

are transformed into the frequency domain and spectral ratios for both combinations of horizontal-

to-vertical components are calculated, respectively. HVSR method is usually utilised to estimate a 

fundamental resonance frequency of a site, since the frequency of the fundamental HVSR peak (if 

present) correlates with the resonant frequency of S-waves (Konno and Ohmachi, 1998; Bonnefoy-

Claudet, 2006b). The interpretation of the HVSR curve itself is not so straightforward, as number of 

interpretations exist. For example, the result can be interpreted as a relative amplification of the 

horizontal components to the vertical one (Nakamura, 1989). If the spectral ratios are close to one, it 

means that the spectra of incoming signal are similar for all station components. This usually happens 

at rigid bedrock where the recorded signal is not subjected to relative, direction-dependent 

amplification. Nevertheless, numerous studies showed that the shape of the HVSR curve is close to 

the Rayleigh wave ellipticity (Konno and Ohmachi, 1998; Bonnefoy-Claudet, 2006b). In general, the 

HVSR curve is influenced by the relative contribution of both body and surface waves (Rayleigh and 

Love waves). In case we want to obtain better estimate of the Rayleigh wave ellipticity, we need to 

isolate just the Rayleigh wave packet from the wavefield, reducing the contribution of the Love waves. 

Bonnefoy-Claudet et al. (2008) shows that the Love waves influence the amplitude of the HVSR curve, 

but they do not influence positions of the peaks on the frequency axis. In general, the contribution of 

Love waves depends also on considered frequency, on the local geology of the investigated site and 

noise source characteristics. It is important to note that there is no general agreement about how 

much the Love waves contribute to the resulting HVSR as different authors anticipate different 

contribution. For instance, in the work of Scherbaum et al. (2003), both types of waves are considered 

to contribute equally. However, despite all of this, working with the Rayleigh wave ellipticity obtained 

with some uncertainty is still an advantageous constraint on the velocity profile (e.g., Konno and 

Ohmachi, 1998). Processing of HVSR in this thesis was carried out using MTESTIM code provided by 

supervisor. This acronym stands for MultiTaper spectral ESTIMate. It is written in FORTRAN and is 

based on a library for multitaper spectral analysis by Prieto et al. (2009). 
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3.4 Time-frequency polarisation analysis 

 

Time-frequency polarisation analysis (TFPA) is used to characterise the particle motion at a single 

recording station. This motion is in general elliptical for a short time window and is described by three 

parameters, which are strike ɮ, dip ɿ and ellipticity ʀ (Burjánek et al., 2010). See Figure 3 for graphical 

depiction. The strike ɮ indicates azimuthal orientation of the semi-major axis of the ellipse, whereas 

the dip ɿ indicates how much is this axis tilted downwards from the horizontal plane. Finally, the 

ellipticity ʀ is determined by ratio of the semi-minor axis to the semi-major axis (this ellipticity is not 

related to the Rayleigh wave ellipticity). 

 

 

 

 

The polarisation analysis for this thesis was carried out using WAVEPOL (WAVElet POLarisation 

analysis package) provided by supervisor and based on the work of Vidale (1986). In this program, 

three-component seismogram is transformed into the time-frequency domain and the three 

polarisation parameters are calculated for each time step and frequency. Transformation into the 

time-frequency domain is carried out by applying the continuous wavelet transform, with the Morlet 

wavelet used as the mother wavelet. Therefore, frequencies are in fact characterised by the wavelet 

scale with a well-defined central frequency. This method requires the ambient noise to be quasi-

stationary during the measurement (tens of minutes to few hours), so that the estimated ellipse 

parameters have meaningful statistical properties. The program offers a possibility to directly plot the 

results as a strike vs. frequency, dip vs. ellipticity and ellipticity vs. frequency graph. The relative 

frequency of occurrence of the output parameters (ɮ, ɿ, ʀ) is represented by colour scale (see later 

Figure 24a-b). 

 
 
 
 
 

Figure 3. Graphical representation of a polarisation ellipse of a particle motion. Depicted parameters of the 
ellipse are strike ɮ, dip ɿ and ellipticity ʀ. From Burjánek et al. (2012). 
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3.5 Site-to-reference spectral ratio 

 

Site-to-reference spectral ratio (SRSR) is useful for determining frequency-dependent function of local 

amplification at the investigated site (see e.g., Kleinbrod et al., 2019). Two simultaneously recording 

stations are needed for this method. One of them is placed directly at the site of the interest, while 

the other one serves as a reference station and should be situated at nearby rigid bedrock. The 

purpose of this setting is to obtain the function of relative local amplification by eliminating source 

directivity and path effects by dividing the spectrum of each component of the site station by the 

corresponding spectrum of the reference station. An assumption must be made that the source and 

path effects are the same for both stations. This criterion can be easily met for mutually close stations, 

located far away from the source of a distant earthquake, as suggested by Borcherdt (1970). However, 

when recording ambient noise, the natures, mechanisms, and source locations of the tremors are 

most often unknown. See Figure 4 for schematical description of SRSR with anthropogenic noise 

sources. Nevertheless, this method can be successfully used also for noise measurements at remote 

sites, where the close sources are not expected (e.g., Burjánek et al., 2012; Kleinbrod et al., 2019). In 

this work, processing of SRSR was done with the MTESTIM code (MultiTaper spectral ESTIMate). 

 

 

 

 

 

 

 

Figure 4. Principle of site-to-reference ambient noise measurement. Left: sources of anthropogenic noise are 
industrial machinery, traffic etc. Right: site station is placed at the top of the tower, reference station on bedrock 
at its foot. Incoming waves with various frequencies are recorded by the reference station. In contrast, the tower 
tends to pass and amplify those frequencies that are close to its eigenfrequencies. 
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4 Beam Theory for Estimate of Rock Tower Eigenfrequencies 
 

A partial goal of this thesis was to examine the attachment to bedrock of the Kapelník rock tower. If 

the tower was firmly coupled with the underlying rock, its dynamic response determined by on-site 

measurements should be like response of a cantilever beam, which can be calculated analytically. We 

considered two possible models with a different level of complexity for this task. First is a classical 

Euler-Bernoulli beam theory, which considers only bending deformation. Second is a more complex 

Timoshenko beam theory, which considers bending as well as shearing deformation of the beam. The 

Euler-Bernoulli beam is in fact a special case of the Timoshenko beam (Michel et al., 2018). The 

principal difference in the deformation of these two beam types is illustrated in Figure 5. 

 

 

To estimate whether the beam undergoes primarily bending or shearing deformation, we follow the 

approach of Michel et al. (2018), who introduced following ὅ parameter: 

 

ὅ
ὉὍ

ὑ
ςὌ
“

Ȣ τȢρ
 

 

Here, Ὄ is the height of the beam, Ὁ is the ̧ ƻǳƴƎΩǎ ƳƻŘǳƭǳǎΣ Ὅ is ǘƘŜ ǎŜŎƻƴŘ ƳƻƳŜƴǘ ƻŦ ōŜŀƳΩǎ ŎǊƻǎǎ-

sectional area, ὑ stands for so-called shear stiffness. Because of the rectangular shape of the 

horizontal cross-sections of the rock towers, we used the second moment of area of rectangle: 

 

Ὅ
ὦὄ

ρς
ȟ τȢς 

 

where ὦ and ὄ are horizontal dimensions of the ǊŜŎǘŀƴƎƭŜΣ ǘƘŀǘ ƛǎ ǘƘŜ ŘƛƳŜƴǎƛƻƴǎ ƻŦ ǘƘŜ ǘƻǿŜǊΩǎ 

horizontal cross-section. In particular, ὄ is the dimension of the side perpendicular to the assumed 

Figure 5. Difference in deformation of Euler-Bernoulli (red) and Timoshenko (blue) beam, demonstrated on free 
end of the beam. The free end of deflected Euler-Bernoulli beam is always perpendicular to the beam axis (green), 
which indicates pure bending. This orientation varies for the Timoshenko beam. Thus, if bending dominates, the 
free end orientation is close to that of the Euler-Bernoulli beam. In case of pure shearing, the free end of the 
deflected beam is always parallel to its undeformed state. 
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deformation. Note, that this Ὅ can be calculated for both horizontal dimensions of the beam (i.e., for 

the both deformation directions), depending on which horizontal dimension is cubed. Next, the shear 

stiffness ὑ is a product of three parameters (Michel et al., 2018): 

 

ὑ ὋὃὯȢ τȢσ 

 

The Ὃ is the shear modulus, ὃ is the cross-sectional area (ὃ ὦὄ in our case) and Ὧ  is the so-called 

shear adjustment factor which depends on the exact geometry of the horizontal cross-section. 

Following Michel et al. (2018), we set Ὧ υȾφ, as it is usual for solid cross-sections with rectangular 

shape. 

 

The ὅ parameter is used to distinguish whether the tower deforms primarily by bending, or by 

shearing. If ὅͯ π, it is almost purely bending deformation. It means that the bending parameter ὉὍ 

which controls the resistance to bending is relatively small. So, the tower deforms only by bending, 

what is true for slender structures. In contrast, if ὅᴼЊ, there is only little resistance to shearing, so 

that predominantly the shearing deformation is present, which would be the case of layer-like 

structures. 

 

4.1 Euler-Bernoulli beam formula for eigenfrequencies 

 

The Euler-Bernoulli beam formula is valid in case of predominant bending deformation, i.e., if ὅͯ π. It 

is used to determine beam resonant frequencies Ὢ of the first and higher oscillation modes: 

 

Ὢ
‎

ς“

ὉὍ

”ὃὌ
Ȣ τȢτ 

 

New parameters here are beam density ” and a mode coefficient ‎. The mode coefficients ‎ are 

roots of the following, non-linear equation (Michel et al., 2018): 

 

ρ ὧέί‎ ὧέίὬ‎ πȢ τȢυ 

 

This equation must be solved numerically. For instance, first three positive roots, which stand for 

fundamental and two higher modes, are as follows: ‎ḙρȢψχυȠ ‎ḙτȢφωτȠ and ‎ḙχȢψυυ. 

 

In our study, the ὅ parameter was small (mentioned later), which indicated predominant bending 

deformation. It also means that the Timoshenko beam formula for the eigenfrequencies, which 

considers both bending and shearing deformation, was not needed. And, therefore, it is not presented 

here. For thorough derivation of this and the other formulas mentioned in this chapter, we refer to 

the paper of Michel et al. (2018). 
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5 Geological Setting 
 

Investigated sites and structures are in the Bohemian Paradise Protected Landscape Area, which is in 

the Bohemian Cretaceous Basin, a part of the platform cover of the Bohemian Massif. The massif was 

consolidated during the Variscan orogeny in early late Paleozoic Era. The Bohemian Cretaceous Basin 

spreads mostly in the northern part of the Czech Republic and is stretched along the NW-SE axis (see 

Figure 6). Spanning over an area of almost 15 000 km2, it is the largest of several intracontinental 

sedimentary basins of the Bohemian Massif. This chapter aims to give a brief overview of the evolution 

and infill of the basin. Finally, it is concluded with short introduction of the investigated sites. 

 

 

 

It is assumed that the basin was formed as a combination of two factors. First being a reactivation of 

fault zones between the major terranes of the Bohemian Massif, while the second was a global sea 

level rise around that time, known as the Cenomanian transgression ό¦ƭƛőƴȇ Ŝǘ ŀƭΦΣ нллфύ. Regarding 

the tectonics, it is a transtensional (pull-apart) basin that was formed along the NW-SE to NNW-SSE 

oriented Elbe Fault Zone. The zone is in fact composed of several subordinate fault zones, such as the 

[ǳȌƛŎŜ Cŀǳƭǘ ½ƻƴŜ (see e.g., ¦ƭƛőƴȇ Ŝǘ ŀƭΦ, 2009 for more details). Regarding the sedimentary infill, 

maximum thickness of sediments is nowadays around 1 000 metres ό2ŜŎƘΣ нлмм). Sedimentation 

process took place during the Upper Cretaceous, from the Cenomanian up to the Santonian (see Figure 

7). It can be divided into three steps, which are referred to as Phase I-III όǎŜŜ ŜΦƎΦΣ ¦ƭƛőƴȇ Ŝǘ ŀƭΦΣ нллфύΦ 

Sedimentation of the basin began in Phase I with the Peruc Member of the Peruc-Korycany Formation. 

This member consists of freshwater sediments, such as conglomerates, sandstones and claystones. 

Phase II was characterised by gradual transition from terrestrial to marine sedimentation after sea 

Figure 6. Location of the Bohemian Cretaceous Basin (grey) within the Czech Republic. Bohemian Paradise is 
ƳŀǊƪŜŘ ǿƛǘƘ ǊŜŘ ŎƛǊŎƭŜΦ aƻŘƛŦƛŜŘ ŦǊƻƳ YƻǑǙłƪ Ŝǘ ŀƭΦ όнлмлύΦ 
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transgression began in the Upper Cenomanian. In this phase, the Peruc Member was succeeded by 

the Korycany Member, which consists of shallow sea deposits, often represented by glauconitic 

sandstones. Then, in the Lower Turonian, the transgression carried on and finally deluged all 

elevations of the basin (Kachlík, 2003). This event is recorded by layers of the Bílá Hora Formation, 

which is composed of marlstones, calcareous claystones, and thick-bedded sandstones. The latter 

sedimented in the areas of the most rapid subsidence of the basin ŀƭƻƴƎ ǘƘŜ [ǳȌƛŎŜ Cŀǳƭǘ. Superjacent 

sandstone and claystone beds are members of the Jizera Formation, with thickness of up to 400 m. 

Onset of the final step, Phase III, is characterised by significant, partial transgression that resulted in 

deposition of calcareous claystones, but the sedimentation of sandstones continued in the NW part 

of the basin. ¢ƘŜǎŜ ƭŀȅŜǊǎ ŀǊŜ ŀǎǎƛƎƴŜŘ ǘƻ ǘƘŜ ¢ŜǇƭƛŎŜ CƻǊƳŀǘƛƻƴΦ hǾŜǊƭŀƛƴ .ǌŜȊƴƻ CƻǊƳŀǘƛƻƴ ŀƭǊŜŀŘȅ 

contains higher proportion of immature material because of further subsidence of the basin (Kachlík, 

2003). Sedimentation in the Bohemian Cretaceous Basin was concluded with deposition of regressive 

fine-grained beds, dominated by fine-grained sandstones of the Merboltice Formation. The youngest 

sediments are preserved only under younger Cenozoic sediments or volcanics of the Central Bohemian 

Highlands which preserved them from erosion (Kachlík, 2003). 

Figure 7. Stratigraphic scheme of the Bohemian Cretaceous Basin. 1 - conglomerates; 2 - sandstones with 
claystone intercalations; 3 - sandstones; 4 - cyclic alternation of conglomerates, sandstones and claystones; 5 - 
siltstones; 6 - calcareous claystones with sandstone intercalations; 7 - calcareous claystones to biomicritic 
limestones; 8 - Rohatce Layers; 9 - marlstones; 10 - bioclastic limestones; 11 - glauconitic horizons lying on hiatus 
ƭŀȅŜǊǎΦ ¢ǊŀƴǎƭŀǘŜŘ ŦǊƻƳ IŜǊőƝƪ Ŝǘ ŀƭΦ όмфффύΦ 
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The castellated rocks and rock towers of the Bohemian Cretaceous Basin are located within the 

formations of Bílá Hora, Jizera and Teplice ό¦ƭƛőƴȇΣ нллмύ and they are spread over various locations 

of the northern part of the Czech Republic. This thesis concerns with several Lower Coniacian rock 

formations of the Teplice Formation in Hruboskalsko (Bohemian Paradise). Local rock towers consist 

mostly of medium- and coarse-grained quartzose sandstones ό¦ƭƛőƴȇΣ нллмύ. 
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6 Seismic Instruments 
 

Seismic data used in this thesis were collected with LE-3Dlite MkIII seismometers (Lennartz Electronic). 

It is a three-component device, with flat response of 1 Hz to 100 Hz. For digitisation and recording of 

the measurements, two models of A/D converters were used, both with bit-depth of 31 bits per 

sample. All but one were Gaias (Vistec) with sampling frequency of 250 Hz and one Centaur 

(Nanometrics) with sampling frequency set to 200 Hz. After measurements, its records were 

resampled to 250 Hz, to match the parameters of the Gaias. Positions of the sensors were measured 

with an accurate Differential GPS (DGPS) receiver, which provides 1 cm precision. Knowledge of 

stationΩǎ precise coordinates was especially crucial for processing of the array measurements. The 

seismometers were not placed on adjustable screws delivered by the manufacturer, but on tripods 

designed and printed by the supervisor (Figure 8). Used was polylactic acid (PLA) filament which is one 

of the basic materials for 3-D printing. The tripods allowed comfortable setting (both levelling and 

orientation) of the seismometers on the rough surface. Before each measurement, the sensors were 

levelled into horizontal plane and oriented to magnetic north. Whenever it was possible, the sensors 

were emplaced into shallow pits. The pits were dug to get rid of the most unconsolidated soil layer in 

order to achieve a better coupling with the ground. 

 

 

 

 

 

 

Figure 8. Seismometer LE-3Dlite MkIII standing on a customised tripod which is emplaced in a shallow pit. 
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7 Measurements and Results 
 

This chapter aims to introduce investigated sites and describe field measurements and their respective 

results. Two sites, named Konice and Kapelník, were involved in this study (see Figure 9). Data from 

two nearby boreholes were also taken into account (Figure 9). Considering data from the geological 

map, the boreholes and on-site observations, we assumed that the local subsurface consists of 

subhorizontal and more or less homogeneous layers, which can be well approximated by 1-D layered 

model. Therefore, the depth profiles and physical parameters could be deduced from laterally distant 

measurements/boreholes. 

 

 

 

 

 

 

Figure 9. Geological map of the researched area with relief. Red circles stand for investigated sites and blue 
crosses show positions of considered boreholes. The most important layers are the Cretaceous quartzose 
sandstone and underlying calcareous claystone which occupy the largest area of the map. 
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7.1 Konice 

 

Site named Konice is a flat meadow, encircled by a forest on uneven surface. This site was selected to 

estimate seismic wave velocity profiles of underlying quartzose sandstones of the Teplice Formation, 

which forms the Kapelník rock tower. In other words, such an experiment allows for indirect, in-situ 

estimation of average elastic parameters of this rock tower in the neighbourhood. From the boreholes, 

a sandstone-claystone boundary was expected to be detected in depth of around 80 m to 100 m. 

Though the underlying claystones also belong to the Teplice Formation, their age is already Upper 

Turonian. 

 

Two separate array measurements were performed at the site in November 2020. First of them, a 

small preliminary experiment with only 4 sensors, was done as a proof of concept and helped to 

optimise the geometry of the second, main array. It gave us an approximate idea about shear wave 

velocities and about resonance frequency of the layers at the site. The latter configuration consisted 

of thirteen sensors, grouped into four concentric, mutually twisted triangles with approximate radii 

ranging from 25 m to 140 m (see Figure 10). One station was placed in their common centre. More 

than two hours of continuous records were obtained and consequently used for dispersion curve and 

Rayleigh wave ellipticity estimations. 

 

 

 

 

Figure 10. Array configuration during the main ambient noise measurement at site Konice. Seismometer positions 
are marked with red triangles. 
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7.1.1 Frequency-wavenumber analysis and dispersion curve picking 

 

The array measurements from the site Konice were processed with f-k array method in software 

Geopsy. Although two array measurements were made in total, only processing of the second, main 

one will be described here. The result from the f-k analysis that included directly all three seismogram 

components was chosen for further processing, since the resulting histograms of transverse and 

vertical wave components seemed to be reasonably well determined (low scattering, meaningful 

trends). From the transverse component, a Love wave dispersion curve (Love DC) was picked (Figure 

11 left, solid curve). And from the vertical component, a Rayleigh wave dispersion curve (Rayleigh DC) 

was picked (Figure 11 right, solid curve). Dashed line shows the theoretical, minimum resolvable 

wavenumber limit of the recording array, which is related to the largest interstation distance 

(Wathelet et al., 2008). That is, graph area above the dashed line is beyond this limit. However, it does 

not necessarily mean that the results in this upper area of the plot cannot be meaningfuly interpreted, 

especially in case of the high-resolution f-k method we used (Wathelet et al., 2008). The maximum 

wavenumber limit is not shown, as its position would be far away from the obtained results (i.e., our 

results did not cross this limit). Both dispersion curves seemed to represent fundamental mode, which 

was later proofed during the inversion. The Rayleigh DC seemed to bulge at the frequency of around 

2.5 Hz, which might suggest close presence of the first higher mode. Also, note the presence of a 

possible higher mode in the upper right corner in the right histogram in Figure 11. This mode was not 

considered further as it was difficult to address the order of such mode due to its significant isolation 

from the fundamental mode. 

 

 

Figure 11. Resulting histograms of the f-k analysis with picked fundamental mode dispersion curves (solid curves). 
On the left, transverse part with picked Love wave dispersion curve. On the right, vertical part with picked 
Rayleigh wave dispersion curve. The dashed line shows theoretical minimum resolvable wavenumber limit. 



23 
 

7.1.2 Rayleigh wave ellipticity estimate 

 

As a supplement to the dispersion curves, ellipticity of Rayleigh waves was estimated. Firstly, HVSRs 

for each station were calculated in the software MTESTIM. Secondly, a representative HVSR curve was 

chosen. And finally, the arcus tangent function was applied on each frequency point of this HVSR curve 

to get the ellipticity angle. However, with this approach, it is not possible to determine the polarity of 

the ellipticity, i.e., the sense of rotation of the ellipse of particle motion of the Rayleigh waves with 

respect to the propagation direction. Therefore, the ellipticity was calculated also with a more 

advanced software, that considers the array as a whole and gives the information about the sense of 

the ellipticity with respect to the wave propagation. This was done with program named WaveDec 

(Maranò et al., 2012 and 2017). Results have shown that the ellipticity angle is likely negative over all 

frequency range. It means that the particle motion is always retrograde. This additional information 

was used as a complement to the absolute values of the ellipticity calculated with the HVSR method. 

It allowed to better constrain the inversion later. Moreover, we made a comparison of the ellipticity 

angles retrieved by MTESTIM and WaveDec. The resulting two curves fit  well (Figure 12), even though 

the ellipticity angles were retrieved in considerably different ways. 

 

 

 

 

 

 

 

 

Figure 12. Comparison of ellipticities based on horizontal-to-vertical spectral ratios (black) and with WaveDec 
(blue). Note that the HVSR ellipticity was calculated in absolute values. The negative signs were assigned just 
after considering the WaveDec analysis. 
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7.1.3 Inversion for seismic velocity profiles 

 

The inversion to determine the seismic velocities was done in Dinver module of Geopsy. It allows for 

retrieval of 1-D layered model parameters by fitting observed dispersion and Rayleigh wave ellipticity 

curves. As an input, we used the picked dispersion curves (both Love and Rayleigh) and the Rayleigh 

wave ellipticity. A certain parametrisation of the inverted layered model has to be presumed as well. 

For example, the number of layers and the velocity/density ranges have to be specified. Two kinds of 

parametrisations were tested in this study (Table 1 and Table 2). First of them was a simple model of 

a single layer on a half-space (SL model). Parameters of this model, such as thickness of the surface 

ƭŀȅŜǊΣ tƻƛǎǎƻƴΩǎ Ǌŀǘƛƻ ƻǊ ǎŜƛǎƳƛŎ ǿŀǾŜ ǾŜƭƻŎƛǘƛŜǎ ǿŜǊŜ ƎƛǾŜƴ ŀ wide range of possible values (Table 1). 

 

 

Thickness [m] 
min | max 

Vs [m s-1] 
min | max 

tƻƛǎǎƻƴΩǎ wŀǘƛƻ 
min | max 

Density [kg m-3] 

1 1000 50 3500 0.0 0.49 2000 

inf inf 50 3500 0.2 0.49 2000 

Table 1. Parameters of the single layered input model used in the inversion. 
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The second model of the subsurface was different because it consisted of multiple layers with fixed 

thicknesses (ML model). The thicknesses were increasing from 5 m at the surface up to 20 m in depth 

below the assumed sandstone-claystone boundary. Velocities were allowed only to increase with 

depth (see Table 2 for details). 

 

 

Thickness [m] Depth [m] 
Vs [m s-1] 

min | max 
tƻƛǎǎƻƴΩǎ wŀǘƛƻ 

min | max 
Density [kg m-3] 

5 5 150 500 0.0 0.45 2000 

5 10 200 500 0.0 0.45 2000 

5 15 250 600 0.0 0.45 2000 

10 25 300 900 0.0 0.45 2000 

10 35 300 1100 0.0 0.45 2000 

10 45 300 1200 0.0 0.45 2000 

10 55 300 1200 0.0 0.45 2000 

10 65 320 1300 0.0 0.45 2000 

10 75 400 1350 0.0 0.45 2000 

20 95 430 5000 0.2 0.45 2000 

20 115 520 5000 0.2 0.45 2000 

20 135 650 5000 0.2 0.45 2000 

20 155 750 5000 0.2 0.45 2000 

20 175 850 5000 0.2 0.45 2000 

20 195 1050 5000 0.2 0.45 2000 

20 215 1100 5000 0.2 0.45 2000 

20 235 1150 5000 0.2 0.45 2000 

20 255 1150 5000 0.2 0.45 2000 

20 275 1200 5000 0.2 0.45 2000 

20 295 1200 5000 0.2 0.45 2000 

20 315 1300 5000 0.2 0.45 2000 

20 335 1400 5000 0.2 0.45 2000 

20 355 1600 5000 0.2 0.45 2000 

inf inf 1900 5000 0.2 0.45 2000 

Table 2. Parameters of the multilayered input model used in the inversion. 

 

According to Hauser et al. (1965), representative density of sandstones in the surrounding area is 

around 2 000 kg m-3. More precise estimate is not needed in this case, since the density variations 

from 1 000 kg m-3 to 3 000 kg m-3 contribute just insignificantly to the result (Wathelet, 2005). 

Therefore, fixed density of 2 000 kg m-3 was assumed for both parametrisations. The range of possible 

tƻƛǎǎƻƴΩǎ Ǌŀǘƛƻǎ was specified as well. Namely, ộπȟπȢτωỚ in the SL model and ộπȟπȢτυỚ in the ML model 

for the sandstones and ộπȢςȟπȢτωỚ in the SL model and ộπȢςȟπȢτυỚ in the ML model for the underlying 

claystones. The lower bound in the upper layers was set to zero, as unsaturated sandstones at 

atmospheric pressure can have the ratio as low as 0.05 (Ji et al., 2018). The assumption that the 

sandstones are unsaturated, or just very little, was because the groundwater-level, determined from 

the boreholes HV-1 and 2H-051b, was estimated to be in depth of at least 70 m at the Konice site. 
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For both models, multiple runs with different values of the ǎƻ ŎŀƭƭŜŘ άellipticity misfit weightέ (EMW) 

were executed. In short, the EMW controls the relative weight of the input Rayleigh wave ellipticity 

curve in the total misfit (relative weight with respect to dispersion curves). To give an example, let us 

consider an inversion with two input curves - a dispersion and an ellipticity curve. The goal is to find 

an output model of the subsurface, for which its synthetic (back-calculated) dispersion and ellipticity 

curves would match the corresponding two input curves as much as possible. However, this is not a 

trivial task in practice. The sensitivities of the dispersion and ellipticity curves to model parameters 

are generally different. The input curves, for example, can be determined with different accuracy. In 

order to understand these issues, it is useful to test different relative weights. For instance, if the 

inversion was carried out with the EMW much higher than the άŘƛǎǇŜǊǎƛƻƴ ƳƛǎŦƛǘ ǿŜƛƎƘǘέ όDMW), the 

resulting models would probably fit well the input ellipticity, but not necessarily the input dispersion 

curve. The same applies vice versa for the case with the DMW higher than the EMW. 

 

In our inversions, the EMW was changing in order to understand its influence on results. Based on 

processing, we assumed that the dispersion curve is determined better than the ellipticity. The 

Rayleigh wave ellipticity was calculated using primarily the HVSR method. And as it was already 

mentioned, the ellipticity estimate might be still affected by Love and body waves. We will present 

three runs with the SL model, and one with the ML model. 
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7.1.4 Inversion results for single layered parametrisation 

 

In this section, inversion results for the SL parametrisation are presented. It means three inversion 

runs in total, with EMW set to 0.01, 0.50 and 1.00. Note that colour scale bars representing relative 

misfits are only relative, that is, a single colour does not represent the same misfit level in two different 

runs. In other words, the colour scale serves only for the figures of the same inversion run. Greyish 

lines represent output models with lower relative misfits, while the reddish lines show models with 

higher relative misfits. 

 

SL model consists of a single layer on a half-space with considerably broad range of possible S-wave 

velocities and thickness of the surface layer (see Table 1). In each of the following figures, one part of 

inversion results will be presented, side by side for all three inversion runs. This approach was chosen 

to better see the effects of the increasing EMW (0.01, 0.50, 1.00) from (a) to (c), i.e., from left to right. 

In each figure, the input parameter is marked with black line with dots. And the output parameter, 

calculated for several best-fitting inverted models, is marked with the coloured lines. 

 

Figure 13 displays results for the Love DC. There is a clear trend that with increasing EMW, the fit of 

input/output Love DCs deteriorates, and the synthetic curves tend to shift to higher velocities. 

 

 

 

 

 

 

 

a)      b)        c) 

Figure 13. Results of the single layer model inversion. Love wave dispersion curves are depicted. Input dispersion 
curve is marked with black, dotted curve. Synthetic curves from inverted models are drawn with colour scale. The 
ǎŎŀƭŜ ƛǎ ōƻǳƴŘ ǘƻ ƴƻǊƳŀƭƛǎŜŘ ƳƛǎŦƛǘ ƻŦ ǘƘŜ ƛƴǾŜǊǘŜŘ ƳƻŘŜƭǎΦ ¢ƘŜ ƭƻǿŜǎǘ ƴƻǊƳŀƭƛǎŜŘ ƳƛǎŦƛǘ ǎǘŀƴŘǎ ŦƻǊ ǘƘŜ άōŜǎǘέ 
models and vice versa. Subfigures differ with the Rayleigh wave ellipticity misfit weight in the inversion: 0.01 for 
(a); 0.5 for (b); 1.0 for (c). 
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Figure 14 depicts the Rayleigh DC. It seems that there is no clear trend of pushing the synthetic curves 

into different velocities with the increasing EMW. But it is evident that they are more scattered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)      b)        c) 

Figure 14. Results of the single layer model inversion. Rayleigh wave dispersion curves are depicted. Input 
dispersion curve is marked with black, dotted curve. Synthetic curves from inverted models are drawn with colour 
scale. The scale is bound to normalised misfit of the inverted models. The lowest normalised misfit stands for the 
άōŜǎǘέ ƳƻŘŜƭǎ ŀƴŘ ǾƛŎŜ ǾŜǊǎŀΦ {ǳōŦƛƎǳǊŜǎ ŘƛŦŦŜǊ ǿƛǘƘ ǘƘŜ wŀȅƭŜƛƎƘ ǿŀǾŜ ŜƭƭƛǇǘƛŎƛǘȅ ƳƛǎŦƛǘ ǿŜƛƎƘǘ ƛƴ ǘƘŜ ƛƴǾŜǊǎƛƻƴΥ 
0.01 for (a); 0.5 for (b); 1.0 for (c). 
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Figure 15 shows the Rayleigh wave ellipticity curves. It is obvious that the EMW has a significant 

influence on synthetic ellipticity curves of the output models. First of all, compare Figure 15a-b, for 

which the EMW was 0.01 and 0.50. Firstly, in Figure 15-a, there was just a minimum demand to fit the 

input ellipticity, and the result really does not follow the input ellipticity. The vast majority of the 

resulting models, including those with minimum misfits (grey), shows distinct singularity, that is 

transition from prograde to retrogade particle motion. However, no singularity was anticipated from 

the input ellipticity curve and the particle motion was thought to be always retrograde. Secondly, in 

Figure 15b, the EMW was 0.50, thus much higher than in the first case. It shows that it is still possible 

to find models that fit the input ellipticity, but at the expense of worsened fit of the dipersion curves 

as shown in Figure 13 and Figure 14. Increasing the EMW from 0.50 to 1.00 had lesser impact on the 

final outcome than the increase from 0.01 to 0.50 (compare Figure 15b with 15c and Figure 15a with 

15b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)      b)        c) 

Figure 15. Results of the single layer model inversion. Rayleigh wave ellipticity curves are depicted. Input 
ellipticity curve is marked with black, dotted curve. Synthetic curves from inverted models are drawn with colour 
scale. The scale is bound to normalised misfit of the inverted models. The lowest normalised misfit stands for the 
άōŜǎǘέ ƳƻŘŜƭǎ ŀƴŘ ǾƛŎŜ ǾŜǊǎŀΦ {ǳōŦƛƎǳǊŜǎ ŘƛŦŦŜǊ ǿƛǘƘ ǘƘŜ wŀȅƭŜƛƎƘ ǿŀǾŜ ŜƭƭƛǇǘƛŎƛǘȅ ƳƛǎŦƛǘ ǿŜƛƎƘǘ ƛƴ ǘƘŜ ƛƴǾŜǊǎƛƻƴΥ 
0.01 for (a); 0.5 for (b); 1.0 for (c). 
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Inverted S- and P-wave velocity profiles from the inversion with SL parametrisation are presented in 

Figure 16 and Figure 17. Note, that the velocity x-axis of the profiles is logarithmic. Though it may 

seem excessive right now, range of the y-axes was set to reach depth of 400 m. It was done to later 

match the depth needed for the ML model. In other words, to keep the figures of the SL and ML 

profiles consistent and easier to compare. 

 

Figure 16 shows S-wave velocity profiles. A significant velocity increase is consistently present for all 

EMWs (depth of 75 m to 80 m). These depths are solely the result of the inversion. As in the 

parametrisation, the interface was set up to be somewhere between the depths of 1 m and 1000 m 

(Table 1). The interface in depth of around 80 m was found also with the ML model parametrisation 

later and is in agreement with borehole log as well. Otherwise, the profiles look quite similar. The S-

wave velocities seem to be well and consistently constrained in both the surface layer and in the half-

space. 

 

 

 

 

 

 

 

 

 

 

 

 

a)      b)         c) 

Figure 16. Results of the single layer model inversion. S-wave velocity profiles are depicted. Inverted velocity 
profiles are drawn with colour scale. The scale is bound to normalised misfit of the inverted models. The lowest 
ƴƻǊƳŀƭƛǎŜŘ ƳƛǎŦƛǘ ǎǘŀƴŘǎ ŦƻǊ ǘƘŜ άōŜǎǘέ ƳƻŘŜƭǎ ŀƴŘ ǾƛŎŜ ǾŜǊǎŀΦ {ǳōŦƛƎǳǊŜǎ ŘƛŦŦŜǊ ǿƛǘƘ ǘƘŜ wŀȅƭŜƛƎƘ ǿŀǾŜ ŜƭƭƛǇǘƛŎƛǘȅ 
misfit weight in the inversion: 0.01 for (a); 0.5 for (b); 1.0 for (c). 
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Figure 17 depicts P-wave velocity profiles. The anticipated interface is again somewhere in depth of 

75 m to 80 m. The P-wave velocity values in the surface layer are significantly scattered for low EMW 

(Figure 17a), while they seem to be better constrained for higher EMWs (Figure 17b-c). The increased 

EMW (higher weight on the ellipticity) constrained the P-wave velocities in the surface layer. In 

contrast, high scatter of estimated P-wave velocities in the half-space is observed for all EMWs. 

Nevertheless, the well-constrained P-wave velocities in the upper layer were not expected, since the 

ambient noise wavefield consists predominantly of surface waves, and their velocities depend mostly 

on S-wave velocities. Therefore, the estimation of P-wave velocities usually ends up only with high 

uncertainty. However, it is not the case here. Firstly, as described above, the impact of the Rayleigh 

wave ellipticity on the inversion results is evident. Secondly, the low velocity scatter is also caused by 

the fact that the sandstones above the interface are mostly unsaturated. Hence, the P- to S-wave 

velocity ratio is low, which means ƭƻǿ tƻƛǎǎƻƴΩǎ Ǌŀǘƛƻ, and relatively limited range for the P-wave 

velocity. In contrast, when ǘƘŜ tƻƛǎǎƻƴΩǎ Ǌŀǘƛƻ ŀǇǇǊƻŀŎƘŜǎ лΦрΣ ǘƘŜ ǊŜƭŀǘƛƻƴ ōŜŎƻƳŜǎ ǎǘǊƻƴƎƭȅ non-

linear, and the velocity ratio goes to infinity. This is the case for the underlying claystones below the 

interface. 

 

 

 

 

 

 

 

 

 

 a)       b)         c) 

Figure 17. Results of the single layer model inversion. P-wave velocity profiles are depicted. Inverted velocity 
profiles are drawn with colour scale. The scale is bound to normalised misfit of the inverted models. The lowest 
ƴƻǊƳŀƭƛǎŜŘ ƳƛǎŦƛǘ ǎǘŀƴŘǎ ŦƻǊ ǘƘŜ άōŜǎǘέ models and vice versa. Subfigures differ with the Rayleigh wave ellipticity 
misfit weight in the inversion: 0.01 for (a); 0.5 for (b); 1.0 for (c). 
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7.1.5 Inversion results for multilayered parametrisation 

 

For sake of clarity, only one inversion run will be presented for the ML parametrisation, with EMW set 

to 0.01. The results are shown in Figure 18 and Figure 19. Figure 18 shows both Love and Rayleigh 

wave dispersion curves in a) and b), as well as the ellipticity in c). The fit between the observed data 

and synthetics is considerably good, simultaneously for both dispersion curves and the Rayleigh wave 

ellipticity (i.e., the fit is good across all subfigures 18a-b-c). It is a significant improvement with respect 

to the inversions with the SL model. As for the SL model, a good fit of the dispersion curves, resulted 

in a bad fit of the ellipticity curve, and vice versa. Regarding the ellipticity in Figure 18c, note, that the 

synthetic ellipticities for prevalent number of the best-fitting models follow the input ellipticity even 

with such a low EMW. The singularity (i.e., the retrograde/prograde transition) around 2.5 Hz in Figure 

18c was not observed for models with the lowest overall misfit. This observation is in contrast with 

the SL model inversion, if the EMW was also 0.01. In that case, most of the generated SL models 

showed distinct singularity. Position of the singularity on the frequency axis is the same for both SL 

and ML parametrisation. The ellipticity fit for the ML model (Figure 18c) between frequencies of 4 Hz 

and 10 Hz is considerably better than it was for all three SL inversions (see Figure 15 for comparison). 

 

 

 

 

 

 

 

 

 

  a)        b)         c) 

Figure 18. Results of the multilayered model inversion: Love wave dispersion curve (a); Rayleigh wave dispersion 
curve (b); Rayleigh wave ellipticity (c). In each subplot, the input curve is marked with black, dotted curve. 
Synthetic curves from inverted models are drawn with colour scale. The scale is bound to normalised misfit of 
the inverted models. The lowest normalised misfit stands for the άōŜǎǘέ ƳƻŘŜƭǎ ŀƴŘ ǾƛŎŜ ǾŜǊǎŀΦ ¢ƘŜ wŀȅƭŜƛƎƘ 
wave ellipticity misfit weight in the inversion was 0.01. 
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Figure 19 depicts velocity profiles inverted with the ML parametrisation (P-waves on the left, S-waves 

on the right). At the depth of almost 80 m, there is an abrupt and significant increase of both P- and 

S-wave velocities that can be attributed to the sandstone-claystone interface inferred from the 

borehole log. So, this result is very similar to that of the much simpler SL model (Figure 16 and Figure 

17). There is also a considerable decrease in resolution of P- and S-wave velocities below this interface. 

Thus, it is no more possible to make serious deductions about the velocities bellow this interface. 

Moreover, the velocity estimates are also scattered in the uppermost layer, since the input Love and 

Rayleigh wave dispersion curves are band limited. That is, they were not retrieved for frequencies high 

enough to sufficiently image those shallowest few meters. 

 

 

The P-wave velocities for models with the lowest relative misfits (grey) do not even exceed 1 000           

m s-1 in the uppermost 60 m (see Figure 19c for closer view), which strongly supports our assumption 

that the sandstones are mostly unsaturated at this depth range. Note that the P-wave velocity in fresh 

water at atmospheric pressure is higher than 1 450 m s-1. So that the presence of groundwater in the 

porous sandstones would cause the P-waves to travel at least at that speed. It is also interesting to 

compare the S-wave velocities below the sandstone-claystone interface with the result from the SL 

Figure 19. Results of the multilayered model inversion. P-wave (a) and S-wave (b) velocity profiles are depicted. 
Inverted velocity profiles are drawn with colour scale. The scale is bound to normalised misfit of the inverted 
ƳƻŘŜƭǎΦ ¢ƘŜ ƭƻǿŜǎǘ ƴƻǊƳŀƭƛǎŜŘ ƳƛǎŦƛǘ ǎǘŀƴŘǎ ŦƻǊ ǘƘŜ άōŜǎǘέ ƳƻŘŜƭǎ ŀƴŘ ǾƛŎŜ ǾŜǊǎŀΦ ¢ƘŜ wŀȅƭŜƛƎƘ ǿŀǾŜ ŜƭƭƛǇǘƛŎƛty 
misfit weight in the inversion was 0.01. Additionally, details of the upper 60 m are appended, for both P-waves 
(c) as well as S-waves (d). 

a)            b) 

  c)            d) 
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model inversion. Here, in Figure 19b and 19d, the S-wave velocities increase gradually with depth, 

while the resolution decreases. This velocity trend is in general agreement with the idealised 1-D Earth 

model, although the velocity scatter is significant. In contrast, when looking at the inverted SL model 

velocity profiles under the interface, there is only the half-space with uniform speed. This result from 

the SL model inversion may seem to be less scattered and more reliable than the result acquired with 

the ML parametrisation. But below the Konice site, there is no such a thick layer with constant velocity. 

Therefore, the estimated half-space velocity for the SL model is likely an artefact of the oversimplified 

parametrisation. 

 

From the inversion result with the ML input model, a representative selection of 41 output models 

was made (RS models). The selected models are not only those with the lowest overall misfit, but the 

models with higher misfits are present as well, in order to take into account the uncertainty. The 

results with the lowest overall misfits do not give a good estimate of uncertainty using the 

neighbourhood algorithm, since this algorithm generates a lot of models very close to the best one. 

Hence, this selection was done to get clearer idea of the result robustness, especially with respect to 

the depth resolution. P- and S-wave velocity profiles of the RS models are plotted in Figure 20. Profile 

with the lowest misfit is drawn with red. From depth of around 120 m down below, the results for 

both P- and S-waves diverge gradually, which suggests very limited resolution ς the results cannot be 

meaningfully interpreted below these depths. 

 

 

 

Figure 20. Resulting velocity profiles of inversion with the multilayered model. Representative selection of 41 
models is shown. On the left is the P-wave velocity profile, and on the right is the S-wave velocity profile. Red 
ŎǳǊǾŜ ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ ƭƻǿŜǎǘ ǊŜƭŀǘƛǾŜ ƳƛǎŦƛǘΣ ƛΦŜΦΣ ǘƘŜ άōŜǎǘέ ƳƻŘŜƭΦ 5ƻǿƴ ōŜƭƻǿ ŦǊƻƳ ŘŜǇǘƘ ƻŦ ŀǊƻund 120 m (black 
dashed line), the resolution deteriorates rapidly. Blue dashed curve shows S-wave velocity constraint of the input 
model (not shown for the P-waves as their velocity was in fact determined by the S-waves). 
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Resulting models of the ML model inversion helped us to answer two questions that raised during the 

f-k analysis: 1) Possible convergence of the first two modes at frequency of around 2.5 Hz; and 2) An 

isolated nth mode was clearly present at frequencies from 6 Hz to 10 Hz, with phase velocities above 

1 000 m s-1. Figure 21 provides answers to both questions. Left subplot shows histogram, from which 

the Rayleigh DC was picked (this curve picking is reminded in subplot on the right). But now, the 

histogram is drawn together with synthetic Rayleigh DCs for first eight modes, which are calculated 

from the RS models. The first two modes get very close to each other at the 2.5 Hz, which is in 

agreement with our hypothesis. Moreover, the dispersion curve of the unidentified mode could be 

addressed. It is evident from this left subplot of Figure 21 that it corresponds to the 5th higher mode. 

Note, that the 3rd and 4th higher mode almost overlap with each other. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21. Left: synthetic Rayleigh wave dispersion curves for first eight modes, plotted over histogram acquired 
from measured data. The mode curves are calculated from representative selection of 41 models, which were 
inverted from data acquired at the Konice site. Note the convergence of the fundamental and first higher mode 
at around 2.5 Hz and the presence of the fifth higher mode in the histogram. Right: The same histogram as on 
the left but only with the picked Rayleigh wave dispersion curve. This curve was used as an input parameter for 
the inversion. 
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7.1.6 Elastic moduli estimate 

 

To utilise the inversion results for purposes of the rock tower studies, determination of elastic moduli 

was needed. Firstly, tƻƛǎǎƻƴΩǎ Ǌŀǘƛƻs ’ were determined from the inverted P-wave velocities ὠ and S-

wave velocities ὠ: 

 

’
ὠ ςὠ

ςὠ ὠ
Ȣ χȢρ 

 

Secondly, ̧ ƻǳƴƎǎΩǎ ƳƻŘǳƭǳǎ Ὁ and shear modulus Ὃ could be estimated, also using the density ”: 

 

Ὁ
”ὠ ρ ’ ρ ς’

ρ ’
ȟ χȢς 

 

Ὃ
”ὠ ρ ς’

ςρ ’
Ȣ χȢσ 

 

The moduli Ὁ and Ὃ were calculated for each of the six layers in depths from 15 m to 75 m, for each 

of the 41 RS models. This depth interval was chosen because it seems that it clearly corresponds to 

the competent sandstone, and it is still above the anticipated sandstone-claystone interface. In total, 

н ϝ нпс ǾŀƭǳŜǎ ǿŜǊŜ ŜǎǘƛƳŀǘŜŘ ŦƻǊ ōƻǘƘ ǘƘŜ ¸ƻǳƴƎΩǎ ŀƴŘ ǎƘŜŀǊ ƳƻŘǳƭƛΦ wŜǎǳƭǘƛƴƎ ƘƛǎǘƻƎǊŀƳǎ ŀǊŜ 

presented in Figure 22. 

 

 

  

Figure 22Φ 9ƭŀǎǘƛŎ ǇŀǊŀƳŜǘŜǊǎ ŜǎǘƛƳŀǘŜŘ ŦƻǊ ǎŀƴŘǎǘƻƴŜǎ ŀǘ ǘƘŜ ǎƛǘŜ YƻƴƛŎŜΦ ¸ƻǳƴƎΩǎ ƳƻŘǳƭƛ Ὁ on the left and shear 
moduli Ὃ on the right. Geometric means were calculated for both these values to get their single-valued 
representative estimates. The estimates are presented in Table 1, together with their corresponding geometric 
standard deviations. 
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As it would be impractical to operate with hundreds of numbers from the histograms in Figure 22, two 

single-valued parameters were used later for rock tower studies. The two values are geometric means 

of parameters from the two histograms in Figure 22. They are presented in Table 3, including their 

corresponding geometric standard deviations. 

 

 

 Geometric Mean Ⱨ▌ (GPa) Geometric Std Ɑ▌ (GPa) Ⱨ▌ Ɑ▌ϳ  Ⱨ▌ Ɑz▌  

Young's Modulus 1.53 1.37 1.12 2.09 

Shear Modulus 0.59 1.37 0.43 0.80 

Table 3. Geometric means of the Young's and Shear moduli with their corresponding standard deviations. 
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7.2 Kapelník rock tower 

 

After obtaining the elastic parameters, we chose rock tower named Kapelník to be analysed in more 

detail. Kapelník rock tower is surrounded by hilly terrain and its base is indented in a steep slope (see 

Figure 23). Although the altitude of the tower is known, it was difficult to accurately define the base 

and thus the exact height of the tower (that is vibrating part of the tower, henceforth, for simplicity, 

height of the tower). Figure 23a shows an aerial image of the tower, while Figure 23b depicts a 

schematic view from the south-east. In both pictures, the seismic stations are marked with white 

triangles. The shape of Kapelník is roughly cuboidal. Its longest axis is oriented vertically and is much 

longer than the other two. Orientations of these two axes are approximately in NE-SW and NW-SE 

directions (Figure 23a). Their respective lengths are around 8 m and 18 m. 

 

 

 

 

Figure 23Φ όŀύ !ŜǊƛŀƭ ǾƛŜǿ ƻŦ ǘƘŜ YŀǇŜƭƴƝƪ ǊƻŎƪ ǘƻǿŜǊΦ άY!tέ ǎǘŀǘƛƻƴǎ ǿŜǊŜ ǇƻǎƛǘƛƻƴŜŘ ŀǘ ǘƘŜ ǘƻǇΦ ¢ƘŜ ƻǘƘŜǊΣ 
reference stations, were placed below the tower, at the presumed bedrock; (b) Schematic view of Kapelník from 
the south-east with a possible fracture in the bedrock (dashed line). Probable impact of this fracture is mentioned 
later. Seismometer positions are marked with white triangles. 

a)                  b) 

? 
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Numerous pairs of simultaneous recordings at the top of the tower and at the presumed bedrock at 

its foot were made. KAP001 and KAP002 were placed on top of the tower. The other two stations 

(KAR001, KAR002) were placed under the most exposed part of the tower at the presumed bedrock 

at different altitudes. These four stations were simultaneously recording for 1 hour. The experiment 

was performed at the end of September 2019. Stations KAR102 and KAR003 were set up in March 

2021 and were simultaneously recording for 4 hours. The locations of stations KAP001, KAP002 and 

KAR001 were just roughly estimated from the aerial image, since the DGPS equipment was not 

available for this experiment. These estimates are likely biased due to distortions of the aerial image 

by the complex topography. The locations of KAR102 and KAR003 were measured with DGPS, and the 

location of KAR002 was exactly the same as of KAR102. 

 

The data processing was relatively straightforward. HVSR and TFPA were run for every single station, 

whereas SRSR was carried out for each simultaneous site-to-reference recording. In this case, the 

HVSR analysis did not bring valuable information and these results were omitted. The reason is that 

the wavefield present in the tower is very complicated. For instance, the wavefield consists mostly of 

tower oscillation frequencies and not of the Rayleigh waves, which are a proxy to the Rayleigh wave 

ellipticity. Moreover, vertical amplification of the tower is also present (shown later), while HVSR 

assumes stable Z component. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



40 
 

7.2.1 Results of polarisation analysis 

 

Figure 24 shows polar plots from TFPA for the two stations placed atop of Kapelník (KAP001 in Figure 

24a, KAP002 in Figure 24b). An aerial view of the tower with approximate oscillation directions is in 

Figure 24c. In Figure 24a-b, the polar plots show azimuths and frequencies of tower oscillations. The 

azimuth is measured clockwise from north. The frequency increases with radial distance from centre 

of the plot (labels with white background). Colour scale shows, how often an oscillation occurs for a 

particular azimuth-frequency pair, relatively to the others. The warmer is the colour, the more 

frequent is the tower oscillation in that direction and on that frequency. Complementary plots of TFPA 

results for these two stations are shown in Appendix A. It is evident from Figure 24a-b, that the tower 

oscillates in two mutually perpendicular directions in several narrow frequency bands. In particular, 

the tower oscillates along axes 30°-210° and 120°-300° (more details shown below in Figure 25). These 

directions are in agreement with orientations of the horizontal axes of the tower and they are further 

denoted as NE-SW and NW-SE directions. In the NE-SW direction, we could reliably estimate 

frequencies of around 0.8 Hz and 4 Hz. In the NW-SE direction, only a single oscillation frequency was 

observed at frequency of around 2 Hz. 

 

 

 

a)       c) 

b) 

Figure 24. Polar plots in (a) and (b) show results of time-frequency polarisation analysis for stations KAP001 and 
KAP002 (placed at the tower). Compare the plots with (c), which shows an aerial view of Kapelník with expected 
main oscillation directions (red cross). Note the match between (a) and (b) with (c). Seismometer positions are 
marked with white triangles. 
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Also note, that KAP002 in Figure 24b shows oscillation directions twisted c. 10° anticlockwise, when 

compared with the KAP001 in Figure 24a. This was likely caused by difficulties to properly align the 

sensor at the top of the tower. In addition, Figure 25 depicts frequency-dependent mean strike angles 

of the polarisation ellipse. Thus, it allows to accurately determine oscillation directions (azimuths) at 

the three picked frequencies. Apart from the stations at the top of the tower, the mean angle is also 

plotted for the base station KAR002. For KAP001 and KAR002, the oscillation azimuths can be 

estimated to 32°-212° and 122°-302°. Note, that this estimate is slightly deteriorated for KAR002. 

Similarly, for KAP002, the oscillation axes are 20°-200° and 110°-290°. These accurate rotations will be 

used later during the SRSR processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 25. Frequency-dependent mean strike angles of the polarisation ellipse for selected stations. Four constant 
lines are plotted for easier determination of the mean angles of the tower oscillation frequencies at 0.8 Hz, 2 Hz 
and 4 Hz. 
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7.2.2 Results of site-to-reference spectral ratio 

 

Figure 26 shows spectral ratios for four site-to-reference station pairs. Each subplot stands for spectral 

ratios of a particular seismogram component. Based on the results from TFPA, the N and E 

components were rotated in accordance with the angles picked from Figure 25 to decouple the 

oscillations more clearly. Thus, the layout of spectral ratios of individual components in Figure 26 is as 

follows: a) NE-SW components; b) NW-SE components; and c) Z components. Spectral ratios marked 

with the red and green curves come from station at the top of the tower and at the bedrock. As 

expected, they show the highest spectral ratios, i.e., the highest amplification. And the blue and black 

curves are spectral ratios of the stations placed beneath the tower (see legend in Figure 26 for station 

names). Throughout all the ratios and components in Figure 26, two spectral peaks at 0.8 Hz and 4 Hz 

are most distinct on the NE-SW azimuth component, indicating oscillations in that direction. The 0.8 

Hz peak reveals relative amplification (spectral ratio) to be around 110 times on this frequency. Also, 

there is one more distinct peak at frequency of around 2 Hz that shows maximum amplification (i.e., 

oscillation) on the NW-SE azimuth component. Note, that these assumptions are in accordance with 

the observations resulting from the TFPA. Moreover, the SRSR data have also brought three 

interesting questions: 1) Although the three spectral peaks came as no surprise for the horizontal 

components (NE-SW, NW-SE directions), it is interesting that they are present on the same frequencies 

also on the vertical spectral ratios (Figure 26c). That is, we have initially assumed that the tower, which 

is a high and slender structure, oscillates predominantly in the horizontal directions. Though this 

vertical amplification is lower than that in the horizontal directions, it still means that the tower 

vibrates also in vertical direction. This amplification is most visible for the frequencies at 0.8 Hz and 2 

Hz; 2) The peaks of the KAR102/KAR003 spectral ratio (black curve) are observed at slightly different 

frequencies, when compared with the other spectral ratios (red, green, and blue curves). A possible 

interpretation is that the data come from an additional measurement, which was carried out in 

different season (early spring 2021 vs. early fall 2019). Moreover, the spectral peaks of this additional 

measurement follow different trends. It is well visible from the Z component spectral ratios in Figure 

26c, especially for peaks at frequencies of 0.8 Hz and 2 Hz. When compared with the three 

corresponding peaks from the earlier measurement, the peak at 0.8 Hz is shifted to higher frequencies, 

whereas the peak at 2 Hz is shifted to lower frequencies. The different trends of these shifts are quite 

anomalous, and we could not find satisfying explanation for this observation; and 3) Site-to-reference 

spectral ratios should approach unity at frequencies in the low-frequency limit, as the corresponding 

wavelengths are very long, when compared to the interstation distance. Hence, both stations should 

record very similar motions at these very low frequencies, and the resulting spectral ratio should be 

close to unity. But this is not the case in Figure 26a-b, i.e., on the horizontal components, and we did 

not find a clear reason for this observation. To give a more obvious answer to the questions 1), 2) and 

3), we would need to carry out much deeper investigation, probably involving numerical modelling. 
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c) 

Figure 26. Results of site-to-reference spectral ratio analysis of selected Kapelník data. Spectral ratios of four 
station pairs are presented for components with: (a) NE-SW azimuth; (b) NW-SE azimuth; (c) Z orientation 
(vertical). 

a) 

b) 
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7.2.3 Euler-Bernoulli beam results and comparison with the on-site results 

 

Prior to the analytical calculations, we had to determine whether the tower deforms primarily by 

bending or by shearing, in order to choose between the Euler-Bernoulli or Timoshenko beam theory. 

This was decided by the ὅ parameter, which reached maximum value of around 0.2 in this case. The 

value varied as we examined different tower heights since the terrain geometry is complex at its base. 

However, the ὅ still indicated predominant bending deformation. Therefore, the Euler-Bernoulli beam 

theory was used. Oscillation frequencies were calculated for several modes, for both directions of the 

horizontal tower axes and for a broad range of possible tower heights. Afterwards, these results were 

compared with the results from on-site measurements (oscillation frequencies picked from TFPA and 

SRSR). As the on-site frequencies are very similar, they will be presented as one result (0.8 Hz, 2 Hz, 4 

Hz). It was possible to reliably assign mode numbers to these three frequencies acquired from the on-

site measurements. In Figure 27, there is a comparison of the calculated (solid and dotted lines) and 

on-site data (constant dash-dotted lines). The dotted envelopes stand for standard deviations of the 

ŜǎǘƛƳŀǘŜŘ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎΦ Only those eigenfrequencies are plotted, which could be clearly assigned 

to the on-site measurements. Possible tower heights are on the x-axis since this parameter is 

uncertain. Moreover, there is probably no sharp interface between the tower and the bedrock. 

 

 
Figure 27. Results from the Euler-Bernoulli beam theory (model) and from the on-site data (observed). The 
eigenfrequencies are shown for tower oscillations in the NE-SW direction for fundamental (f0) and first higher 
mode (f1), and in the NW-SE direction for the fundamental mode (f0). Solid curves show the model data, while 
their dotted envelopes represent geometric standard deviations of the ŜǎǘƛƳŀǘŜŘ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎΦ /ƻƴǎǘŀƴǘ 
dash-dotted lines show the observed data, processed with TFPA and SRSR. As results from the two processing 
methods were almost the same, they are presented as joint values. The vertical black line emphasizes match of 
the model and observed data for both oscillation directions of the fundamental mode f0 (green and blue curves). 
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When considering the match between the on-site measurements and the analytical calculations, 

following summary about the height of Kapelník can be made. On one hand, height of the most 

exposed part of the tower is 32 m. It is the vertical difference between the top of the tower and the 

position of KAP002 (KAP102) (see Figure 23b to make a better picture). On the other hand, the height 

estimate from ǘƘŜ ƳŜŀǎǳǊŜŘ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎ ŀnd eigenfrequencies (Figure 27) gives a range from 33 

m to 45 m. This comes from the mutual match of on-site and calculated data (Figure 27), with respect 

ǘƻ ǘƘŜ ƎŜƻƳŜǘǊƛŎ ǎǘŀƴŘŀǊŘ ŘŜǾƛŀǘƛƻƴǎ ƻŦ ǘƘŜ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎΦ The height inconsistence between the 

fundamental and first higher mode in Figure 27 is probably caused by not perfectly rectangular shape 

of the tower and by its inhomogeneity. If considering only the fundamental eigenfrequencies, this 

possible height range becomes much narrower. This match of fundamental eigenfrequencies is 

emphasized with vertical black line in Figure 27. They match at height of around 36 m to 37 m, which 

is still more than the apparent height of the tower. Also note, that the tower does not stand on a 

planar bedrock but on a steep and exposed cliff which is most probably vertically fractured. With 

fracture strikes in the NE-SW and NW-SE direction, i.e., in agreement with general trend of fracture 

orientations in that region (see e.g., Kǻrková et al., 2019). Moreover, these directions agree with that 

of the horizontal axes of Kapelník. Therefore, the tower can continue below the surface and oscillate 

along that predisposed fault planes. One such planar, vertical fracture is probably located just at the 

ǘƻǿŜǊΩǎ ƴƻǊǘƘ-eastern foot and is oriented in the NW-SE direction, so parallel with one of the tower 

axes. The fracture is visible from the surface but its direct impact on tower oscillations remains 

unresolved. To make a better picture of this fracture, see the dashed line in Figure 23b or refer to 

photos in Appendix B. To sum it up, a possible interpretation is that the tower oscillates predominantly 

in the exposed part. And down below its foot, the amplification diminishes gradually. 
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8 Discussion 
 

The mean ̧ ƻǳƴƎΩǎ ƳƻŘǳƭǳǎ Ὁ determined at Konice was 1.53 GPa (see Table 3), which is in accordance 

with the work of Geimer et al. (2020). The authors analysed 17, mostly Jurassic, sandstone arches in 

Utah with in-situ, non-invasive ambient vibration techniques and numerical modelling. They estimated 

¸ƻǳƴƎΩǎ ƳƻŘǳƭƛ ƻŦ ǘƘŜ ŀǊŎƘŜǎ ǘƻ ǊŀƴƎŜ ŦǊƻƳ лΦу Dtŀ ǘƻ у DtŀΦ However, there is an apparent difference 

in the studied rock formations. While Geimer et al. (2020) retrieved elastic parameters of free-

standing rock arches (i.e., effective Ὁ of an arch), we did this estimate for a layered rock in the 

subsurface (i.e., effective Ὁ of competent strata). In general, laboratory samples (i.e., small volume) 

show different physical properties with respect to voluminous rock masses, e.g.Σ ǘƘŜ ¸ƻǳƴƎΩǎ ƳƻŘǳƭǳǎ 

of the laboratory sample is usually higher for the same type of rock (e.g., Moore et al., 2019). Possible 

reason for these variations is an absence of sparse large-scale cracks which might be present in the 

rock mass, but not necessarily in a laboratory sample. An absence of confining pressure and resulting 

loss of coherence after sample extraction can also affect the estimates. We presume that the effective 

Ὁ of Kapelník is likely lower than the effective Ὁ at Konice site, as Kapelník is exposed to weathering. 

However, we still used Ὁ determined from the competent sandstone at Konice for the calculation of 

eigenfrequencies of the Kapelník rock tower. Considering the mutual fit of on-site and model data for 

fundamental frequencies in Figure 27, it is clear that Ὁ estimated at Konice is similar to that of the 

Kapelník tower. As this fit (emphasised by the vertical black line) suggests that the tower height is 

between 35 m and 36 m (note that the altitude of the base is not clear). The height of the exposed 

part of Kapelník is around 32 m which is an obvious lower limit for the tower height (this is an 

approximate distance between the exposed foot and the top, see Figure 23b). Hence, the Ὁ modulus 

was also calculated inversely for tower height of 32 m using Equation 4.4, for the both fundamental 

eigenfrequencies determined by the on-site measurements. Such reduction of the height estimate 

results naturally to a lower estimate of Ὁ, which can be understood as a lowest possible Ὁ of our 

model of the Kapelník rock tower. In particular, the ̧ ƻǳƴƎΩǎ ƳƻŘǳƭƛ for height of 32 m would be: 1) Ὁ 

= 0.8 GPa for the 0.8 Hz NE-SW oscillation frequency; and 2) Ὁ = 0.99 GPa for the 2.0 Hz NW-SE 

oscillation frequency. While the estimates 1) and 2) give an idea about the lower limit of Ὁ, the upper 

limit of Ὁ remains unresolved, as the base of Kapelník is not known. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 



47 
 

9 Conclusion 
 

Combination of on-site measurements with beam theory can bring valuable information about rock 

towers behaviour. We demonstrated it on the Kapelník rock tower, where we analysed on-site seismic 

data from the top of the tower and from its foot. These data were processed with the particle motion 

polarisation analysis and the site-to-reference spectral ratios. The P- and S-wave velocities of 

competent sandstones at the site Konice were successfully estimated in-situ from the ambient noise 

array measurement. The estimate of P-wave velocities was possible as we used both Love and Rayleigh 

wave dispersion curves, supplemented by the Rayleigh wave ellipticity. From the retrieved P- and S-

wave velocities, corresponding elastic parameters were calculated and later utilised in the Euler-

Bernoulli beam theory. At the end, we managed to estimate directions and frequencies of tower 

oscillations for first two modes. We can also conclude that the tower deforms predominantly by 

bending and that it is firmly bonded with the bedrock. The latter was inferred from mutual agreement 

of the measurement results with the beam theory calculations. However, some conditions must be 

met for this approach. The tower must be describable by a common regular shape, for which the beam 

theory can be used. Also, at least some of the dimensions and elastic parameters must be known a 

priori. In our case, the worst determined variable was probably the height, as the tower is indented 

into steep slope and its base could be just assumed. Apart from that, another observation that remains 

unexplained is the vertical amplification of the tower. Though we investigated only one tower in that 

area, this thesis can bring motivation for further research. A possible topic includes monitoring of 

seasonal variations of ǘƻǿŜǊΩǎ response and related possible changes in the internal structure. This 

might be evident also from measurements carried out at the foot of a tower, as was demonstrated at 

Kapelník. 
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11 Appendices 
 

Appendix A Complementary results for KAP001 and KAP002 stations 

 

 

 

 

 

 

 

 

 

Figure A1. Complementary plots for results of the particle motion polarisation analysis. Station KAP001 in (a)-(b) 
and station KAP002 in (c)-(d). Plots (a) and (c) show frequency vs. ellipticity of the polarisation ellipse. Polar plots 
(b) and (d) show frequency vs. dip of the polarisation ellipse. Here, occurrence of zero dip (i.e., horizontal particle 
motion) would be plotted on a horizontal line crossing centre of the polar plot. Corresponding colour scales 
express relative occurrence of the plotted parameter pairs during the measurement. The warmer is the colour, 
the higher is the relative occurrence. 

a)               b) 

c)               d) 
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Appendix B NW-SE striking fracture under the Kapelník rock tower 

 

 

 

 

 

 

 

 

 

 

 

Figure B1. View of the Kapelník rock tower from south-east. The white arrow points on the fracture under the 
foot of Kapelník. See Figure B2 for closer view. 

SW NE 



53 
 

 

 

SW NE 
 

Figure B2. View of the Kapelník rock tower from south-east. The white arrow points on the fracture under the 
foot of Kapelník. 


