
We create more training data for the optical music recognition (OMR)
task by generating artificial images of the music symbols.

We follow up Mashcima and the model J. Mayer trained on it. We take
the Rebelo dataset (dataset of music symbol images), adjust it with some
computer vision methods, and train generative neural networks (above all,
variational and adversarial autoencoders) on it.

By replacing some original images in Mashcima input with ones generated
by those networks, we get more general performance from the model: For
slightly worsening on the original dataset (CVC-MUSCIMA), we get much
better results on the PrIMuS dataset. Also, we create very realistic synthetic
images of music symbols.


