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Introduction
The main goal of this thesis is to study neutral pions produced in collisions of
Ag + Ag with kinetic beam energy 1.58 A GeV with the HADES experiment.

This was possible due to the newly installed electromagnetic calorimeter which
was used successfully in the experiment. The collected data allowed for multi-
differential analysis on π0 to study its multiplicity and directed as well as elliptic
flow.

The measured pion yield is important for the normalization of the dielectron
data obtained in the same experiment. The low-energy region of the invariant-
mass spectra of dielectrons is dominated by the decay products of neutral pions.

The first chapter introduces the theoretical background, including the moti-
vation for studying pion production in heavy ion collisions.

The next chapter describes the HADES experiment, briefly discussing each
HADES subsystem. This chapter is base on corresponding TDR and description
of the experimental setup published by HADES members elsewhere.

My main contribution to the Ag + Ag experiment is described in third, fourth
and fifth chapters.

The third chapter covers the working principle and calibration of ECAL in
detail.

The fourth chapter describes the analysis procedure used to extract π0 mul-
tiplicity and the study of efficiency and acceptance correction.

The fifth chapter is devoted to the results of the π0 yield and flow analysis
and their discussion.

On my side, much work has been done not only in physics analysis but also
in taking shifts during a beam time, preparation of ECAL modules, shielding
PMTs, installing a small quantity of programming for read-out boards, and many
other actions that are needed to make the calorimeter fully operational during an
experiment.
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1. Overview

1.1 Strongly interacting matter
There are four fundamental forces in our world, namely gravitational, electromag-
netic, weak, and strong. Gravity can be described macroscopically via General
Relativity. For electromagnetic interactions, there is a quantum field theory,
quantum electrodynamics, which is the most precisely predicted and tested the-
ory in physics today. The weak interaction is responsible for the β decay and
the decay of pions, muons, and strange particles. Along with the electromagnetic
force, the weak force is also part of a Standard model; both forces were unified as
parts of an electroweak force. The strong force governs the structure of atomic
nuclei and their ingredients, hadrons, which themselves consist of quarks[1]. It is
described by a quantum field theory called Quantum Chromodynamics (QCD).

In the Standard Model, the propagation of charges associated with each of
the fundamental forces is mediated by specific particles, namely gluons for strong
interaction, photons for electromagnetic interaction, and W +, W −, and Z bosons
for weak interaction. However, the Higgs boson differs from these gauge bosons
as it plays a crucial role in generating particle mass; see Fig. 1.1

Figure 1.1: Elementary particles in Standard Model. Taken from [2].
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Figure 1.2: History of the universe. Taken from [3]

1.2 QCD Phase diagram
The QCD phase diagram is used to characterize nuclear matter schematically
drawn in Fig. 1.3.

Figure 1.3: Sketch of the phase diagram of QCD matter including data points in
T and µB describing the final chemical freeze-out from grand canonical statistical
model [4].

The properties that characterize nuclear matter are the temperature T and
baryochemical potential µB. The latter measures the difference between matter
and antimatter produced during heavy-ion reactions. Matter can exist in different
phases depending on the temperature and compression of the system, such as the
hadronic phase, where quarks and gluons are confined to hadrons, the quark-
gluon plasma phase, where they are deconfined, and there are also exotic phases
of matter.

Whether a first-order phase transition or a critical point exists between the
two phases of nuclear matter is presently unknown, as the critical point has yet
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to be identified. On top of this knowledge, the QCD phase diagram of matter is
primarily based on the theory [5],[6].

The matter at extreme temperatures, in reality, existed for 10 microseconds
after the Big Bang, see Fig. 1.2. On the other hand, there is a common belief,
that matter in the interior of neutron stars have medium temperature and high
baryon density. Moreover, in 2017 it was detected with gravitational waves that
matter at high densities exists in neutron star merges[7]. This form of matter can
also be accessed in laboratory settings through heavy-ion collisions at relativistic
energies.

Following stages of heavy-ion collisions could be identified: nucleon-nucleon
collision, fireball formation, adiabatic expansion, and the freeze-out phase, in-
cluding chemical and later kinetic freeze-out.

The way to learn about the QCD phase-space diagram is by probing different
regions with heavy-ion collisions in different energy ranges and using different
geometry.

One of the extreme scenarios is a very high-energy collision; for example,
at LHC, when √

sNN reaches 2 TeV for heavy-ion collisions, the two colliding
nuclei are very Lorentz contracted. When nuclei pass through each other within
a certain fraction of the femtometer in time, a symmetric amount of particles
and antiparticles is created, which leads to a very low or vanishing baryochemical
potential. Another extreme scenario is the lower energy in the √

sNN from 1 GeV
to 5 GeV, which is accessible at the GSI facility. There nuclei have a much
lower Lorentz contraction and are slowly moving toward each other. The system
requires approximately seven fm/c for two nuclei to pass through each other.
During nuclear stopping, a large amount of nuclear matter and a small fraction
of antimatter can be produced in similar quantities. The high-density matter
with a moderate temperature in the collision zone can be further connected to
the matter produced in the neutron star merger.

From Lattice QCD, it has been calculated that a smooth crossover exists at
the vanishing chemical potential [8]. If a first-order phase transition is found with
high baryochemical potential, there should be a critical point.

1.3 Equation of state
The Equation-of-State (EOS) relates the total energy of the system to bulk ob-
servables, including pressure p, temperature T , density ρ, and the number of
particles N .

Assuming an equilibrium state during the expansion of nuclear matter, the
center-of-mass energy per nucleon of the reaction can be divided into three distinct
components: the internal thermal energy Eth, the compression energy EC , and
the ground-state energy E0.:

E = Eth + EC + E0. (1.1)
The Bethe-Weizsacker formula provides a value of approximately −16 MeV for
the binding energy of the ground state, with an average density of ρ0 ≈ 0.16 fm-3

[9]. At zero density (ρ = 0), the binding energy is zero because the nucleons are
entirely separated. As a result, two points on the EOS are already established.
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Figure 1.4: Energy per baryon
of nuclear matter relating to the
density given in units of,ρ0=
0.15 nucleons/fm3. The reac-
tion cycle is denoted by 1 (before
interaction), 2 (maximum com-
pression), and 3 (expansion to-
wards freeze-out). During stage
2, the internal energy is dis-
tributed between thermal energy
(ET ) and compression energy
(EC). Taken from [10].

The question of nuclear compressibility has drawn much attention. The com-
pressibility factor K quantifies how much energy per nucleon one needs to com-
press matter and is defined as the second derivative of the energy with respect to
ρ:

K = −V
dp

dV
= 9ρ2 ∂EC

∂ρ2

⃓⃓⃓⃓
⃓
ρ=ρ0

. (1.2)

EOS is generally called soft if K < 290MeV and stiff in the opposite case.
The equation of state also plays an essential role in our understanding of astro-

physical processes such as supernova explosions or the composition and structure
of neutron stars. One of the tests to see if EOS is soft or stiff is the upper limit of
the neutron star mass, since these quantities are connected [11]. The other ways
to test are connected to heavy-ion collision observables, such as meson production
and collective flow.

There have been many studies in support of soft EOS [12], [13]. However, this
assumption is challenged by recent studies of particle flow in HIC in favor of stiff
EOS [14] [15], making the conclusion on EOS ambiguous.

This equation of state is used when comparing the results with model simu-
lations.
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1.4 Heavy-ion collisions

Figure 1.5

The baryochemical potential and temperature are collective thermodynamic prop-
erties that describe the macroscopic state of a medium. These quantities cannot
be measured directly. Although the temperature at the kinetic freeze-out can be
obtained from the kinetic distributions of the measured particles using the func-
tions, the baryochemical potential can be obtained for the chemical freeze-out
using a Statistical Hadronization Model[16].

Figure 1.6: Schematic depiction of the time evolution of an Ag+Ag@1.58A GeV
collision with an impact parameter of 3 fm simulated with UrQMD [17]. Nucleons
that have not interacted(spectators) are depicted in light grey, and those that
interacted (participants) are depicted in orange. Mesons and baryons are shown
in blue and red, respectively. Credit to B.Kardan [4].

The time evolution of the collision can be schematically shown in Fig. 1.6
with the following stages:

• Initial stage The two nuclei in a ground state, where its configuration is
approximated as frozen, approach each other, being Lorentz contracted.

• High-Density stage The kinetic energy of the colliding nuclei is trans-
formed into compression energy, and the highest density is achieved in this
phase.
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• Expansion stage With the high pressure of the created medium in a colli-
sion place, the system expands rapidly with a decrease in temperature and
density. Due to the pressure gradient, the system can experience hydrody-
namic effects such as flow,

• Freeze-out stage At some point, expansion has progressed so that inelastic
particle-particle interactions will cease due to an increase in mean nucleon
distances. Except for resonance decay, the chemical composition of the
particles remains unchanged regarding the strong interaction, except for
short-lived resonances. Although it can still change through electromagnetic
and weak decays, this time point is known as a chemical freeze-out. At some
later stage, the elastic interaction between particles also ceases. After this
point, termed kinetic freeze-out, the moment of the particles is unchanged
again except for electromagnetic and weak decay. Both freeze-out points are
essential for studying heavy-ion collisions because they represent particles’
chemical and kinetic states when they are finally measured in detectors.

Figure 1.7: Simulations of nuclear matter in collisions yielding extreme conditions
of density and temperature. Upper part: the neutron star merger, lower part -
heavy ion collision.[18]

Until now, there has been only one observation of nuclear star merger, namely
GW170817, which was a gravitational wave detected by the LIGO and VIRGO
detectors.[7]. This event has opened a new era of gravitational wave measure-
ments and provided invaluable information about processes occurring in neutron
stars. Moreover, many model descriptions have been provided with post-merger
neutron star properties. In addition, it has been proposed that temperatures
around 50-80 MeV and densities twice as high as a typical nuclear density can be
reached. In Fig. 1.7, the phases of the neutron star merger model are shown in
the upper row, which are to be compared with stages of a non-central heavy-ion
collision with a temperature of 71.8 ± 2.1 MeV. and a density up to three times
the ordinary matter. [18].
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Pions are the most abundantly produced mesons in the energy range around
1-2AGeV. Measurement of the multiplicity of π0 in heavy-ion collisions provides
information on the production of baryonic resonances in the medium.

1.5 Pion production rates in heavy ion collisions
Pions are the most abundant particles produced in heavy-ion collisions due to
the smallest rest mass along all particles, hence, the threshold energy in nucleus-
nucleus (NN) collisions for particle with masses mπ± = 139.57 MeV and mπ0 =
134.98 MeV are ≈ 290 MeV and 280 MeV in laboratory energy, respectively.

Pions are created in a two-step process in the low-energy region: In a NN
collision, a ∆ resonance is created and decays later to produce a pion:NN →
N∆ → NNπ.

A compilation of data on pion yields measured in symmetric nucleus-nucleus
collisions and in proton-proton collisions is presented in Figure 1.8. The total
pion multiplicities per participating nucleon are plotted as a function of the beam
energy, which is expressed as the excess energy in the c.m. system

√
s − 2mN .

Figure 1.8: Pion multiplicity per number of participants in nucleus-nucleus col-
lisions (symbols) and in nucleon-nucleon collisions(line) as function of available
energy in the NN system [19].

Figure 1.8 indicates that the pion-to-nucleon ratio in the fireball is much
lower for A+A collisions at SIS energies. At AGS energies, the number of pions
produced in a fireball is about the same as of participating nucleons, whereas at
top SPS energies, the pion production rate exceeds significantly the number of
participating nucleons. At SIS energies, pions are produced mainly by excitation
and decay of the ∆ resonance. At higher beam energies, the decay of heavier
baryonic resonances and vector mesons becomes increasingly important for pion
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production. The line in Fig. 1.8 is based on data on pion production in proton-
proton collisions, which were corrected for isospin effects to obtain the pion yield
from ”nucleon-nucleon” (NN) collisions.

An interesting feature of the pion yields presented in Fig. 1.8 is the difference
between the nucleus-nucleus data (symbols) and the nucleon-nucleon data (de-
noted as solid line). In the SIS energy range, the relative pion yield is smaller for
A+A than for N+N collisions. This ”pion suppression” in A+A collisions might
be caused by true pion absorption, which is favored in systems where the number
of pions is small as compared to the number of baryons and which live relatively
long comparable with passing time . In the AGS energy range ⟨nπ⟩/Apart reaches
a value of approximately 1 for both N + N and A + A. At CERN-SPS ener-
gies, the pion yield per participating nucleon is larger for A+A than for N+N
collisions. At these very high beam energies, additional pions can be created in
subsequent collisions of projectile and target participant nucleons, an effect that
occurs only in A + A collisions.

The pions are constantly produced during the collision and thus contain infor-
mation on the various phases of the reaction. The information can be obtained
by measuring the collective movement of the pions. In a non-central nucleus-
nucleus collision, the spectator fragments shadow the pions which are emitted
from the fireball in the reaction plane. This effect destroys the azimuthal isotropy
of the pion emission pattern and introduces a ”collective flow” of the pions. More
overview information on the pion production can be found in [20],[21],[22],[19].

1.6 Experimental Data
The Two Arm Photon Spectrometer (TAPS) was an experiment that specifically
looked for neutral-meson production via their two-photon decay [23].

TAPS has measured π0 and η multiplicities in different energy regimes that
cover incident energies from 0.2A GeV to 2.0A GeV, and for different types of
colliding nuclei, such as light (C + C), intermediate mass (Ar, Ca + Ca) and
heavy symmetric systems (Ni + Ni, Kr + Zr, Au +Au)[24, 25, 26, 27, 28]. They
have shown that observed meson yields are consistent with the formation of a
hadronic fireball in chemical equilibrium. In contrast to particle yields, which
convey the state at chemical freeze-out, the shapes of the related transverse-mass
spectra reflect thermal freeze-out. The observed thermal freeze–out temperatures
are equal to or slightly lower than the chemical freeze-out temperature, indicating
an almost simultaneous chemical and thermal freeze–out[29]. However, the TAPS
acceptance area has only covered the midrapidity region, whereas HADES can
perform multidifferential analysis in the forward rapidity region for heavy-ion
collisions.
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Figure 1.9: Production cross section for different systems and energies measured
with the HADES, TAPS, FOPI, E895 and Streamer Chamber : C+C (black)
Ar+KCl (blue) and Au+Au (red). The curves are polynomial fits to these data
used to interpolate the multiplicities as a function of bombarding energy for
corresponding systems. Taken from [20].

HADES has also performed measurements of the neutral pion yield using con-
version e+e− pairs in Dalitz decays of the corresponding particles[30]. The mea-
surements are compared with world data and calculations of theoretical models
— Fig.1.9.

Figure 1.10: Pion multiplicity per participating nucleon as a function of centrality
given by ⟨Apart⟩ measured by HADES. The data points for Ar+KCl (open cross)
measured at 1.76 A GeV as well as the C+C at 1 A GeV (closed diamond) and
at 2 A GeV (open diamond) were scaled to be at a beam energy of 1.23 A GeV.
Taken from [20].
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The available experimental data on pion production in HI collisions at an
incident energy of 1 AGeV are collected in Fig.1.10. The measured pion yields
are shown in terms of the mean number of pions per mean number of participants,
⟨nπ⟩/Apart . That the pion production is reduced to a single number was already
shown with the Streamer Chamber [31],[32]. In experiments with Ar + KCl and
La + La it was shown that the number of pions per participant rises linearly with
energy. Moreover, at all measured energies no difference was observed for these
two reactions. The conclusion was drawn that the pion production per participant
is independent of the system size and increases with increasing incident energy.
This result is commonly referred to as the Harris systematic.

It should be mentioned that all the data shown in Fig. 1.9 are extrapolated
in somewhat different ways. Taps measures only π0 at midrapidity and adds
unmeasured charged-pion yields, while FOPI measures charged-pions only. The
Streamer Chamber measured only π−. In all cases, the correction due to the
unmeasured pion species is calculated using the isobar model (see [33]).

1.7 Theoretical models
In order to fully understand and interpret a complicated structure of the physics
processes, a comparison with models is needed. There are mainly two types
of transport models, namely dynamic and static [34]. A static model is time-
invariant and describes an equilibrium system state in which the most famous
representatives are statistical models based on stochastic probability distribu-
tions. It is assumed that particle production occurs at chemical freeze-out, and
all possible final states of a heavy-ion collision are used here as statistical ensem-
bles. The beauty of this model lies in its simplicity, since the description depends
only on a few parameters. However, during the collision, many mechanisms take
place. The created system can be seen as a mixture of fluid cells (hydrodynamic
model) or particles (kinetic transport model). Compared to the statistical de-
scription of heavy-ion collisions, dynamic models represent a somewhat contrary
description in many aspects. Such models offer a microscopic (as opposed to
macroscopic) and dynamic (as opposed to static) representation of the system
without requiring thermal equilibrium, where particles are propagated through
phase space, and the heavy-ion collision is described as a superposition of the
individual NN collisions, the so-called kinetic transport models.

1.7.1 Statistical models
Statistical models successfully predict particle yields even without complete ther-
mal equilibrium for various systems and energies. They need only a few numbers
to describe the particle yields at chemical freeze-out. On the contrary, the fitting
parameters such as temperature T , baryochemical potential µB, and volume V
of the model provide information on the data and can reveal the properties of
particle creation. In the Grand-Canonical Ensemble, the number of particles is no
longer fixed but is conserved on average only by introducing a chemical potential
µ. The probability pi that a particle of species i occupies a given state with a
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quantum number q in a system depends as follows:

pi ∝ exp
(︂−Ei + µq

kT

)︂
(1.3)

This approach is further extended to describe the conservation of quantum num-
bers such as charge Q, baryon number B, and strangeness via chemical potentials
µQ,µB, and µS, respectively. With particle density ρi,q for particle i and quantum
numbers q⃗ = (Qi, Bi, Si) and chemical potentials µ⃗ = (µQ, µB, µS) being :

ρi,q ∝
∫︂ ∞

0
p2dp exp

(︂−Ei + µ⃗qi⃗

kT

)︂
(1.4)

From an experimental point of view, the parameters of these models can be
deduced from the experiment, allowing the prediction of general trends in particle
production.

1.7.2 Dynamical models
The first set of dynamical models is kinetic transport models in which particles
are propagated in time through space and interact with each other. The degrees
of freedom are particles themselves and strongly depend on the chosen system.
These models are susceptible to input parameters such as vacuum lifetime, all ele-
mentary cross sections, and particle pole mass. However, it is difficult to fix them
precisely; therefore, parametrization with resonance production can be used[35].
The production of particles below a threshold is made using multi-step processes,
in which resonance is excited in the first step, and this is propagated through the
medium without affecting the encased properties—previously interacting with its
higher energy level, resulting in the production of rare particles.

Cascade models are transport models with point-like particles propagating in
space-time, obeying the Boltzmann equation.(︄

∂

∂t
+ p⃗

m
∇x⃗ + F⃗ · ∇p⃗

)︄
f(x⃗, p⃗, t) = Icoll (1.5)

with the single particle distribution function f(x⃗, p⃗, t), a collision term Icoll ,
a diffusion term ∇x⃗ and an external force term F⃗ · ∇p⃗. The right-hand side
includes decay and scattering cross sections and important input from microscopic
theories.

As an exact Boltzmann equation solution is complicated, various simplified
descriptions can be used under certain assumptions. Examples are Boltzmann-
Ueling-Uhlenbeck [36], Giessen BUU (Boltzmann-Ueling-Uhlenbeck)[37] or HSD
(Hadron String Dynamics)[38].

The molecular dynamics approach can be used for many-body systems, mainly
based on the Quantum Molecular Dynamics model[39]. In contrast to the cas-
cade models, particles are represented by a Gaussian density distribution in phase
space. The most popular models are IQMD (Isospin QMD) [40], RQMD [41],
and UrQMD [42] (Relativistic respective Ultra-relativistic QMD). Today, most
advanced models combine an effective solution of the relativistic Boltzmann equa-
tion with binary interactions: JAM [43], and SMASH [44].
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1.7.3 Relativistic hydrodynamics for heavy-ion collisions
The large elliptic flow measured at the Relativistic Heavy-Ion Collider (RHIC)
at Brookhaven National Laboratory is one of the most striking observations in
heavy-ion collision experiments. The asymmetry of particle production in the
transverse plane of the collision is interpreted as a sign of the system’s hydrody-
namic response to the initial conditions.

The evolution of heavy-ion collisions in terms of hydrodynamic formalism is
characterized by five conservation laws: the conservation of energy-momentum
and the net baryon number:

∂µT µν = 0, ∂µJµ
B = 0, (1.6)

with T µν being the energy-momentum tensor and Jµ
B being the net baryon current.

It can be further re-expressed as time-like four-vector uµν

T µν = (ϵ + P)uµuν − Pgµν , Jµ
B = ρBuµ, (1.7)

where ϵ is the energy density, P is the pressure, ρB is the baryon density, and
gµν = diag(1, −1, −1, −1) is the metric tensor. The equilibrium equation of state
is the final equation required to complete the description of the system.

P = P(ϵ, ρB) (1.8)

The system’s behavior in both simulation and experiment was successfully
described for the first time using ideal hydrodynamics, without considering any
viscous effects. By comparing experimental data with hydrodynamic simulations,
it is possible to obtain properties of the created matter and other relevant mea-
sures, for example shear viscosity η over the entropy density ratio s [45],[46],
[34].
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2. The HADES detector system
The High Acceptance Di-Electron Spectrometer (HADES) operating on the SIS18
accelerator is located at the International Facility for Antiproton and Ion Research
(FAIR) in Darmstadt, Germany. FAIR is currently under construction at the GSI
Helmholtzzentrum für Schwerionenforschung. The accelerator infrastructure to
be build is shown by red color in Fig. 2.1.

The low kinetic energy ions begin their way in the Universal Linear accelerator
and are accelerated up to 11.4 MeV/nucleon. Furthermore, in the Heavy-Ion
Synchrotron 18 Tm, they reach even higher energies up to 2 GeV/nucleon. In
addition, there is a possibility to produce secondary beams of rare radioactive
nuclei in the Fragment Separator and store, and cool accelerated ions in the
Experimental Storage Ring [47].

Figure 2.1: A schematic view of FAIR accelerator
facility[48].

At the time of writing, the
current FAIR infrastructure is
being constructed, which will
allow in future particle accel-
eration at even higher ener-
gies, namely up to 10 GeV
per nucleon for heavy ions and
14.5 GeV per nucleon in the
case of protons. The cur-
rent SIS18 accelerator ring will
serve as an injector for the new
Heavy-Ion Synchrotron, 100
Tm rigidity ring accelerator
(SIS100), along with a new,
improved fragment separator
and a unique antiproton stor-
age ring. The HADES detec-
tor system measured Ag+Ag
collisions at 1.58A GeV in
March 2019 as part of the so-
called FAIR Phase-0 program,
within which the FAIR equipment shall be used for physics experiments at other
facilities before the actual start of FAIR.

16



Figure 2.2: A photo of the HADES detector system. Taken in October 2020.

2.1 The HADES

Figure 2.3: A schematic view of a cross-section through two opposite sectors of
HADES.

The HADES experiment focuses on a kinetic energy range of 1 to 2 A GeV for
heavy ions. However, it was also used for pion beam and proton beam experi-
ments. The photo of HADES detector is shown in Fig.2.2. From the beginning,
the detector has been designed as a multipurpose fixed target detector along
with an optimized detection of electron-positron pairs for studying light vector
mesons ρ, ω, ϕ as they are excellent probes of the high-density phase of heavy-ion
collisions. They decay electromagnetically to e+e− pairs, which do not interact
strongly with matter and therefore contain essential information on the evolution
of fireballs. Because the branching ratios to dielectron pairs are tiny compared to
other channels, a lot of heavy-ion collision statistical data are needed for research,
which in turn implies a demand for high acquisition rates in time and high-speed
subdetector performance. The lower the dead time, the higher the number of
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Year Collision system √
sNN [GeV] Events[×109]

2002 C + C 2.70 0.25
2004 p + p 2.77 0.44
2004 C + C 2.32 0.50
2005 Ar + KCl 2.61 0.93
2006 d + p 2.37 0.85
2007 p + p 2.42 1.70
2007 p + p 3.18 1.18
2008 p + Nb 1.93 4.21
2012 Au + Au 2.42 7.31
2014 π− + C 1.98 0.40
2014 π− + p 1.47-1.56 1.23
2019 Ag + Ag 2.55 13.61
2019 Ag + Ag 2.42 1.3
2022 p + p 3.42 14

Table 2.1: Overview of HADES experiments carried up to 2022 with important
information about individual beam times.

events collected for the same period. Moreover, low-material-budget subdetectors
are used to reduce background electron-positron pairs from photon conversion.
The HADES setup consists of an ironless six-coil toroidal magnet centered on
the beam axis and six identical detector sectors between the coils with nearly
complete azimuthal coverage and polar angles spanning between 18◦ ≤ θ ≤ 85◦.
Fig. 2.3 shows a schematic view of the setup.

To summarize, the key features of HADES are as follows:

• High geometric acceptance

• High event rate - on average 10 kHz for the March 2019 Ag + Ag
experiment

• High reconstruction efficiency

• Excellent separation between hadrons and electrons

• Light material setup - allowing one to reduce the background of conver-
sion pairs e+e−

The list of production runs is shown in table 2.1.
For further reference and detector capabilities, see [49].
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Figure 2.4: Left: Photo of the segmented silver target used during beam time.
Each target segment is fixed with a thin kapton strip to the carbon tube. Right:
Schematic of the Start-Target-Veto system

2.2 Target
During the beam time in March 2019, a 15-segmented silver target was used; see
Fig. 2.4. Each silver disc was glued to a kapton foil fixed to the carbon support.
Segmentation was done to decrease the probability of interaction of the particles
produced in collision with the target material itself. By maximizing the distance,
the contribution of conversion in the following segments can be neglected, as
radiation γ typically leaves the target material with a large opening angle.

Consequently, a total nuclear interaction of 1.5% is achieved while maintaining
a photon conversion probability below 1% [50].

Figure 2.5: Left:Start detector. Right:Veto detector

2.3 START and VETO detectors
The Start-Veto system allows one to determine a starting time within 50 ps and
monitor the beam focusing. The multi-strip detector consists of monocrystalline
diamond-based semiconductors and has a side length of 4.7mm and a thickness
of 50µm. Each module contains 16 stripes (in the x- and y-directions). See Fig.
2.5.

The first double-sided Start detector is located about 2 cm in front of the
target; the second Veto detector is placed 70 cm behind the target. Together,
they provide information about the reaction: if a beam particle hits the target,
there should not be any signal in the veto detector due to particle scattering.
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The anti-coincidence system is shown in Fig. 2.4, right. The efficiency of the T0
detector was determined to be > 95% [51].

2.4 Tracking system

Figure 2.6: Scheme of ILSE (Iron-Less Superconducting Electromagnet)[52].

The HADES tracking system consists of Mini Drift Chambers(MDCs)[53] and a
superconducting toroidal magnet[54]. It provides a particle track and momentum
reconstruction for charged particles with momentum acceptance p ∈ (0.1 − 2)
GeV/c. A combination of the magnetic field with MDC tracking measurements
allows for momentum resolution σp/p < 2%.

The magnet has six superconducting Nb Ti coils and has a gradient field
starting from 3.6 T at the coils; the sketch is depicted in Fig.2.6. The main
purpose is to generate a magnetic field between the inner MDCs and outer MDCs.

The cooling system cools the coils by a liquid nitrogen/helium system down to
the superconductive state at 4.7K, allowing currents up to 3464 A and a strong
magnetic field of 3.6T despite the compact coil setup. The coil geometry was
specially designed to account for the RICH detector performance, as it is most
sensitive to a residual magnetic field. [54].
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Figure 2.7: Left:Six layers orientation of a single MDC.Right: Track reconstruc-
tion using MDCs and TOF

Figure 2.8: Wires disposition with an example of particle track, taken from [52]

The MDC configuration contains 24 trapezoidal gas-filled mini-drift chambers,
which are filled with a mixture of argon and CO2(70% : 30%). Argon serves as a
counting gas, whereas carbon dioxide is a quencher, absorbing secondary particles
that do not provide valuable information about the traversing particle.

Two inner MDC planes are situated in front of the magnet and two behind it.
A traversing charged particle ionizes the counting gas, thus accelerating electrons
toward the wires and creating an avalanche close to the wires as a result of a high
electric field gradient.

Each MDC plane consists of six wire layers; each layer has different inclination
angles, which allows for reconstructing the traversing point of a charged particle
by projecting the fired wire onto a common plane. The time resolution of the
MDCs is below four ns, and the spatial resolution is around 100 µm.
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Figure 2.9: Momentum over charge versus specific energy loss measured by the
MDCs distribution of reconstructed charged particles. The solid lines correspond
to the theoretical energy losses of various particle species.

Furthermore, it is possible to identify the energy loss per unit path length
dE/dx of the traversing particle, increasing the reconstruction efficiency. The
chambers operate at very high voltages in a proportional mode; the deposited
energy of the particle can be deduced from the integrated signal.

A charged particle traversing through matter may interact with atom electrons
and deposit some energy. Energy losses can be described using the Bethe-Bloch
formula 2.1 [55].

−dE

dx
= Kz2 Z

A

1
β2

[︄
1
2 ln

(︄
2mec

2β2γ2Wmax

I2

)︄
− β2 − δ

2

]︄
, (2.1)

Wmax = 2mec
2β2γ2

1 + 2γme/M + (me/M2) , (2.2)

where K is a constant equal to 0.307075 MeV cm2 / mol, z is the charge of the
particle that traverses it, β is its velocity, γ = 1/

√
1 − β2 and M is the mass, Z

is the charge of matter, A is its mass number, and I is the excitation energy. δ
is a function accounting for density effects for relativistic particles. Wmax is the
maximum energy that can be transferred to the electron in a collision.

2.5 META detectors
Detectors for triggering and time-of-flight information create a Multiplicity Elec-
tron Trigger Array (META). It consists of Resistive Plate Chambers (RPCs) and
Time-of-Flight (TOF) detectors. TOF detector covers the range of polar angles
above θ > 44◦ up to 88◦ while the RPC covers the range below θ < 45◦ and down
to 18◦.
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2.5.1 Time Of Flight detector
The TOF detector consists of 48 modules arranged in 6 sectors, the same as for
MDC plates. Each of these modules, in turn, consists of eight plastic scintillator
rods, that is, in total, 384 rods. Both ends of the rod are connected to their
photomultiplier tubes (PMT). A charged particle passing through the scintillator
rod creates an excitation of atoms, which leads to photon emission, which both
PMTs can further detect. The position of the incident particle can be calculated
using the timing information for each of the PMT tP MT

x = 1
2(tright − tleft) · vg,

where vg is the group velocity of light in the scintillator. The time and space
coordinates are available with a resolution of 150 ps and 2.5 cm, respectively.

Furthermore, it is possible to determine the energy loss dE/dx of a charged
particle based on the signal amplitude of both PMTs:

∆E = k

√︃
aright · aleft · e

− L
λatt ,

where aleft/right are the amplitudes of the PMT signals, L is the length of the
rod, λatt is the length of attenuation of light and k is the calibration constant.

Moreover, the density of the scintillation plastic is higher than that of the
gas in the MDCs, and the particles deposit a more significant part of their en-
ergy, consequently improving the energy loss measurement of the TOF detector
compared with that of the MDC system.

2.5.2 Resistive plate chambers detector
The RPC is the second detector for time determination, which covers an area of
8 m2 for polar angles 12◦ < θ < 45◦ and an almost complete azimuth angle. The
detector is divided into 1116 cells for high multiplicities and interaction rates. One
sector consists of 187 channels; each of them, in turn, consists of three stacked
aluminum electrodes with two glass plates in between. The typical gas mixture is
85 % of C2H2F4, 10% of SF6, and 5 % of iso C4H10. Each gas has some purpose:
in C2H2F4 the electron avalanche is well propagated, SF6 extends the so-called
streamer-free zone, and iso C4H10 is UV quencher. A multi-gap method is applied
to increase the time resolution σN and the detection efficiency, as the number of
gaps N improves the total efficiency ϵN .

ϵN = 1 − (1 − ϵ1)N ,

σN = σ1√
N

,

where ϵ1 and σ1 are the single layer efficiency and resolution, respectively.
The schematic layout and cell distribution are shown in Fig.2.10. A traversing

charged particle ionizes the gas between the gaps of the plates, producing an
electron avalanche that leads to a discharge. The time precision is below 73 ps.

23



Figure 2.10: Left: Schematic layout of the RPC cell Right: Cell distribution of
an RPC sector [56]

2.6 RICH detector
The Ring Imaging Cherenkov (RICH) detector aims to identify and separate
relativistic electrons and positrons from light hadrons[57]. It is filled by the
radiator gas C4F10 in which high-velocity particles produce Cherenkov radiation
as a conical wavefront. A charged particle that passes through a dielectric medium
at speed greater than the phase velocity (the speed of propagation of a wave in
a medium) of light emits Cherenkov radiation along its trajectory. In the RICH
system, it is further reflected by the spherical ultraviolet mirror and projected as a
ring onto the photon detection plane. Recently, it was upgraded with new H12700
multianode photomultiplier tubes, as well as new front-end electronics[58]. Fig.
2.11 shows the principal components of the RICH detector.

Figure 2.11: Left:Cross section of the HADES RICH detector. Right:Sketch of
the upgraded HADES RICH detector, taken from [58]

2.7 ECAL detector
The Electromagnetic CALorimeter (ECAL) replaced the previously used Pre-
Shower detector. It is used to identify photons and provide a separation between
relativistic pions and leptons. A detailed description of the HADES ECAL de-
tector is given in the next chapter.
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2.8 Forward Wall detector
The Forward Wall measures the reaction plane by registering the reaction spec-
tators and fragments. It is located 7 m from the target and has a polar angle
coverage of θ = 0.33◦ to 7.17◦, which is not covered by any other detector compo-
nent. It consists of 288 scintillator blocks varying in 3 sizes to achieve a sufficient
spatial resolution to deal with different track densities. Each of the cells is read
out by PMT. The cell dimensions range from 4 x 4 cm2 for the innermost cells to
16 x 16 cm2 for the outermost cells, and the sizes were chosen to achieve better
detector granularity. HADES is a fixed target experiment. Therefore, because of
the forward boost, the particle density decreases with increasing polar angle; in
other words, the module size decreases at lower polar angles. The experimental
time resolution σt ≈ 500 ps, and the angular resolution of the deduced reac-
tion plane is σϕ ≈ 50◦and depends strongly on the centrality. The Forward wall
detector scheme is shown in Fig.2.12.

Figure 2.12: Front layout of forward hodoscope indicating the scintillator blocks
[59]

2.9 Data acquisition
HADES Data Acquisition (DAQ) reads and writes information in real-time from
all detector subsystems. The DAQ system consists of two main components: the
custom field-programmable gate array (FPGA) network and the TrbNet network.
The FPGA network employs optical connections and is responsible for triggering,
data collection, and slow control. The second part of the DAQ is used for data
transport from storage to the server farm and is based on a gigabit Ethernet
structure. The DAQ system can have an event rate of up to 50 kHz; for more
details, see [60].

In the March 2019 experiment, 360 TB of data were written to the server, the
average event rate was 10 kHz, and the data rate was 150 MB/s.
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Figure 2.13: Simplified DAQ system. Taken from [60]
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3. Electromagnetic Calorimeter

3.1 Motivation for the calorimeter
The newly installed Electromagnetic Calorimeter offers a unique possibility for
the HADES spectrometer to measure neutral particles through their direct two-
photon decays [61]. As Dalitz decay of π0 → γe+e− contribute significantly to
the low invariant mass of dilepton yields, channels such as π0 → γγ and η → γγ
are essential for experimental determination of this contributions. There is also a
method for reconstruction of π0 based on photon conversion; see [62]. However,
because of the small probability of photon conversion and lower branching ratio
for Dalitz decays, ECAL allows us to increase the precision of the measurements
and provide information in more differential analysis.

Moreover, with the help of ECAL, the hyperon structure can be studied;
there is a particular interest in the Σ baryon decays through the radiative decay
Σ0 → Λ0γ and Dalitz decay Σ0 → Λ0γ∗ → Λ0e+e− channels. The hyperon
structure can be probed via measurement of the electromagnetic transition form
factors. Its evolution from a space-like to a time-like region can be studied via
Dalitz decays for the mass region −4M2 ≤ −Q2 ≤ 0.

Finally, ECAL provides an essential separation between electrons and pion at
high momenta p > 400 MeV/c. Pions deposit a constant energy independent of
their momentum, whereas electrons produce a linear energy response.

3.2 Working principle of a calorimeter
A photon passing through the lead glass block with an energy greater than 1 MeV
has a high probability of interacting with the material via pair production in the
presence of an atomic nucleus. The produced particles will interact further via
the Bremsstrahlung process, creating high-energy photons. Radiation length X0
is a mean distance for traversing electrons where it loses all but 1/e of its energy
by Bremsstrahlung, and it is equal to 7/9 of the mean free path of a photon for
pair production.

For measuring shower development, it is useful to describe the distance in units
normalized by the radiation length, t = x/X0. Let E0 be the energy of an incident
photon. At one radiation length, the photon produces one electron-positron pair;
they, in turn, emit after another radiation length one Bremsstrahlung photon
each, which are transformed into e+e− pairs. Under the assumption of symmet-
rically equal energy after each step of multiplication, the number of particles at
depth t is

N(t) = 2t (3.1)
Then, the energy of a particle at each step t is given by

E(t) = E0 · 2−t (3.2)

The process of shower development is repeated until the particles reach their
critical energies E0/N > Ec. When the energy of a particle is below the critical
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energy Ec, different processes dominate, namely the ionization of electrons and
Compton and the photoelectric effect for photons.

Ec = E0 · 2−tmax (3.3)

This equation implies that

tmax = ln(E0/Ec)
ln 2 ∝ ln(E0/Ec) (3.4)

An example of the development of the shower in lead glass from a 1 GeV
photon - using the value Ec ≈ 10 MeV, the number of particles in the maximum
shower Nmax = E0/Ec = 100 and the depth of the shower ≈ 6.6X0 could be
obtained.

It is crucial to consider the length of the radiator to keep the full shower inside
to measure the total energy of the electromagnetic particle. When a particle hits
a radiator near the edge, the shower can extend to neighboring modules, thus
forming a cluster.

The angular distribution of the particles produced by Bremsstrahlung and
pair production is very narrow. The characteristic angles are of the order of
mec

2/Eγ. Therefore, the lateral width of an electromagnetic cascade is mainly
determined by multiple scattering and can be best characterized by the Molière
radius.

RM = 21MeV

Ec

X0{g/cm2}. (3.5)

Figure 3.2 shows the development of the shower of a 6 GeV electron cascade in
the lead calorimeter. About 95% of the shower energy is contained in a cylinder
around the shower axis whose radius is R = 2RM almost independently of the
particle energy.

Figure 3.1: Sketch of a simple model for shower parametrization

This straightforward model already correctly describes the most important
qualitative characteristics of electromagnetic cascades [55] .

• To absorb most of the incident photon’s energy, the total calorimeter thick-
ness should be greater than 10-15 X0.

• The position of the shower maximum increases slowly with energy. There-
fore, the calorimeter thickness should increase as the logarithm of energy.
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Figure 3.2: Longitudinal and lateral development of an electron shower in the
lead.

• Energy leakage is caused mainly by soft photons that escape the calorimeter
at the sides (lateral leakage) or the back (rear leakage).

For shower detection, one can use the Cherenkov effect: When charged parti-
cles created in a shower process travel at a faster speed than the phase velocity
of light in the matter, they will emit the so-called Cherenkov photons. The fre-
quency of Cherenkov photons in lead glass has its maximum near-ultraviolet and
visible blue light. The threshold energy for Cherenkov photons in lead glass is
Tc ≈ 120 keV, indicating that the total number of Cherenkov photons is pro-
portional to the total track length of all charged particles in the shower process,
which in turn is proportional to the energy of the incident particle.

Photomultipliers (PMTs) are also used to detect these Cherenkov photons.
They provide a large sensing area, a fast response, and good resolution in exchange
for a high price. The PMT detects visible and ultraviolet light and converts it
into an electrical signal. The basic principle is depicted in Fig. 3.3.[63].

Figure 3.3: Construction of a photomultiplier tube

The main parameters of an electromagnetic calorimeter are its energy and po-
sition resolution for photons and electrons. The energy resolution can be derived
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from the response of a module irradiated by gamma photons with known energy.
The width of the distribution gives the energy resolution. The energy resolution
is given by the following:

σE

E
= a√

E
⊕ b

E
⊕ c, (3.6)

where a stands for photoelectron statistics (sometimes called a stochastic term), b
for electronics noise, and c appears due to the calibration uncertainty and crystal
non-uniformity (the symbol ⊕ means summation in quadrature). The HADES
calorimeter uses lead glass, which the OPAL end-cap calorimeter has granted at
Large Electron-Positron collider (LEP) CERN. The OPAL collaboration reported
an energy resolution of:

σE

E
= 6%√

E
, (3.7)

dominated by the stochastic term. The ECAL uses only the brass cover and
lead glass, which was taken out of the old modules, polished and assembled with
new PMTs. To determine that resolution, we have tested ECAL modules with
different photon beams. The measurement [64] was carried out at the Mainzer
Mikrotron (MAMI) facility in Mainz. In Fig.3.4 the energy resolution of a HADES
ECAL module is shown for different photon energies. Among others, the PaDiWa
ECAL read-out electronics have been compared with a CAEN flash ADC refer-
ence measurement (GSI MA8000 shaper and CAEN ADC) for an ECAL module
containing a 3-inch PMT.

Figure 3.4: Energy resolution of a HADES ECAL module with a 3-inch PMT
irradiated with different photon energies. Among others, PaDiWa ECAL read-
out electronics were compared with CAEN flash ADC reference measurements
(GSI MA8000 shaper and CAEN ADC)[64].

3.3 The electromagnetic calorimeter
The detector is made up of 978 modules arranged in 6 sectors. Each sector
includes 15 rows of modules. The dimensions of ECAL are approximately 4.7
m in height and width, as shown in Fig. 3.5. The total area of the calorimeter
is approximately 8, m2 and covers the polar angles between 12◦ and 45◦ with
almost complete azimuthal coverage. The photon and electron energy resolution
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Figure 3.5: Electromagnetic calorimeter, front view.

achieved in the test experiments amounts to ≈ 6%/
√

E which is sufficient for the
reconstruction of η mesons.

The main element of the HADES ECAL is the modified module of the OPAL
end-cap electromagnetic calorimeter with CEREN 25 lead glass inside that is
used as a Cherenkov radiator [65]. The 420mm long (16.7 radiation lengths)
glass is contained within a 0.45mm thick brass case. Each lead glass block has
transverse dimensions of 92x92, mm2 that are comparable to the transverse size
of electromagnetic showers. The glass blocks are mirror polished and wrapped
in white paper (TYVEK 1060B) to reduce the lateral escape of photons. Special
housing is used for each PMT, including a plastic quadratic spacer and an optical
fiber with a standard Lampert Connector (LC) on one side, which allows external
light from a LED or LASER system to be sent into the module. The laser system
can be used for precalibration, an initial set of high-voltage values, and monitoring
purposes.

Furthermore, optical grease (Rhodorsil Paste No. 7) with a refraction index
of n = 1.5 is used to connect the optical fiber of the lead glass radiator to the
PMT.

Two similar types of PMT are used in the 1.5-inch EMI 9903KB from the
WA80 experiment at CERN [66] and the new 3-inch Hamamatsu R6091[63]. An
example of the PMT response signal is given in Fig.3.7.

The CAEN SY1527LC HV system is used as the HV power supply. It is
based on the 24-channel A1535 modules that provide a voltage up to 3.5 kV and
a current up to 3 mA.

The properties of lead glass are summarized in Table 3.1, and a schematic
view of the module is shown in Fig.3.6.
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Density 4.06 g/cm3

Refractive index 1.708 (at 410 nm)
Radiation length X0 2.51 cm
Molière radius 3.6 cm
Light transmission coefficient 0.96 (at 400 nm)
Length of module 420 mm (16.7 of X0)
Transverse dimensions 92 × 92 mm2

Table 3.1: Properties of the lead-glass CEREN 25 module.

Figure 3.6: Schematic view of the calorimeter module.

3.3.1 Electronics and Read-Out
The simplified read-out scheme of the HADES ECAL detector is shown in Fig.
3.1. The signals from the photomultiplier tubes are processed on the PaDiWa-
AMPS [67] front-end board for the TRB3 [68] platform. Charge and time mea-
surements are based on commercially available data Field-Programmable Gate
Arrays (FPGAs), which allows digitizing many channels using low-cost tools. On
the front-end board, the arrival time and pulse charge, which are proportional to
the deposited energy in the ECAL module, are measured via a modified time-
over-threshold method. The TRB3 platform carries out the needed high-precision
time-to-digital conversion. It concentrates the data sent to the HADES data ac-
quisition system when a read-out is requested by the HADES physics trigger.
The HADES data acquisition system is based on the TRBNet custom network
structure, which contains three trigger, data, and slow control channels.

After attenuation/amplification, the input signal is split into a FAST compo-
nent that contains the arrival time and a SLOW component that contains charge
information. The FAST signal is discriminated with the help of an FPGA. Sub-
sequently, a TDC implemented in a second FPGA is used to measure its leading
edge, which contains arrival-time information. The SLOW signal is integrated by
a capacitor and discharged by a discriminator-driven current source. The SLOW
signal is also discriminated in an FPGA and measured as a time-over-threshold,
representing the charge. The scheme of the process is shown in Fig.3.9.

In summary, the energy deposited inside an ECAL module is proportional to
the charge measurement of a PMT pulse. The charge measurement is converted
into a width measurement encoded in the SLOW signal’s width. The width can
be calculated from the leading edge (LE) and trailing edge (TE) measurements

32



Figure 3.7: Raw signals of an ECAL module containing a 3-inch Hamamatsu
R6091 PMT. The signals are generated by LASER light, which is coupled to lead
glass

Figure 3.8: Simplified read-out scheme of the HADES ECAL detector.

of the SLOW signal. During the experiment in March 2019, it was found that
the best stable response with high multiplicity events is achieved when using the
difference between the trailing edge of the SLOW signal and the leading edge of
the FAST signal.

Figure 3.9: Operation of FEE, Taken from [67]
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Energy ∝ Charge = f(TESLOW − LEF AST ) (3.8)

Figure 3.10: The number of hits per second in each operational ECAL module
during the Ag+Ag beam time in March 2019. The white areas indicate where the
modules were not installed, and the dark blue modules were switched off. Plot
was taken during onlinde operation. Sector numbering is done clock-wise starting
from upper sector Nr.0.

During the beam time of the March 2019 experiment, only some of the ECAL
modules were in operation, as shown in Fig. 3.10. The white area indicates
modules that were not installed. By now, all sectors are completed.

3.4 ECAL calibration
Calorimeters measure the energy, which a particle deposits as it passes through
the detector. It is usually designed to stop entire particles or ’absorb’ most of
them coming from a collision, forcing them to deposit all their energy within the
detector. Electrons and positrons, as well as photons, create an electromagnetic
shower of the same origin; therefore, leptons can be used for the precalibration
of the electromagnetic calorimeter.

3.4.1 Lepton selection
Since leptons are highly relativistic at small energies starting from 10 MeV, their
momentum approximately equals energy. ECAL calibration can be performed
using leptons that have been identified in HADES. They are reconstructed us-
ing tracking, time-of-flight systems, and a RICH detector. The identification of
leptons is made by demanding rather loose conditions on particle candidates:
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Figure 3.11: Population of identified leptons in the velocity (β) vs. laboratory
momentum over charge (p/q) plane for leptons seen in the RPC detector.

• hits in inner and outer MDCs, RICH, and RPC detectors.

• tracks reconstructed by Runge-Kutta fit with χ2
RK < 500

• RICH ring radius bigger than 17 mm

• RICH matching quality with a fitted track below 1.5 sigma

• β > 0.9

• momentum dependent cut on effective mass m2
eff = p2(1 − β2)/β2

The distribution in the velocity-momentum space for leptons selected under the
above conditions is shown in Fig. 3.11.

A lepton interacting with lead glass produces an electromagnetic shower, de-
termined by the Moliere radius, larger than a module’s size. The best energy
response can be achieved by summing the information from several adjacent mod-
ules grouped in the so-called clusters. For calibration purposes, only cluster size
one leptons (all energy deposited in only one module) have been used for calibra-
tion. Track matching to the center of the ECAL module within approximately
1.5◦ has been used.

3.4.2 Energy calibration
The energy of the incident particle deposited in the lead glass is proportional
to the amplitude and charge of the PMT signal. Here, the method of charge-to-
time-over-threshold is used for better signal discrimination. The calibration curve
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that links the measured Time over Threshold (TOT) with a signal amplitude is
shown in Fig.3.12. This curve was generated using LASER signals, varying their
amplitude, and measuring the TOT. As expected, the dependence of TOT on the
amplitude is non-linear. For further details, see [69].

Figure 3.12: Connection of measured TOT and signal amplitude, where the
LASER system generated the signals.

The response of the signal with the TOT method has an exponential shape.

E = a0 + exp (a1 + a2TOT ), (3.9)

where a0, a1 and a2 are fit parameters. An example of a fitting procedure for a
single selected ECAL module is shown in Fig. 3.13 (left) with the resulting fit
parameters: a0 = −281.2 ± 2.5, a1 = 5.27 ± 0.09, and a2 = (1.63 ± 0.07) · 10−3.
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Figure 3.13: Left: Calibration of the energy using the measured TOT of leptons
for a single module. Right: An energy resolution for the sum of all modules.
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In contrast to magnetic spectrometers, where the momentum resolution deteri-
orates linearly with the momentum of the particles, the relative energy resolution
of the calorimeter improves with energy as ∼ 1/

√
E(see [70]). The resulting sum

of all ECAL modules is shown in Fig. 3.13 (right), and the fit value corresponds
to the relative resolution at 1 GeV of 5.9% on the leptons:

dE

E
= 5.9%√

E

The lepton energy in ECAL is however lower than energy deduced from recon-
structed momentum as leptons have to pass RPC detector before entering ECAL,
therefore losing some part of energy.

3.4.3 Energy loss in RPC
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Figure 3.14: Left: Energy loss in RPC vs lepton momentum 2D histogram Right:
Comparison of mean energy loss with ESTAR data[71].

RPC is estimated to contain approximately 1 cm of aluminum in width; there-
fore, leptons lose part of their energy before reaching ECAL. Geant simulations
allow one to calculate the difference between the actual energy of the particle and
the registered energy in ECAL. The energy loss, or, moreover, EGEANT − EECAL

versus lepton momentum pe, is plotted in Fig. 3.14, as well as a comparison with
the ESTAR data[71], for the aluminum layer with various thicknesses, showing
approximately 1 cm of aluminum.

However, after energy loss corrections the π0 peak mean value was still not
at the correct position due to the fact that GEANT does not store all secondary
particles, which may fly to the calorimeter after lepton scattering in the RPC and
add the energy to the calorimeter. Therefore, a more precise method, dependent
on the known mass of π0 is used further; the procedure is described in the next
section.

3.4.4 The π0 peak calibration
It can be easily proven that due to energy-momentum conservation, the invariant
mass of two photons obeys the following relation:

mπ0 =
√︂

2Eγ1Eγ2(1 − cos Θ12), (3.10)
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where Eγi
is the energy of a reconstructed photon i and Θ12 is the opening angle

between two photons.
The final calibration of the ECAL involves an iterative process on all modules.

An invariant mass distribution is reconstructed for a specific module and for a
very clean photon sample within one sigma of beta distribution and centrality
20-30 % where the combinatorial background is lower. One of two photons is
reconstructed in the particular module, whereas the second can be anywhere in
ECAL. The analysis uses the event-mixing method for the background estimation
due to the low Signal-to-Background S/B ratio. In the same way, a mixed event
combinatorial background is used for each cell to have a good extraction of the
π0 peak. More information is given in the next section 4.7. The corrected energy
Ecorr is equal to Ecorr = ci · Eprev, where ci is the calibration coefficient for each
ECAL module i. The first approximation for each module c0

i = 1. At each
iteration step k, ci is adjusted.

ck
i = ck−1

i ·
(︄

mπ0

mi

)︄n

, (3.11)

where mπ0 is the true mass of π0, equal to ≈ 134.977 MeV [72], mi is the value of
the π0 mean for a given module i and n > 0 is the convergence parameter that can
be optimized. The iterative procedure is repeated until the absolute difference
between the reconstructed mass and the PDG π0 mass is less than some value
chosen for each cell i and a given energy range.

One could assume that n should be equal to n = 2 from the relation 3.10 since
the reconstructed mass and the actual π0 mass are related.

mπ0P DG

mi

=

√︂
2Ecorr,i,γ1Ecorr,γ2(1 − cos Θ12)√︂

2Ei,γ1Eγ2(1 − cos Θ12)
=
√︄

Ecorr,i,γ1Ecorr,γ2

Ei,γ1Eγ2

, (3.12)

ci = Ecorr,i

Ei

=
(︄

mπ0P DG

mi

)︄2

. (3.13)

However, this assumption must be corrected because the calibration of other
modules changes simultaneously; thus, at each iteration step, all other calibration
coefficients affect the final reconstructed π0 mass for a given cell. For the con-
vergence of parameters n, the values of parameters 0.8 to 2.0 were studied with
14 iterations. The calibration of each module is very processor time-consuming;
hence, the value of n = 1.0 was chosen for the best convergence. The results of
the difference between the mean value and PDG value π0 mass versus iterations
are presented in Fig. 3.15, see also [73].
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Figure 3.15: Residual de-calibration versus iteration number for several values of
power n.

Calibration was performed using approximately 4 · 109 events for each of the
478 operating modules. The mixed-event combinatorial background had event
selection criteria in which only photons with the same topology were combined
into pairs. An example of such calibration is presented in Fig.3.16 and Fig.3.17.
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Figure 3.16: A very clean photon sample before calibration
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Figure 3.17: A very clean photon sample after calibration

Several factors can affect the linearity of energy measurements. For lower en-
ergies, threshold settings, as well as digitization, affect the response of the detec-
tor. In contrast, for high-energy photons, shower leakage takes place. Therefore,
a calibration based on single-photon energy was needed to improve the resolution.

The nonlinearity is corrected by recalculating the cluster energy E using the
following parameterization:

Ecorr = aE + b
√

E + c + d/
√

E + e/E. (3.14)

Figure 3.18 shows the PDG π0 mass ratio to the measured π0 peak position as
a function of the mean photon energy Eγ. Data were restricted to symmetric π0

decays with |Eγ,1−Eγ,2| < 0.05(Eγ,1+Eγ,2). The fit with the function Ecorr(E)/E
(Eq. 3.14) is shown by the red curve.

Finally, the calibration dependence on the time of the data taking was es-
timated for the sum of all modules. Unfortunately, due to the small Signal-to-
Background ratio, it was impossible to calibrate the modules for separate time
slices; therefore, the stability of calibration during the experiment was checked
by comparing charged pions response, as they produce a rather constant energy
response in the lead glass. It was found that 1.5” PMTs (sector Nr. 2 and 4) were
not as stable during the experiment as 3” PMTs (sector Nr. 5). As can be seen in
Fig.3.19, the average charged pion response in ECAL in sector Nr. 2 and sector
Nr.4 tends to decrease from the straight line. The total instability is within few
percents and does not influence the final result for the signal extraction of neutral
pions.

After all these corrections were taken into account, a peak can be extracted,
as seen in Fig.3.20 with a mean value comparable to the PDG value.
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Figure 3.19: Response of the identified charged pions to ECAL during the exper-
iment.
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3.4.5 Time calibration
A threshold-based method is affected by the so-called time-walk effect. An illus-
tration of this fact is shown in Fig. 3.21. Input signals with different amplitudes
reach the threshold at different times, and the effect is more visible for low-
amplitude signals. This effect influences determination of particle’s time of flight
when they arrive to ECAL; and is taken into account and corrected for. This
correction can be performed with the help of the RPC detector located right in
front of the ECAL. Charged particles in RPC can be matched to ECAL hits
and used for the time calibration of every ECAL module. This procedure for a
particular ECAL channel is shown in Fig. 3.22. The time calibration function is
chosen as follows:

tECAL = tRP C + ∆dist + a0 + a1√
E − a2

, (3.15)

where the coefficients a0, a1 and a2 are taken from the fit values, ∆dist is the
time correction to account for the time of flight between the ECAL and RPC
detectors, and E is the energy. At first, the fit function was chosen to have TOT
instead of E in the denominator, however that fit had a poor performance when
compared to the usage of energy E which is linear to the signal amplitude.

Figure 3.21: Schematic illustration of the time-walk effect (∆t)
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4. Data analysis

4.1 March 2019 Beam Time overview
In March 2019, the High Acceptance DiElectron Spectrometer (HADES) collab-
oration performed an experiment in which the heavy-ion collisions were studied.
We used 107Ag beam and target, made of natural Silver, consisting of 51.8 %
107Ag and 48.2 % 109Ag isotopes. For more info, see section 2.2. The beam
time was divided into three phases of data collection. The properties of different
phases are summarized in the following table.

Phase 1 Phase 2 Phase 3
Kinetic beam energy 1.58A GeV 1.23A GeV

Magnet current 3200 A 2500 A 200 A
Duration 430.9 h 39.1 h 6.3 h

Number of events 13.64 × 109 1.32 × 109 0.24 × 109

Mean event rate 8.8 kHz 9.4 kHz 10.7 kHz
Data on disk 333.6 TB 29.3 TB 5.5 TB

Mean data rate 215.1 MB/s 208.2 MB/s 239.9 MB/s
Beam intensity 1.5 – 3.5 MHz

Table 4.1: Specifications and characteristics of the three phases of the March
2019 measurement campaign.

With a total of 15.28 billion recorded collisions and 368.1 TB raw data, in-
cluding commissioning and calibration data, the March 2019 beam time was the
largest amount of data collected by the HADES collaboration in a single beam
time. Only data from phase 1 of the beam time was analyzed in this thesis, see
Fig.4.1.

The experimental data are recorded in blocks of events called runs. For the
March 2019 beam time, 32966 runs were recorded, each containing, on average,
450,000 events, corresponding to ≈ 50 seconds of data taking.
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Figure 4.1: The HADES run statistic for the March 2019 Ag+Ag 1.58A GeV
production beam time.

The HLD file format was used to write events, which are uniquely identified
by a number that indicates the data type (DT), the last two digits of the year
(YY), the day of the year (DAY), the time of day in the format HHMMSS, and
the event builder number (EB) ranging from 01 to 08. For instance, an event file
might be named be1908216020506.hld (DTYYDAYHHMMSSEB.hld). To ensure
the stability of detector performance, a successful calibration of each subsystem
was needed; several sets of parameters could be used for specific intervals of beam
time using the ORACLE system database. After each calibration step, a set of
preprocessed data was produced in a type of Data Summary Tapes (DSTs) using
the HADES sYstem for Data Reduction and Analysis (HYDRA) framework.
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4.2 Event selection

Figure 4.2: Event reduction by the various criteria to discard problematic events.
The green bars show the number of events accepted after the corresponding se-
lection criteria have been applied sequentially, and the red bars show how many
events are removed. Credit to S.Spies.

Several sources can influence and harm the analysis, such as pile-up events and
interactions outside of the silver target. The following list describes the criteria
used in the event selection procedure. They are listed in the same order as in
Figure 4.2, which shows the proportions of events that remain accepted after
applying the criteria sequentially and the proportion of events rejected by each
criterion. Most recorded events have a Physics Trigger 3 (PT3), which requires
at least 20 hits in the RPC and TOF detectors, which is fulfilled by the most
central Ag + Ag events ≈ 55%.

• Good START Hit: At least one hit in a START detector within a window
of 2 ns with a calculated time-of-flight measurement from META.
This criterion aims to reject events in which the flight times of charged
particles cannot be determined by the time difference between their META
hit and the selected START hit.

• Good Cluster Vertex: This criterion is based on the MDC Cluster-
Vertex. It requires a successfully estimated event vertex with a position
corresponding to one of the 15 target segments. Therefore, the events in
which an Ag+C or Ag+Au reaction occurred in the START detector are
almost completely removed.

• Good Candidate Vertex: This criterion is connected with the previous
one, since it also rejects events outside the target region by the estimated
primary vertex. However, it uses the more precise Track-Candidate-Vertex.
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The criterion requires a successfully estimated vertex with a z-coordinate
larger than -70 mm, which roughly corresponds to the region of the target.

• No additional START Hit: This criterion is used to reject events in
which multiple beam ions interacted in the target less than 15 ns after each
other. In such events, it is difficult to disentangle the particles from the
different collisions, and thus assigning appropriate flight times to the par-
ticles is difficult. Rejection is achieved by requiring that in a time window
of ±15 ns around the START detector hit, no additional START detector
hits were recorded. Since a single beam ion traversing the START detector
can induce multiple hits due to cross-talk between adjacent channels and
the two sides of the START detector, which are treated independently, hits
within a time window of ±0.5 ns around the selected hit are accepted.

• No VETO Hit: If there is a particle registered in the VETO detector 15
ns around the START time, the event is refused based on the No VETO Hit
criterion because it is very probable that the beam particle did not interact
with the target.

• Good START VETO: The event is excluded if a second START hit
without a correlated VETO hit is detected after the triggered START time
between times 15 and 350 ns.

• Good START META: Exclusion of events, where a later START hit was
found within the range of 80-350 ns, was correlated with more than four
META hits within the time window of 7 ± 5 ns to remove pile-up in MDCs.
The offset of 7 ns corresponds to the fastest particles.

• No Flash MDC: During the analysis of the Ag + Ag data, it turned out
that almost all sense wires from one or more MDC chambers recorded hits
in some events. Large amounts of active cells are non-physical and make
it impossible to accurately reconstruct MDC track clusters, which is why
these events need to be identified and removed.

4.3 Simulations
The comparison with the Monte Carlo (MC) simulation is necessary to ensure
a reliable result. The analysis scheme is shown in Fig. 4.3. It is essential to
understand all detector effects, as they can influence the experimental results.
Acceptance and efficiency estimation can be easily accessed in simulations, and
all analysis steps can be checked for systematic error evaluation. The HADES ex-
periment is precisely aligned in every collision program, utilizing photogrammetry,
cosmic-ray test data, and measurement without a magnetic field, i.e. situation
when charged pions and protons are flying in straight lines. Complete knowledge
of the inside detector material is implemented, and exact detector resolution is
achieved after parameter tuning in simulations.

The first input to simulations is taken from the Event generator; in case of
HADES, it is mainly PLUTO and UrQMD models, which are introduced further:
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• PLUTO A very fast and easy MC generator, particles are generated within
the thermal source model with arbitrary momentum and angular distribu-
tions; however, it is limited to lower collision energies [74].

• UrQMD Ultra relativistic Quantum Molecular Dynamics (UrQMD) is a
kinetic transport model with complete information on spacetime evolution.
Version 3.3p2 was used for the current experiment [75].

The interactions of the particles in the detector material and theirs bending in
the magnetic field are simulated as a second step. Therefore, the HGeant package
is used, based on the GEometry And TRacking (GEANT) 3.21 software package
[76], which comprises the complete three-dimensional geometry of the HADES
detector system, as well as all materials used and their properties. The GEANT
propagates particles from the event generator, allowing them to interact with the
rest of the environment. The final step of simulations is to mimic each detector
response and convert the particle signal into measured properties as in an actual
experiment. The digitization procedure is well explained in [77].

Afterward, the simulated events are treated in the same manner as experimen-
tal ones; e.g., the same cuts are applied for track selections, event parameters, etc.
The acceptance and efficiency corrections can be extracted from the simulation;
the details are further written in section 4.6.
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4.4 Centrality determination
The main property of the collision is the centrality at which it occurs. Centrality
describes the number of participating nucleons and is characterized by the impact
parameter b, defined as the minimum distance between the centers of the colliding
nuclei. Nucleons that go through the reaction zone are called participants, while
those that only pass around are called spectators. Centrality estimation can be
deduced from the Glauber model and Monte Carlo simulations[78], which connect
a measurable quantity of particle multiplicity with the centrality of the collision.
A detailed overview of the procedure steps and how it was performed for the
previous heavy-ion experiment Au + Au at

√
sNN = 2.42A GeV can be found in

[79].

Figure 4.4: Differential cross-sections in dependence of the amount of the sum
of RPC and TOF detector hits (left) for the Glauber model simulations (blue)
and experimental data (red). The right plot shows the correlation between the
impact parameter and the amount of RPC and TOF detector hits for the applied
Glauber model. The dotted lines divide the total cross-section into centrality
classes comprising 10 % each according to the corresponding quantity. Credit to
[80].

Summary of the centrality in the table:

Class Apart b NRP C + NT OF

00 - 10 % 160.9 ± 6.9 0.00 - 3.82 fm 101 - 172
10 - 20 % 114.5 ± 6.2 3.82 - 5.40 fm 76 - 100
20 - 30 % 81.1 ± 5.1 5.40 - 6.62 fm 55 - 78

Table 4.2: Centrality class selection ranges used in the analyses. The classes
can be related to the mean number of participants Apart as well as the impact
parameter b of a collision and the hit multiplicities in the time-of-flight detectors.

The average number of charged tracks Nch is sampled by the Negative Bi-
nomial Distribution (NBD) to take into account event-by-event fluctuations, de-
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scribed as :
Pµ,k(n) = Γ(n + k)

Γ(n + 1)Γ(k)
(µ/k)n

(µ/k + 1)n+k
, (4.1)

where µ is the mean of the distribution, the dispersion parameter k is calculated
from the mean µ and the standard deviation σ as:

k = µ2

σ2 − µ
. (4.2)

Thus, one can get Nch = µNpart. The simulated spectra are then compared with
the experimental one and can be used for centrality separation; see the left Figure
4.4.

Due to the contamination of peripheral Ag + Ag events by Ag + C events,
the focus is placed on the most central 0-30 % events, where good agreement is
observed between the experimental data and the Glauber model simulation.

4.5 Photon identification
A photon candidate can be identified by the HADES detector selecting signals in
ECAL that require anticoincidence with the RPC detector, which is located just
in front of ECAL, and by demanding antimatching conditions with any recon-
structed track in the direction of the corresponding ECAL module. The lowest
ECAL energy, when it is possible to extract a π0 signal with respect to the com-
binatorial background in most of the phase-space bins, was determined to be 100
MeV. This energy cut is varied to study the systematic effects further. This cut
removes noise, most of the neutrons, which could also interact hadronically with
ECAL, and consequently removes a large part of combinatorics. In addition to
these cuts, a cut is applied to the velocity of the particles βECAL(Eγ) < ±1σ is
applied. This beta cut also serves to remove neutrons even further and to have a
good-quality photon sample. This cut is included in systematic error estimation.
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Figure 4.5: Simulation of the purity of the photon candidate versus the photon
momenta on the x-axis and theta on the y-axis. The lowest theta modules are
excluded from the analysis.

4.5.1 Photon purity
The purity of the reconstruction of the photon candidate was checked using
HADES Monte-Carlo simulations. This quality parameter is calculated as the
ratio of the number of real photons divided by the number of photon candidates.
Here, a photon candidate refers to a hit in ECAL, that fulfills the criteria for
photon identification, see section 4.5. The purity plot can be seen in Fig. 4.5.
Purity was found to be at the mean level of 95% with some visible structure
around 480 MeV, which corresponds to the constant energy deposit of charged
pions that can interact hadronically with ECAL.

The lowest theta angles below 15◦ are excluded from the selection of photon
candidates due to the very high probability of photon interaction with the mate-
rial of the RICH detector, as can be seen in the HADES tomography plot in Fig.
4.6 and in Fig.4.7.

The enlarged picture of photon interaction with aluminum is shown in Fig.
4.7

53



Figure 4.6: Geant simulation of photon interaction points in the material of
HADES. The last detector in the scheme is the ECAL.

Figure 4.7: Left:RICH detector GEANT image. Right: Point of photon inter-
action with material in simulation

4.5.2 Single photon acceptance and efficiency
The acceptance of single photons in the θ−ϕ coordinates was calculated using the
simulation information of the primary π0 photons that interact with the ECAL
material and can be seen in Fig.4.8. The operating ECAL setup consisted only
of 4 sectors for the March 2019 experiment and it is shown in Fig. 4.9. One
can see that some modules have been excluded from the analysis due to module
instability, bad PADIWA behavior; or modules have been disconnected during
the experiment due to DAQ-related problems. The same setup is used in the
simulations to obtain acceptance and efficiency information further.
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Figure 4.8: Full ECAL setup in simulations.

Figure 4.9: March 19 experiment setup with good operating modules.
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Figure 4.10: Efficiency of a single photon based on simulation.

The simulated efficiency of the accepted photons is shown in Fig.4.10, which
shows the ratio of the number of reconstructed photons Nreco with a correctly
reconstructed energy within a three-sigma energy resolution divided by the num-
ber of all accepted photons Nacc. See Equation 4.3. The value fluctuates near the
mean value of 0.7.

ϵ(E, θ) = Nreco (∀ |EECAL − Ereal| < 3σE)
Nacc

(4.3)

4.5.3 Data-driven efficiency correction
HADES detector was built in the first place with excellent identification for the e–

e+ pair. Since leptons interact electromagnetically with ECAL in the same way
as photons, they can be used for independent efficiency estimation. Therefore,
in both experiment and simulation, one can study the efficiency of the detec-
tion of leptons identified by the rest of the HADES detectors (RICH, MDC and
RPC) in the ECAL. This efficiency is estimated in the region of ECAL geometric
acceptance, for that purpose the lepton position in RPC is used, see equation 4.4.

ϵ(E) = Nreco (∀ |EECAL − pe| < 3σE)
Nacc

(4.4)

For the efficiency numerator, the number of leptons Nreco with a time and
position match to ECAL is used. At the same time, the difference between the
reconstructed momentum and energy in ECAL should be within 3 sigma of the
ECAL energy resolution.

Here, Nreco fulfill the following conditions:

• 3-sigma reconstructed energy cut

• matching quality with a reconstructed track in HADES

• matching quality with an RPC: time and position
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In the denominator, Nacc the number of leptons that should have hit the ECAL
module determined by the corresponding RPC hit position. In addition to the
above mentioned conditions, both Nacc and Nreco leptons satisfy the standard
lepton selection conditions which are written in Section 3.4.1.

The same lepton identification method is applied for reconstruction in the
simulation and in the experiment. Then, the real ECAL efficiency for leptons is
compared with the one in the simulation.
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Figure 4.11: Comparison of ECAL efficiency between reconstructed experimental
leptons (blue line) and reconstructed simulated leptons (red line) and their ratio
(black line) for 0-30 % centrality.

During calibration, some modules were found to change their behavior during
operation, causing the inefficiency of the ECAL detector. Such problems can be
resolved using information from, for example, lepton energy reconstruction by
comparing the HADES tracking momentum with the ECAL detected energy. In
Fig.4.11, this effect can be seen as a disagreement between the efficiency of the
identified leptons in the experiment and in the simulation data in blue and red,
respectively, the ratio of efficiencies is shown in black line.

4.6 Embedding of π0 → γγ into data
Another way to obtain efficiency is by embedding simulated photons from the
decay of π0 into real data. This allows us to calculate the direct photon efficiency
instead of using lepton efficiency as shown in section 4.5.3. Using a PLUTO gen-
erator, a phase-space distribution of π0 can be produced with the main properties
defined, such as the fireball temperature in AgAg collisions. One gets a more re-
alistic response for hadrons and therefore the better multi-hit description of the
detector.

In Fig. 4.12, the distribution of π0 is shown in the phase space pt - y before and
after reconstruction to present the acceptance coverage of the ECAL setup used
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during the experiment. The rapidity ycm is defined as ylab − 0.822, see Appendix
A.
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Figure 4.12: Left: PLUTO π0 distribution in full phase space. Right: Recon-
structed PLUTO π0 in HADES

Furthermore, the π0 decay to two photons per event from PLUTO is first pro-
cessed in Geant, the response is digitized, then embedded in the defined event,
and passed to Hydra DST processing. Comparing the original number of em-
bedded photons from pions with the accepted and reconstructed photons gives
acceptance and efficiency, respectively. This embedding analysis can be done in
the same manner as for simulations to have an estimation of real-photon effi-
ciency. This is shown in Fig.4.13, where the red line shows the perfect efficiency ϵ
in simulation and the blue line shows the real efficiency in the experiment based
on the same π0 embedded data. The black line shows the ratio between two
efficiencies, which remains almost constant regardless of the photon energy. This
ratio can be compared with the exp/sim ratio for lepton efficiency (see Section
4.5.3). The lower efficiencies for photons as compared to leptons can be associated
with multi-hit effects, i.e. pions and/or protons hitting same ECAL modules as
a photon. This effect is automatically excluded in previous simulation of lepton
detection, as leptons with close charged tracks are excluded in the HADES stan-
dard data analysis. The difference between the efficiencies of embedded photons
in simulation and in the experiment can be explained by detector effects in real
data, such as instability of operation, different behavior of specific modules, and
imperfect calibration, whereas this is not the case in simulation. The experimen-
tal data used for embedding was varied using several days as subsets, the check
did not show significant differences between days, and the sum of all embedded
data was used for the final calculations. The above described combined efficiency-
acceptance correction is later used as a track weight when filling invariant mass
histograms for the corresponding centrality, transverse momentum, and rapidity.
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Figure 4.13: Efficiency of single photons based on the embedding of one π0 per
event from PLUTO model both in experimental and simulation data for 20-30%
centrality.

Here, in efficiency numerator, photons fulfill the following conditions:

• 3-sigma reconstructed energy cut

• no match with RPC

• no match with a track

• 3-sigma ECAL beta cut

In denominator, there are all photons that have hit ECAL.
Finally, the overall efficiency and acceptance corrected yields Ncorrected are

given by the following formula 4.5:

Ncorrected = Nraw

(eff ∗ acc · correxp/sim) , (4.5)

where Nraw is the raw extracted number of π0 , eff ∗ acc is a ratio obtained from
the same analysis in simulations divided by the original number of particles from
the generator used in simulations, and correxp/sim is the correction factor from
embedding, which is suited for accounting of differences between real data and
simulations.

The efficiency-acceptance correction matrix for pt−y phase-space for centrality
20-30% is shown in Fig.4.14.
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Figure 4.14: Correction matrix for efficiency-acceptance of π0 in the simulation
for 20-30% centrality.

4.7 Invariant mass reconstruction
After all calibration steps, the photon hit information can be used to reconstruct
the π0 and η mesons.

Meson Mass[MeV/c2] Life time[fm/c] Decay channel Branching ratio

π0 134.977 7.7 · 105 γγ
γe+e–

98.82 ± 0.03%
1.17 ± 0.04%

Table 4.3: Quantities of π0 mesons

The fact that different pt regions are covered by different sector topologies is
shown in Fig.4.15. One can see that the high pt regions (≈ pt > 300 MeV/c)
are detected mostly as the same sector photon combination with small opening
angles, whereas the low pt regions detected as combinations of photons from the
different sectors with high opening angles. For that reason, all available stable
ECAL modules were used for the experiment, e.g., even including only two upper
rows from Sector Nr. 1 and Sector Nr. 5 with many switched off cells as one can
see in Fig.4.9. However, there were some problems with the low pt extracted yield
of π0 due to the limited acceptance of the used ECAL setup, as will be shown in
the next chapter. For the η particle, as seen in Fig. 4.16, photon pairs belong to
different sectors with very high opening angles above 40 degrees.
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Figure 4.15: Opening angle of reconstructed true π0 photon pairs versus pt in
simulations. Left: both photons are in the same sector. Right: both photons
belong to different sectors.
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Figure 4.16: Opening angle of reconstructed true η photon pairs versus pt in
simulations. Left: both photons are in the same sector. Right: both photons
belong to different sectors.

In Fig.4.17 there is a distribution of the opening angle of true π0 photons
pairs. Furthermore, the cut on 8 degrees minimum opening angle is applied to
avoid problems with the mixed-event background estimation; the event-mixing
technique can combine very close photon pairs - that is not possible in reality
because two tracks would not be reconstructed as two photons but one due to the
clustering procedure. In Fig.4.21 it is seen that the minimum angle cut removes
most of the low-invariant mass pairs that could cause a problem in the mixed-
event spectrum shape.
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Figure 4.17: Left: Opening angle of reconstructed true π0 photon pairs in simula-
tions. Right: Opening angle of reconstructed true η photon pairs in simulations.

It is impossible to identify which photons originated from the same meson
decay; therefore, all possible combinations of photons are considered within one
event. The invariant mass of 2 photons is given by the formula 4.6

mπ0 =
√︂

2Eγ1Eγ2(1 − cos Θ12), (4.6)
The diphoton invariant mass spectrum includes:

• Signal pairs of photons originating from the same decayed π0 .

• Uncorrelated combinatorial background the photons that originate
from different mother particles.

• Correlated background tracks from the same mother particle, but not
from π0 .

• Misidentified tracks.

Most of the combinations contribute to the combinatorial background. The
number of produced π0 can be obtained after subtracting that background.
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Figure 4.18: π0 simulations closure test for an example phase space bin in 10-20%
centrality.

To estimate the combinatorial background, one can perform a polynomial fit
outside the peak region or use the very powerful Mixed-Event method. This
method combines two photons from different events, thus destroying any corre-
lation between them. Due to the complex shape of the background for different
phase-space regions, this method was used further in the analysis. Another ad-
vantage of the event-mixing technique is that it provides very large statistics,
which does not introduce any statistical uncertainty to the results. This method
combines photons originating from different events because those particles are not
correlated; hence, the correlated signal is absent and can be used to subtract the
same-event photon combinations. The events from which photons are combined
must also have the same event topology, including centrality, photon multiplicity,
and vertex position.

The following event selection classes were used to mix events with the same:

• centrality class

• target bin (the reconstructed silver target layer)

• photon multiplicity

• event plane angle bin (for flow study).

For mixing, the pool of 50 events was used. The events are mixed within a
close-time pool to avoid problems with stability over the beam time. All available
data were used to estimate the combinatorial background.

The first step is to test the validity of the mixed-event background using
simulations. In Fig. 4.18 the black point shows the distribution of same-event
pairs, the green area represents a mixed-event combinatorial background, and the
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blue line shows a signal calculated by subtracting the combinatorial background
from the same-event combinations, the red line is the Gaussian fit of the peak
π0, and the orange markers show the true π0 diphoton combinations, obtained
with additional Geant information. One can see that the mixed-event technique
is capable of reconstructing the real π0 signal. This method is also applied to real
data as can be seen in Fig.4.19.
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Figure 4.19: Integrated π0 yield for 20-30 % centrality.

In Fig. 4.20, the same-event diphoton mass is shown versus pt for two cases of
sector combinations, whether 2 reconstructed photons belong to the same sector
or to different sectors. The π0 peak at nominal mass is visible for a higher
transverse momentum.
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Figure 4.20: Invariant diphoton mass versus transverse momentum in experiment.
Left: both photons are in the same sector. Right: both photons belong to
different sectors.
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Figure 4.21: Opening angle of same-event photon pairs versus the invariant mass
of these photons in experiment.

An interesting fact that was found was that the normalization for each pt − y
phase space bin was the same as for the given centrality bin. This means that
the photons are mixed evenly for the whole phase space. This normalization
coefficient was estimated from the integrated yield of the given centrality. This
is shown in Fig.4.22. Arbitrarily chosen units for the x-axis represent different
phase-space regions with the best signal reconstruction. They are defined as
yi · nPtBins + pti with nPtBins = 24. Deviations from the straight lines were
caused by incorrect normalization in problematic phase-space bins. This one
coefficient per centrality class has significantly reduced deviations in the results.
The normalization coefficient was calculated by the ratio of the integrals in same-
event pairs and mixed-event pairs outside the π0 peak and varied to check for
systematic error sources. The integral region was chosen to be 220 MeV up to
250 MeV.
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Figure 4.22: Normalization factor for mixed-event technique vs different pt − y
bins within one centrality class.

4.7.1 η extraction
Unfortunately, the η particle with the same 2-photon decay could not be recon-
structed due to lack of coverage of high opening angles, holes in the detector
(which influence proper energy reconstruction since photons from η carry higher
energy and are reconstructed on average as ECAL cluster with 2 and more ac-
tive modules), see Fig.4.9 and Fig.4.16, and it is not visible in the invariant mass
spectrum - because of the huge background contamination. Therefore, the η anal-
ysis was not possible for the current experiment. However, recently, in February
2022, there was a p+p experiment with

√
s = 3.46 GeV where the η peak is quite

visible with a 8% Signal-to-Background ratio. Fig.4.23 shows the online η yield
extracted with the same analysis procedure as for π0 with no cut on velocity β
for the initial energy calibration, which will be improved.
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Figure 4.23: η yield extraction in the p + p experiment with
√

s = 3.46 GeV.
The black line shows same-event pairs, the blue histogram is a mixed-event com-
binatorial background, the red histogram is the signal, and the green line shows
Gaussian fit.

4.8 Flow
One of the properties of nuclear matter is its incompressibility, which is caused
by the resistance of the matter to external pressure and is closely related to the
flow emitted of the particles.

The available energy of the nuclear collision is converted into thermal and
compression energy; the latter is carried away by the collective flow of reaction
products, and the non-participating nucleons are pushed out by the high pressure
in the nuclear interaction region, hence taking away some available energy. This
phenomenon was predicted according to the hydrodynamics model applied to
nuclear fluid matter, and the importance of transverse expansion was first shown,
see [81].

There are many methods to study the collective motion of particles[82].
The particle emission at the azimuthal angle with respect to the reaction plane

could be well expanded into the Fourier series :

E
d3N

d3p
= 1

2π

d2N

ptdptdy

(︄
1 +

∞∑︂
n=1

2vn cos[n(ϕ − ΨRP )]
)︄

, (4.7)

where ΨRP denotes the angle of the reaction plane, ϕ is the angle of the particle,
and vn = vn(pt, y) are the Fourier coefficients. These coefficients are calculated
by averaging all particles in all events, that is, vn = ⟨cos[n(ϕ − ΨRP )]⟩. The
real value of the reaction plane is not accessible within the experiment; instead,
the angle of the event plane ΨEP is used with some finite resolution. Due to
the finite number of particles and the limited resolution of the event plane, the
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Fourier coefficients should be corrected up to what they would be with respect
to the reaction plane; this can be done by dividing the observed coefficients by
the event plane resolution correction factor Rn.

For the estimation of the reaction plane of the event plane Ψn, the event flow
vector Qn is introduced.

Qn cos(nΨn) = Xn =
∑︂

i

wi cos(nϕi),

Qn sin(nΨn) = Yn =
∑︂

i

wi sin(nϕi),

where some particles i with weight wi are selected. An example of the determi-
nation of the reaction plane is shown in Fig. 4.24.

Figure 4.24: An example event shows the participating nucleons (full-colored
dots) and the spectators (light-colored dots). The reaction plane ΨRP , the par-
ticipant plane ΨP P , and its harmonic decompositions into higher-order phase
angles are shown. Taken from [83]

In our case, a dedicated detector Forward wall allows one to measure the
emission angles and the charge states of projectile spectators and is used to de-
termine the reaction plane. It covers a different phase space region than ECAL
and the rest of HADES; therefore, auto-correlation is excluded by the definition.
Projectile spectators are measured in the polar angle interval 0.34◦ < θ < 7.4◦

and hits with charges of Z ≥ 1 are used. The charge is used as weightwi and the
hit position determines the azimuthal angle ϕF W,i:

Qn cos(nΨn) = 1
NF W

∑︂
F W,i

|Zi| cos(nϕF W,i),

Qn sin(nΨn) = 1
NF W

∑︂
F W,i

|Zi| sin(nϕF W,i).
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Figure 4.25: Sketch illustrating the event plane reconstruction using the projectile
spectator hits recorded in the Forward Wall [52]
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Figure 4.26: Distribution of the reconstructed event plane angle for the consid-
ered centrality classes up to 40 %. The event plane angle is reconstructed by
determining a Q vector parallel to the impact vector. For the extraction, the
Hydra class HParticleEvetChara is used. It includes a re-centering procedure for
non-uniformities and a by-day dependent flattering procedure.

To account for the finite acceptance of the Forward wall detector, which causes
anisotropy in the particle distribution, HADES uses the standard method of re-
centering the positions XF W and YF W by shifting first moments (⟨XF W ⟩, ⟨YF W ⟩)
and dividing them by the second moments (σXF W

, σYF W
). An additional flattening

procedure is used to remove residual non-uniformities [84].
A new angle is introduced.

Ψ′
1 = Ψ1 + ∆Ψ1, (4.8)
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where ∆Ψ1 equals:

∆Ψ1 =
∑︂

n

(An cos(nΨ1) + Bn sin(nΨ1)) (4.9)

When asking for the vanishing of the n-th Fourier moment of the new distribution,
the coefficients are expressed as:

An = − 2
n

⟨sin(nΨ1)⟩,

Bn = 2
n

⟨cos(nΨ1)⟩.

In practice, the flattening procedure is of a few percent and does not affect
the reaction plane resolution; instead, it improves the detector performance by
accounting for imperfect calibration, dead channels, beam tuning, or any other
asymmetry.

The event planeΨEP,n is defined as:

ΨEP,n = arctan Qn,y

Qn,x

. (4.10)

As the orientation of the reaction plane is connected to the deflection of projectile
spectators, the angle of the first-order event plane ΨEP,1 gives the highest possible
resolution. It is used in all flow coefficients extracted vn.

vobs
n = ⟨cos[n(ϕ − ΨEP,1)]⟩ (4.11)

The observed flow coefficients are always smaller than the real ones, since the
calculated event plane will fluctuate around the reaction plane, thus decreasing
the correlation between the particles. This fact can be considered by correcting
the event plane with a resolution correction factor for each harmonic n.

vn = vobs
n

ℜn

(4.12)

The resolution correction factor can be expressed as

ℜn = ⟨cos[n(ΨEP,1 − ΨRP )]⟩ =
√

π

2 χe−χ2/2
[︄
In−1

2
(χ2

2 ) + In+1
2

(χ2

2 )
]︄
, (4.13)

where Iν are the modified Bessel functions of order ν and χ is the resolution
parameter [85]. The modified Bessel function of order n is given by

Ix(χ) =
∞∑︂

m=0

1
m!Γ(m + x + 1)

(︂χ

2
)︂2m+x

(4.14)

70



0
.5

5
9
2
1
1

0
.6

9
3
5
9
2

0
.7

4
8
4
5
3

0
.7

2
6
6
3
9

0 5 10 15 20 25 30 35 40
Centrality [%]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1n
R

0
.2

1
4
7
5
4

0
.3

4
7
9
6
2

0
.4

1
6
9
5
5

0
.3

8
8
2
9
6

0
.0

6
6
1
2
9

0
.1

4
2
3
1
4

0
.1

9
1
3
0
6

0
.1

7
0
1
4
4

n=1

n=2

n=3

Figure 4.27: Event plane resolution ℜn for different harmonics of Fourier decom-
position as a function of centrality. Open circles are for 5% bins and histogram
lines for 10% centrality classes

The so-called sub-event method is used to calculate the values of ℜn. The hits
in the forward wall are divided with the same multiplicity into two sub-events, A
and B, separated in phase space. From the correlation of the two resolutions for
the sub-events:

ℜsub
n = ⟨cos[n(ΨEP,A(B) − ΨRP )]⟩ =

√︂
⟨cos[n(ΨA − ΨB)]⟩ (4.15)

By inverting Eq.4.13, the value of χsub can be extracted. Furthermore, the value of
the resolution parameter for the whole Forward wall is calculated as χ =

√
2χsub,

which is inserted again in Eq.4.13, which provides the full resolution ℜn. The
square root of 2 comes from the fact that the multiplicity of particles is M/2 and
χ is proportional to

√
M . More details can be found in [86].
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Figure 4.28: Distribution of ∆Ψ = |ΨEP,A − ΨEP,B| for the 0-10 % most central
events.

71



Event Plane correction

Efficiency correction

Measured data

Event Selection

Photon candidate

selection

Calculating

νn(pt, y) =

cos(n(ϕ − ΨEP ))

Sub event angles

Resolution

parameter χ

Event plane

resolution

factor ℜn

Corrected

harmonics

pt projectionsy projections

Efficiency

matrices

Track weighting

Figure 4.29: Flow chart of the analysis scheme of flow

The values obtained from 4.13 are shown in Fig.4.27 and summarized in Table
4.4.

Centrality 0 − 10% 10 − 20% 20 − 30% 30 − 40%
ℜ1 0.559 0.694 0.748 0.727
ℜ2 0.215 0.348 0.417 0.388
ℜ3 0.066 0.142 0.191 0.170

Table 4.4: Resolution correction factors.

4.8.1 Multidifferential neutral pion analysis
Reconstructed diphoton pair distribution dN(pt, y, C)/∆ϕ are examined in differ-
ent phase space regions in pt and y as well as centrality class C. The number of
extracted π0 is different ∆ϕ = ϕ − ΨEP bins. This distribution is further fitted
with a Fourier decomposition:

dN(pt, y, C)
∆ϕ

= N

2π
(1 + 2vobs

1 cos ∆ϕ + 2vobs
2 cos 2∆ϕ). (4.16)

The extracted coefficients should also be normalized by the resolution of the
event plane, summarized in Table 4.4.
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The flow extraction procedure was first tested with a simulation model. The
closure test is shown in Fig.4.30. The UrQMD flow is shown with a dark blue
line. The tracks were further analyzed with Geant and HYDRA algorithms. The
experimental extraction method of π0 , described above, was applied to obtain the
data points shown with black dots. Additional information from the simulation
was used to plot the true data with light blue dots. Finally, the black points were
fitted to extract the flow coefficient.

Figure 4.30: An example of reconstructed flow in pt ∈ (300 − 500) MeV,
ycm ∈ (0.5 − 0.7), centrality 20 − 30%. The dark blue solid line histogram shows
the original UrQMD model distribution, light blue squares show the best-case ex-
traction yield using real photons, black dots represent the extraction method used
in the experiment using the event-mixing technique, and the red line represents
the fit of the black dots.

The angle of the reaction plane is determined with finite resolution; therefore,
the extracted flow coefficient is smeared by that resolution. However, the flow
method testing was performed using an exact angle of the reaction plane to
avoid any correlation. The generator reaction plane is always zero with infinite
precision.

The standard extraction procedure for different phase-space bins is shown in
Fig.4.31.
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Figure 4.31: π0 normalized azimuthal angle distributions w.r.t. event plane for
centrality class 20 - 30 %, fit is done with a function 4.16.

4.8.2 Systematics errors of π0 yield
Systematic error evaluation can be notorious and difficult. ”Systematic effects” is
a general category that includes effects such as background, selection bias, scan-
ning efficiency, energy resolution, angle resolution, variation of counter-efficiency
with beam position and energy, dead time, etc. [87]. This is the definition used
in this thesis to estimate systematic errors. There is a good article that covers
the principles of systematic errors and how not to overestimate them [88].

Several variations were made for the systematic uncertainty assessment to
compare the final results and calculate the deviations.

The total systematic error is equal to the sum of errors for each phase-space
bin:

σtotal sys =
√︄ ∑︂

groups

(N − N var)2, (4.17)

where N is the reconstructed number of π0 , N var is the average over variations
in a group.
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Many checks have been performed using the following sources of systematic
errors, each of which includes at least two variations within a systematic group.

• Photon velocity cut βECAL

• Minimum energy of the cluster

• Maximum cluster size

• Diphoton mass histogram binning

• Minimum opening angle

• Number of pt bins

• Number of ycm bins

• Background normalization

• Different π0 window integration

• Sector combination

• Matching the ECAL and RPC times

• Quality of matching in space between ECAL and track hit positions

• Data subset

• Transverse momenta extrapolation

• Rapidity extrapolation

All checks show consistent results within each phase-space bin whenever compar-
ing is possible. For example, a higher energy cut or sector exclusion can reduce
acceptance; thus, some low pt − y bins are not considered for comparison.

The efficiency of photons had the most significant effect on systematic uncer-
tainty. It can be estimated by varying the RPC time window for charge tracks,
track positioning and matching with ECAL, and timing information. The sys-
tematic errors are shown in Fig.5.8 and Table 5.1.

% of Nπ0

min. opening angle 3
velocity cut 13.8

RPC time match 0.7
track match 1

max. cluster size 0.5
number of mass bins 0.5

minimum photon energy 0.6
background subtraction 5.6

Table 4.5: An example of summary table of the influence of individual systematic
groups on π0 yield for one phase-space bin.
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Figure 4.32: Flow chart of the systematic error scheme.

4.8.3 Systematic uncertainties of π0 flow
For the systematic uncertainty of the flow coefficients, two additional methods
were used in addition to the usual standard fitting method. The second method
uses the invariant mass method proposed in [89]. The invariant mass distribution
consists of the background (uncorrelated and other particle species)and the sig-
nal(peak in the spectrum). Ncand(minv) = NS(minv) + NB(minv). Furthermore,
the decomposition of the flow harmonic n can be done for the observed mean
value over all candidates in events.

vobs
n,S+B(mγγ) = ⟨cos[n(ϕ − Ψ1)]⟩(minv) (4.18)

vobs
n,S+B(mγγ) = vobs

n,S(mγγ) + vobs
n,B(mγγ), (4.19)

with the assumption that vobs
n,B(mγγ) is a polynomial function ∑︁i pim

i
inv.

The TProfile histogram is filled with ⟨cos[n(ϕ − Ψ1)]⟩(minv) for each diphoton
track. The histogram for the invariant mass of two photons is filled in parallel, us-
ing both same-event and mixed-event techniques. Then the signal-to-background
ratio is calculated based on these usual histograms and then used to fit TProfile
to vobs

n,S(mγγ). For the second term, the third-order polynomial is used for the
fitting vobs

n,B(mγγ).
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Figure 4.33: Mean values of cos (ϕ − Ψ1) , fit is done with a function 4.19 .
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Figure 4.34: Mean values of cos (2(ϕ − Ψ1)) , fit is done with a function 4.19 .
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The third method involves the distribution of the azimuthal angle in quarters
with respect to the event plane[90].

Rin−plane = N0

N180
,

Rsqueeze = N90 + N270

N0 + N180
,

where Nm is the number of reconstructed π0 in the 90◦ bin around its middle
value m. Using these quantities, one could construct vobs

n

vobs
2 = 1

2
1 − Rsqueeze

1 + Rsqueeze

,

vobs
1 = 1

2
(1 + 2vobs

2 )(Rin−plane − 1)
1 + Rin−plane

,

The consistency test for all three methods is shown in Fig.4.35 and is the
largest part of the systematic error.
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Figure 4.35: Comparison of different flow methods for π0 for centrality 20 − 30%.
Dots represent the standard method, squares for the invariant mass method, and
triangles for the quarter method.

4.8.4 Background flow effect
It was also found that there was a non-zero flow of background. This effect
was checked in simulations using Geant information for true π0 tracks (shown in
Fig.4.36) and for the background when there is only a combinatorial background
(shown in Fig. 4.37. This effect of combinatorial background flow was also present
in the experimental data in Fig.4.38. It seems that one of the two photons is
carrying the information from the π0 about its flow to some degree.
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Figure 4.36: Simulation check flow of true π0 tracks for 20-30% centrality
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Figure 4.37: Simulation check flow of background tracks for 20-30% centrality
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Figure 4.38: Flow of background tracks for 20-30% centrality in experiment.
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5. Results
In this chapter, π0 yields fully corrected for the acceptance and efficiency of
the spectrometer, as a function of the transverse momentum and rapidity, are
presented, and they are compared to the yields of charged pions determined in
the same experiment. The total pion multiplicity is also compared with the world
data from different experiments, and various systematic effects are discussed.
The last section contains a flow study of neutral pions along with its natural
comparison to the flow of charged pions and to model predictions.

5.1 Production yields and inverse-slope param-
eter

The resulting fully corrected for efficiency and acceptance (see Section 4.6) neutral
pion pt spectra with systematic errors are shown in Figs.5.1, 5.2 and 5.3.
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Figure 5.1: Yields for 0-10% centrality. Transverse momentum distributions of
the neutral pion in the rapidity bin of width dy = 0.1 between 0.15 and 1.05
corrected for efficiency and acceptance. The most backward rapidity bin is shown
unscaled, whereas the following rapidity slices are scaled by a successive factor of
10.
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Figure 5.2: Yields for 10-20% centrality.
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Figure 5.3: Yields for 20-30% centrality.

For the extraction of the inverse slope parameter, the pt spectra are fitted
with a single-slope Boltzmann distribution function(see Appendix B):

d2N

dptdy
= Cptmt cosh y exp

(︂
− mt cosh y

Tkin

)︂
, (5.1)
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where N is a number of particles in a given phase space, pt is transverse momenta,
y is rapidity, mt =

√︂
p2

t + m2 is a transverse mass, and Tkin is an inverse slope
parameter.

The measured value at mid-rapidity is defined as the effective temperature
Teff of an isotropically emitting thermal source. The distribution can be de-
scribed by an inverse cosh dependence as a function of rapidity, relating Teff to
the kinetic freeze-out temperature Tkin in a thermalized system as follows:

Tkin(y) = Teff

cosh (y) (5.2)

where Tkin(y) is the inverse slope parameter in each differential spectrum
pt. In Fig.5.4 closed circles represent the measured data, and the open circles
are reflected around the midrapidity. The histograms with the inverse slope
parameter are fitted with a function C/ cosh(y), and the resulting Teff for each
centrality is shown under the fit.
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Figure 5.4: Inverse slope parameter as a function of rapidity. Solid curves repre-
sent the fits.

5.1.1 Neutral pion yields and comparison with charged
pions

To validate the reconstructed π0 multiplicity, one can compare it with the mul-
tiplicity of charged pions. Charged pions were identified in HADES using their
velocity information in the 30% most central events in the same experiment. The
details are described in [91] and the corresponding analysis is not part of this the-
sis. The main results of their study together with my π0 data are shown below
for three regions of centrality. Extrapolation to unmeasured phase-space regions
using a Gaussian fit and integration over this spectrum gives M(π±) per central-
ity class. It is worth mentioning, that due to isospin conservation, the ratio of
charged to neutral pions in a symmetric system has to be [92]:

M(π0) = M(π+) + M(π−)
2 (5.3)
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As an example, in Figs.5.5, 5.6 and 5.7 the π0 pt spectrum is compared to
charged pions. The low pt bins are fluctuating due to the problems with a back-
ground subtraction and detector setup as discussed in section 4.7. Nevertheless,
one can conclude that the pt spectrum of charged pions is in agreement with that
of neutral pions for pt above 250 MeV/c.

Charged pions have much greater acceptance, whereas ECAL covers only the
forward rapidity region for the given colliding system. The extrapolation of the
neutral pion yield in transverse momentum was performed using a single-slope
Boltzmann distribution according to equation 5.1.
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Figure 5.8: Transverse momentum integrated distributions of the neutral and
charged pions. The colored points represent neutral pion yields, while the gray
points represent the average of charged pions. Systematic errors are shown as
colored boxes, and statistical errors are shown in vertical lines.

Since ECAL covers only the forward rapidity region, the integrated pt yields
for the given rapidity range are further reflected around the midrapidity, since
there should be no difference between the backward and forward rapidity regions
due to the symmetry of the yield. The resulting histograms of dN/dycm are shown
in Fig.5.8. The fit function is the following (for details, see Appendix B):

dN

dy
= CT exp

(︂
− mπ0 cosh y

T

)︂(︄
m2

π0 + 2mπ0
T

cosh y
+ 2 T 2

cosh2 y

)︄
(5.4)

To extract the total number of π0 per event, it is necessary to extrapolate the
data to the full phase space. The data in a given rapidity range is extrapolated
with equation 5.1 to cover the full transverse momentum. This fit is mostly used
to obtain the values for the lowest pt bins whenever data is missing, as well as
missing points in the end pt spectrum, see Fig. 5.1, 5.2 and 5.3.

The results obtained for π0 yield, as seen in Fig.5.8 and Table 5.1, are in
good agreement with the charged pions within the systematic errors. This direct
measurement of π0 allows one to reduce the common systematic error of the
average of two results: obtained via two-photon decay and via the average of
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Figure 5.5: Comparison of π0 yield to charged pions in linear scale for 0-10%
centrality.
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Figure 5.6: Comparison of π0 yield to charged pions in linear scale for 10-20%
centrality.
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Figure 5.7: Comparison of π0 yield to charged pions in linear scale for 20-30%
centrality.
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charged pions. The total π0 yield is used in HADES collaboration for the realistic
description of cocktail and normalization of dileptons in the Ag+Ag experiment.

Centrality M(π0) 1/2(M(π+) + M(π−)) M(π)/Apart

00-10 % 11.9 ± 3.2 11.8 ± 1.3 35.2/160.9 = 0.219
10-20 % 8.3 ± 1.5 8.2 ± 0.9 24.7/114.5 = 0.216
20-30 % 6.1 ± 0.75 5.9 ± 0.7 17.9/81.1 = 0.220

Table 5.1: Pions production yields for the three centrality classes in 0-30 %.

Our resulting pion multiplicity per participant, see Table 5.1, is compared
with those obtained for different collision energies and systems in Fig.5.9 The
fitted curves of a second-order polynomial show the excitation function; they are
taken from [20].
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Figure 5.9: Pion multiplicity per participant as a function of beam energy for
four different systems: C + C (black) [93], Ar + KCl (blue) [94], and Au + Au
(red) [20]. The obtained results for Ag+Ag collisions are plotted in orange. The
curves are polynomial fits to these data used to interpolate the multiplicities as
a function of bombarding energy for corresponding systems
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5.2 Flow
As the centrality of the collision decreases, the flow must increase. Therefore,
the most peripheral bin that was studied, i.e. the 20-30% centrality range, will
be further focused upon. In addition, it has the highest event plane resolution,
which in turn affects the error bars, see Fig.4.27. Results for other two bins 0-10 %
and 10-20% are shown in Appendix D and E. The results of the multidifferential
flow with systematic errors versus rapidity in different transverse momentum
bins are shown in Fig.5.10. The directed flow changes its slope versus rapidity
with increasing transverse momentum in Fig.5.10(a). The detailed comparison of
directed flow for different pt bins is given in Fig 5.10(c). At low pt, the directed
flow has a negative slope, at mid pt the v1 ≈ 0, and at high transverse momentum,
the slope of the directed flow is slightly positive. It is seen that there is almost no
dependence of the elliptic flow on rapidity in Fig.5.10(b) and that it saturates at
a constant level with increasing transverse momentum in Fig.5.10(d). However,
this raw information is not very useful without a proper comparison with other
particles, such as charged pions and simulation models, which is described in the
next section.
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Figure 5.10: Results for flow 20-30%

5.2.1 Comparison with Models
Next, the obtained experimental π0 results are compared with the models. For
comparison of the experimental results, several model simulations were performed
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using dynamical models, see Section 1.7.2, namely:
UrQMD with EoS for UrQMD v3.4 with a hard Skyrme equation of state.

The hard Skyrme equation of state assumes a high compressibility of nuclear
matter, which leads to a stiff equation of state. This, in turn, leads to a rapid
increase in the pressure of the system as the density increases, resulting in a faster
expansion of the system and a shorter duration of the high-density phase of the
collision. Moreover, it has been shown that the use of this equation of state can
reproduce some of the experimental observables, such as the transverse momen-
tum spectra and the elliptic flow of particles produced in heavy-ion collisions.

UrQMD cascade for UrQMD v3.4 running in cascade mode, with no addi-
tional potentials such as Coulomb, Symmetry, or Skyrme.

GiBUU for GiBUU version 2022 with non-relativistic Skyrme-type poten-
tials, which is based on a semi-phenomenological model that includes density-
dependent terms to simulate the compression and expansion of the system. The
configuration parameters adopted were based on the 2014 Shanghai meeting,
where a soft momentum-independent equation of state with a value of K = 240
MeV and Coulomb potential switched on were utilized.

As shown in Fig.5.11, all models predict trends similar to the experimental
data. The directed flow v1 from the UrQMD cascade is not consistent with data at
high transverse momentum. On the contrary, the directed flow v1 from UrQMD
with EoS and GiBUU models follow the experimental trend very well. For v2,
the UrQMD with EoS model agrees well with the data, while the GiBUU and
UrQMD cascade shows an almost negligible zero elliptic flow. A similar picture
is reproduced for different centralities shown in the Appendix E.

Therefore, the best model to describe the experimental data was chosen
UrQMD with EoS. It is worth mentioning that this model was tuned for the
flow of different experimental data and contains phenomenological parameters.
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Figure 5.11: comparison of the π0 results from data and the predictions of the
flow for three models - UrQMD cascade, UrQMD with EoS, and GiBUU.
Left plots show directed flow; right plots show elliptic flow

5.2.2 Charged pion flow comparison
The charged pion analysis was carried out mainly by M. Nabroth [91]. The
results for charged pions together with my data for neutral pions for directed and
elliptic flow are presented in Fig.5.12 and Fig.5.13 versus rapidity and transverse
momentum, respectively. The π+ and π– have a similar flow, while they differ
from π0 for some phase-space bins. For example, v1 of neutral pions is stronger
in the pt bin up to 300-500 MeV/c, see Fig.5.12(c). The elliptic flow of π0 has
a similar dependence to pt in Fig.5.12 for all rapidity ranges, with no significant
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differences from charged pions.
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Figure 5.12: Neutral pion flow comparison with charged pions versus rapidity.
Transparent colors represent model UrQMD EOS Left: directed flow, Right:
elliptic flow.
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Figure 5.13: Neutral pion flow comparison with charged pions versus pt. Trans-
parent colors represent model UrQMD EOS. Left: directed flow, Right: elliptic
flow.

It is seen that v1 changes the slope from negative to positive with increasing
transverse momenta, while v2 remains constant through different rapidities. It is
also seen that the elliptic flow has the same saturation character with increasing
transverse momentum (Fig .5.13 (b,d,f)) and is independent of the rapidity (Fig
.5.12 (b,d,f)). The results for other centralities are shown in Appendix D. To
conclude, while in the model all three species of pions have a similar flow, it is
not the case for the experiment; see also Appendix E for the other two models
and different centrality classes.
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Conclusion
In this thesis, I focussed on the analysis of pion yield and pion flow in Ag +
Ag collisions at a kinetic beam energy of 1.58 A GeV during the experiment in
March 2019 with HADES. During the experiment, HADES acquired more than
14 billion events, of which one-third were selected for the current analysis.

These are the first results of a pioneering experiment using an ECAL detector
in HADES. All calibration and analysis techniques were developed from scratch;
they will also be used to calibrate future experiments.

The results obtained for π0 are the first of their kind for a given energy range
and the size of the colliding nuclei. The measured π0 yield agrees very well with
that obtained from the average of charged pions for the same experiment.

Until now, there has been little to no information on π0 flow outside the
midrapidity for heavy systems and low energies.

The comparison with selected kinetic models has been made: UrQMD cascade,
UrQMD EoS, and GiBUU. The best description of the neutral pion flow is given
by UrQMD EoS. It also suggests that the ”hard” equation of state is favored.
However, any conclusive statement should take into account data on all produced
particles, not only flow of pions, but also flow of other particles, particularly flow
of subthreshold (strange) particles.

From the results on the directed and elliptic flow of neutral pions, the following
observations can be made:

• directed flow is dependent on a transverse momentum,

• elliptic flow is approximately constant as a function of rapidity and decreases
towards higher transverse momentum,

• neutral pion species show similar behavior as in UrQMD with EoS,

• neutral pion directed flow is stronger in some pt bins than that of charged
pions, which is not the case for UrQMD with EoS.

• elliptic flow of all three pion species is the same.

The final goal is to extract information on the restoration of Chiral symmetry
in dense baryonic matter. The highest baryon densities will be produced and
explored with the Compressed Baryonic Matter (CBM) experiment at the future
accelerator facility FAIR.
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[8] Yasumichi Aoki, G Endrődi, Zoltán Fodor, Sándor D Katz, and Kálmán K
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ing dense baryon-rich matter with virtual photons. Nature Physics, 15(10):
1040–1045, 2019.

[19] Peter Senger. Particle production in heavy-ion collisions. Progress in Particle
and Nuclear Physics, 53(1):1–23, 2004.

[20] J Adamczewski-Musch, O Arnold, C Behnke, A Belounnas, A Belyaev,
JC Berger-Chen, A Blanco, C Blume, M Böhmer, P Bordalo, et al. Charged-
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Stöcker, et al. Relativistic hadron-hadron collisions in the ultra-relativistic
quantum molecular dynamics model. Journal of Physics G: Nuclear and
Particle Physics, 25(9):1859, 1999.

[76] R Brun, F Bruyant, M Maire, AC McPherson, and P Zanarini. Geant3 user
guide cern data handling division dd. EE/841, 1985.

[77] Jaroslav Bielcık. Dilepton spectroscopy with HADES. PhD thesis, Disserta-
tion, Technische Universität Darmstadt, 2004.

[78] M. Alvioli, H.J. Drescher, and M. Strikman. A monte carlo genera-
tor of nucleon configurations in complex nuclei including nucleon–nucleon
correlations. Physics Letters B, 680(3):225–230, 2009. ISSN 0370-2693.
doi: https://doi.org/10.1016/j.physletb.2009.08.067. URL https://www.
sciencedirect.com/science/article/pii/S0370269309010442.

[79] HADES collaboration. Centrality determination of au au collisions at
1.23a GeV with HADES. The European Physical Journal A, 54(5), may
2018. doi: 10.1140/epja/i2018-12513-7. URL https://doi.org/10.1140%
2Fepja%2Fi2018-12513-7.

[80] Simon Spies. Strange hadron production in Ag+Ag collisions at 1.58A GeV.
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A. Relativistic kinematics
The collision coordinate system is defined by the z-axis, which coincides with a
beam direction, and the x − y plane is perpendicular to it. At first, the particle’s
momentum p has a direction along the beam and is naturally decomposed into
longitudinal momentum pl and transverse momentum pt.

pt = p · sin θ

pl = p · cos θ
(A.1)

where θ is the polar angle.
The alternative for the transverse momentum for the particle with mass m is

a transverse mass mt,
mt =

√︂
m2 + p2

t, (A.2)
The transverse component is Lorentz invariant under transformations along

the z axis, which is not the case for longitudinal momentum. Thus, a more
appropriate variable, called rapidity y, is chosen to describe the particles. It is
Lorentz-invariant under additions.

y = 1
2 log

(︂E + pl

E − pl

)︂
, (A.3)

with E being the total energy of the particle:

E =
√︂

p2 + m2. (A.4)
It is easy to show from the relations of A.2, A.3, and A.4 the following:

E = mt · cosh y (A.5)
It is easy to transform frames from the laboratory system to the center-of-mass

(c.m.) system by adding or subtracting the c.m. system’s rapidity in the labora-
tory frame. It is called midrapidity, and for fixed-target experiments defined for
a projectile nucleon with energy Ep and momentum pp as:

ycm = 1
4 log

(︂Ep + pp

Ep − pp

)︂
, (A.6)

The c.m. rapidity for symmetric collision for a nucleon mass of 940 MeV and
incident kinetic energy of 1.58 GeV ycm = 0.822.
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B. Particle distribution
transformations
The Boltzmann distribution for particles is given by:

d3N

dp3 = d3N

ptdptdϕdpz

∝ exp
(︂

− E

T

)︂
, (B.1)

with energy E =
√

p2 + m2 and temperature T .
A Boltzmann distribution is justified by the high-level density for particles in

heavy-ion collisions, whether Bose-Einstein or Fermi-Dirac distributions are for
the low-density level.

Using dpz = Edy and integrating with ϕ gives the following:

d2N

dptdy
∝ 2πptE exp

(︂
− E

T

)︂
.

Substituting E = mt cosh y yields in :

d2N

dptdy
∝ ptmt cosh y exp

(︂
− mt cosh y

T

)︂
. (B.2)

Or, using the transverse mass relation mt =
√

pt
2 + m2 and ptdpt = mtdmt

d2N

dmtdy
∝ m2

t cosh y exp
(︂

− mt cosh y

T

)︂
. (B.3)

Furthermore, finally, the integration over mt gives:

dN

dy
∝ cosh y

∫︂ ∞

m0
dmtmt

2 exp
(︂

− mt
cosh y

T

)︂
= T exp

(︂
− m0 cosh y

T

)︂(︄
m2

0 + 2m0
T

cosh y
+ 2 T 2

cosh2 y

)︄
(B.4)

This equation can be approximated by the Gaussian function using the second-
order Taylor expansion of the cosh y function around the point y = 0 and assum-
ing the term in brackets to be a constant. The second moment of the rapidity
distribution is determined as the thermal width of the spectrum and is defined
as σ =

√︂
T/m0 in B.5

dN

dy
∝ exp

(︂
− y2

2σ2

)︂
. (B.5)
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Figure B.1: An example of distribution dN/dy.
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C. Invariant mass in Phase Space
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Figure C.2: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.3: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.4: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.5: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.6: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.7: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.8: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.9: Phase space dependent diphoton invariant mass spectrum with mixed
event background (green)
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Figure C.10: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.11: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.12: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.13: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.14: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.15: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.16: Phase space dependent diphoton invariant mass spectrum with
mixed event background (green)
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Figure C.17: Transverse momentum distributions of neutral and charged pions
in the rapidity bin of width dy = 0.1 between 0.15 and 0.75.
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D. Supplementary figures for π0

flow results
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Figure D.1: π0 normalized azimuthal angle distributions w.r.t. event plane for
centrality class 0 - 10 %, fit is done with a function 4.16.
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Figure D.2: π0 normalized azimuthal angle distributions w.r.t. event plane for
centrality class 10 - 20 %, fit is done with a function 4.16.
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Figure D.3: Directed flow for 0-10 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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Figure D.4: Elliptic flow for 0-10 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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Figure D.5: Directed flow for 10-20 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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Figure D.6: Elliptic flow for 10-20 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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Figure D.7: Directed flow for 20-30 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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Figure D.8: Elliptic flow for 20-30 % centrality. Transparent colors represent
model UrQMD EOS. Left plots show projections versus rapidity, right plots
show projections versus transverse momentum.
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E. π0 , π+ , π– flow comparison
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Figure E.1: Simulated flow for pions in 0 − 10% most central Ag + Ag collisions
for UrQMD with EoS. Left plots show directed flow, right plots show elliptic
flow.
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Figure E.2: Simulated flow for pions in 10 − 20% most central Ag + Ag collisions
for UrQMD with EoS. Left plots show directed flow, right plots show elliptic
flow.
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Figure E.3: Simulated flow for pions in 20 − 30% most central Ag + Ag collisions
for UrQMD with EoS. Left plots show directed flow, right plots show elliptic
flow.
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Figure E.4: Simulated flow for pions in 20 − 30% most central Ag + Ag collisions
for UrQMD cascade. Left plots show directed flow, right plots show elliptic
flow.
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Figure E.5: Simulated flow for pions in 20 − 30% most central Ag + Ag collisions
for GiBUU. Left plots show directed flow, right plots show elliptic flow.
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Figure E.6: Comparison of the data result and the predictions of the flow for
three models - UrQMD cascade, UrQMD with EoS, and GiBUU for 0-10%
centrality. The Left plots show directed flow, and the right plots show elliptic
flow.
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Figure E.7: Comparison of the data result and the predictions of the flow for
three models - UrQMD cascade, UrQMD with EoS, and GiBUU for 10-
20% centrality. The Left plots show directed flow, and the right plots show
elliptic flow.
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