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Abstract:

Scanning tunneling microscopy-induced luminescence (STML) combined with
high-resolution atomic force microscopy (AFM) is a powerful tool for studying the
photophysics of individual molecular emitters on surfaces. However, the mecha-
nism of energy conversion between tunneling electrons and photons in decoupled
systems placed in a nanocavity of STM is not fully understood as it depends on
many variables.

This thesis presents a range of proof-of-concept experimental approaches. The
viability of CO-terminated tips for STML is demonstrated by performing
subnanometer-resolved spectroscopy and mapping of photon intensity acquired
over zinc phthalocyanine on NaCl/metal substrate. For the same molecule, time-
resolved phase fluorometry is devised and is used to reveal the exciton and charge
dynamics as a function of the applied bias voltage. Of more fundamental charac-
ter, the role of the chromophore environment on its exciton emission and binding
energy is studied. For the first time, we observed and explained the presence of
molecular librations in molecules on the surface from a comb-like emission line
resulting from the exciton-libron coupling and the chiral adsorption geometry.
Finally, exciton delocalization in molecular aggregates is mapped using the tip
nanocavity capable of detecting the dark states, inaccessible in far-field spectro-
scopies. The experimental results are compared to theoretical simulations and
discussed extensively.
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Introduction
The miniaturization of electric circuits in information technology during the past
70 years revolutionized almost every aspect of life in societies worldwide. Cur-
rently, electronic devices are dominantly based on silicon technology utilizing
only a few elements from the periodic table for building the units in a top-down
approach. However, as the size of the transistors approaches the single-atom di-
mensions, where the quantum effects will hamper their reliable operation, research
of more efficient and elegant principles is of great importance for our sustainable
future. The concept of quantum computing using qubits instead of classical bits
is attaining a lot of attention but its wide application in practice needs to over-
come many fundamental challenges such as finding a suitable physical system
for creating qubits performing quantum operations free of spurious decoherence
effects. Another strategy is to mimic processes in nature. Software/hardware
neural networks inspired by biological systems are now the main problem-solving
methods in artificial intelligence. The utilization of molecules, which are the
basic building blocks in nature, offers a very rich building kit with a choice of
millions of well-defined objects with distinct properties. This approach has been
put to work in organic light-emitting diodes (OLEDs), sensors and organic solar
cells and it was also proposed for molecular-scale electronics [1]. For a correct
understanding of the phenomena on the atomic level, an adequate theoretical
description is necessary, based on precise and thorough experimental data.
But how to address objects as small as individual atoms and molecules?

Industrial progress had to be always preceded by characterization and vi-
sualization tools. One of the most influential instruments invented in human
history was the optical microscope. Its resolution is inherently limited by the
wave nature of photons which are diffracted on the observed objects. The nearest
distance between two objects that can be resolved using visible light is around
250 nm, far more than the scale of atoms and molecules. The diffraction of X-
rays or particles like electrons of much shorter wavelengths can be harnessed to
obtain information about atomic positions in a crystal lattice. However, focus-
ing and the observation of individual atoms remained elusive until the scanning
version of the transmission electron microscope was improved in the 1970s [2].
The scanning tunneling microscope (STM) invented one decade later [3] enabled
not only nondestructive imaging of electronic landscapes of surfaces with atomic
precision but also opened the way to direct atomic manipulation [4] with use of
the sharp scanning probe. After almost half a century since its invention, this
methodology is, quite surprisingly, still developing and has evolved into a precise
method capable of atomic and molecular spin sensing, ultimate-resolution atomic
force microscopy (AFM) [5] or time- and energy-resolved spectroscopies [6, 7].
In particular, the combination of ultra-high vacuum cryogenic STM and AFM is
a great tool for studying the electronic properties of molecules and their atomic
structure.

With the capabilities of such a powerful technique as the combined STM/AFM
methodology certainly offers, it would be of utmost importance and impact to
enhance it by adding sensitivity to optical properties of the nanoscopic objects.
The main questions are how to achieve such a challenging task, seemingly defy-
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ing limitations imposed by physics known for centuries. The STM tip provides
a sub-nm localized channel of tunneling electrons, which can create excitations.
Moreover, localized plasmonic modes emerge when a cavity is formed between
the metallic tip and the sample. The plasmonic modes mediate the radiative
decay of excitations out to the far field. The concept of electric field enhance-
ment on plasmonic nanostructures has been known from the surface- and tip-
enhanced Raman scattering techniques capable of detecting signals from single
molecules, but they had never achieved the spatial resolution of STM until 2013
[8]. First, the STM-induced light emission showed sub-nm variation when scan-
ning over metallic samples [9] and in 2003, Qui et al. [10] demonstrated intrinsic
emission of a single electronically decoupled molecule using STM-induced lumi-
nescence (STML). The enhancement of the radiative decay rate of molecules in
the optical cavity enabled them to obtain sufficiently intense signals from single
chromophores. It took 13 years from the publication of this exceptional work
until another substantial improvement, using NaCl trilayer on noble metals as
a decoupling platform for molecules, was realized. Tip manipulation of the ad-
sorbed molecules on NaCl permitted the study of fundamental processes of energy
transfer [11] and superradiance [12] at the atomic scale.

I started my PhD two years after these observations were reported. At that
time, there was only about a dozen publications using STML as a tool to ad-
dress the single-molecule luminescence on NaCl. Many fundamental questions
about the principles and applicability of STML were open, these among others:
What can we learn from the spatial dependence of the luminescence signal (pho-
ton maps)? What is the origin of the lineshapes observed in STML? How does
the NaCl layer influence the molecular emission? Is Kasha’s rule valid in STML?
Can we observe both fluorescence and phosphorescence? How long do the excited
states live? How localized is the electromagnetic field in the tip-sample cavity?
Does photoluminescence in the nanocavity work in analogy to electrolumines-
cence? And can we reach a strong-coupling regime?

I can say now that since that, the general understanding of the result ob-
served in STML has advanced significantly. However, the progress was far from
straightforward. Many top published results and especially their interpretations
including ours have been overcome and corrected. In my thesis, I take the great
opportunity to provide up-to-date explanations regarding these works, based on
the current understanding of the problems, without lessening their importance to
the development of the field.

The thesis is divided into 8 chapters. Chapter 1 summarizes the history
and the theoretical concepts of the used methods and the key results in the
STML field. Chapter 2 describes the experimental setup which has been gradually
improved to the current state during my PhD studies. One section is devoted
to the fabrication of tips suitable for photoexcitation for the implementation of
STM-photoluminescence and tip-enhanced Raman scattering. Chapters 3–8 are
based on the 6 published works. The performance of CO-tips in STML is studied
in chapter 3 and the possibility of the combination of STM, AFM and STML is
demonstrated. The role of the environment on the electrical and optical properties
of molecules is studied in chapter 4. Time-resolved methods for measuring the
time constants in STM electroluminescence process are presented in chapter 5.
A methodology for calibration of the frequency-dependent transfer function of
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the high-frequency bias wiring, based on the broadening of the plasmon cutoff
in the electroluminescence spectrum, is presented in chapter 6. Visualization of
the exciton delocalization in molecular aggregates involving the possibility of the
dark state detection with the nanocavity is shown in chapter 7. Observation of
the exciton coupling to molecular librations on chirally adsorbed chromophores
in luminescence spectra is reported in chapter 8.
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1. Theoretical background
In the scope of this thesis, two well-established surface science techniques were
used, the Scanning tunneling microscopy (STM) and the non-contact Atomic
force microscopy (nc-AFM). This chapter starts with a brief historical outline
of Scanning probe microscopy followed by a basic theoretical description of its
operation and its utilization in the study of single molecules on thin insulating
surfaces. In the second part of the chapter, we describe the optical properties of
molecules and reveal how the light emitted by a single molecule can be detected
in the near-field of the scanning probe.

1.1 History of scanning probe microscopy
The history of scanning probe microscopy dates back to the early 1970s when
Russel D. Young presented the Topografiner [13], a predecessor of today’s STM.
The instrument consisted of a metallic tip and a conductive sample and was
operated in a field emission regime, where the tip-sample separation was around
100 nm. Feedback control as well as the rough vacuum was already present.
Young was aware that for the lateral resolution better than 20 nm, which was the
estimated theoretical limit, operation in a tunneling regime would be necessary.
However, he never succeeded in the realization of tunneling current feedback
mostly due to the instability in the tip-sample distance caused by vibrations.
One decade later in 1981, IBM researchers G. Binnig and H. Rohrer constructed
the first STM [3]. It was the first instrument capable of imaging the probed
conductive sample with atomic precision [14]. Soon after the STM invention,
they turned their attention to the Si(111)-(7 × 7) surface reconstruction. They
were able to resolve individual Si adatoms in the reconstruction in real space [15]
and solved one of the most intriguing problems in surface science at that time.
This was a breakthrough in the popularity of the STM, which led to the award
of the Nobel Prize in Physics in 1986 to G. Binnig and H. Rohrer.

G. Binnig continued in his pursuit to foster the scanning probe methodology
and together with C. Quate and C. Gerber invented the atomic force microscope
[16]. The unique idea in the concept of measuring atomic force acting between
the tip and the sample lies in its applicability in all kinds of surfaces as no conduc-
tivity and tunneling current is necessary. When the original rather complicated
detection scheme using a scanning probe at the end of a flexible cantilever and
STM as a deflection measure was replaced by the laser-based optical lever scheme
AFM quickly found its way to the research and also industry. Nowadays, many
instruments working at ambient or liquid conditions and operated at contact
mode with force feedback are commercially available. AFM as a surface science
tool capable of atomic resolution was not so widespread in the 80s and 90s. The
biggest problem of the contact AFM is the large contact area that hinders obtain-
ing atomic resolution. It cannot be easily used in ultra-high vacuum (UHV) as
the clean surfaces tend to stick together. Therefore, the dynamic AFM using an
oscillating probe with high amplitudes was used to prevent the jump-to-contact
problem. The short time spent in the reach of short-range forces responsible for
atomic corrugation was the limiting factor of soft cantilevers used at that time.

9



It took several years till the first scientist Franz Giessibl obtained atomic resolu-
tion on highly reactive and therefore challenging Si(111) -7 × 7 surface in 1994
[17]. Later in the 2000s, stiffer cantilevers such as qPlus tuning fork or length
extension resonator [18] sensors in combination with improved feedback electron-
ics enabled them to obtain atomic resolution [19, 18] routinely. The biggest leap
forward, however, was the functionalization of the metal tip by a small moiety
— CO molecule — that was first described in 2009 by Leo Gross [5]. It enabled
even submolecular resolution due to the Pauli repulsion and flexibility of the
CO-molecule on the tip apex [20, 21].

1.2 Scanning tunneling microscopy
The following section is modified from the author’s Master thesis [22].

1.2.1 Tunneling effect
STM operation is based on the quantum tunneling effect. The wavelike nature of
matter gives a certain probability to particles to overcome (tunnel through) poten-
tial barriers insurmountable in the picture of classical mechanics. The probability
of tunneling decreases exponentially with the barrier height, width and particle
mass thus limiting this process to the atomic scale. Tunneling is essential in
many phenomena in nature such as nuclear fusion [23] and fission [24], chemical
reactions [25] or DNA mutation [26, 27]. Let us consider a simplistic case, 1D
rectangular barrier sketched in Fig. 1.1 of height W and width d and a particle of
energy E and mass m. The probability P for the particle to traverse the barrier
is given by the solution of stationary Schrödinger equation and reads

P ∝ e−2kd, (1.1)

where

k =
√︄

8π2m(W − E)
h2 (1.2)

and h is the Planck constant [28].

1.2.2 Principle of STM
The STM microscope comprises a sharp metallic tip and a conductive sample
separated by several Å such that their orbitals overlap. The three-dimensional
barrier is realized by the vacuum region in between the electrodes and its height is
determined from the work functions of the electrodes. The probability of electron
tunneling from one electrode to another and vice versa is similar and will result in
zero net tunneling current unless a bias voltage is applied. Biasing one electrode
offsets energy levels of the tip and sample and as a result, electrons will tunnel
from the unoccupied electronic states of the negatively biased electrode to the
occupied states of the positively biased electrode.

The tip or sample is attached to a piezoelectric scanner allowing positioning
in x, y and z directions with picometer precision. The rigid mechanical loop and
system on two external mechanical dampings protect the STM junction against
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Figure 1.1: Illustration of electron tunneling through a 1D barrier of height W and
width d. The upper graph shows the potential for a solid-vacuum-solid configuration,
where vacuum is the barrier. The lower graph shows the real part of the electron wave
function oscillating in front of the barrier, exponentially decaying inside the barrier and
again oscillating past the barrier.

vibrations thus avoiding tip crashing and limiting noise propagated into tunneling
current. The STM images of tunneling current, tip height or other parameters
are recorded during scanning the tip along the surface. For voltages VT below
the barrier height and low temperatures the tunneling current can be expressed
as [28]

I ≈ 18 VTk

104ΩdAeffe
−2kd, (1.3)

where 2k (Å−1) = 1.025
√
W (eV),W is the average work function of the electrodes

representing the barrier height. The typical effective area involved in tunneling
is expressed by Aeff and determines the lateral resolution, d is the tip-sample
separation and Ω is the Ohm unit. Plugging typical W = 5 eV for metals in
equation 1.3 we evaluate the change of the tunneling current I by one order
of magnitude for the 1 Å change in the distance. This clarifies why even a
macroscopically blunt tip can provide atomically resolved images. It is sufficient
for scanning on flat crystalline samples if the tip apex is formed by a cluster
of atoms where the majority of tunneling current flows through. On the other
hand, due to the exponential current dependence, a successful operation of STM
requires damping of the vibration amplitude in z on the order of a few pm.

There are two standard modes of operation of the STM – constant current
mode and constant height mode. The Constant current mode is the most fre-
quently used one. The tunneling current is held constant by a feedback loop. For
an electronically homogeneous surface, constant current means constant separa-
tion d and the tip movement in the cartesian coordinate system aligned with the
sample corresponds to the topography. Different measured physical quantities
can be used as input for the feedback loop in various scanning probe microscopy
(SPM) methods, e.g. frequency shift in nc-AFM. The major advantages of this
mode are that it can be used for large scanning areas of various roughness without
the risk of destroying the tip. Moreover, the thermal drift in the image can be
post-processed e.g. by plane correction. In the constant height mode the tip
is scanning on the predefined xy plane keeping the z constant. Several conditions
have to be fulfilled for its utilization. Since the tip-sample distance providing a
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useful signal is less than 1 nm, the surface roughness of the scanned area must
be within that range. The thermal drift and creep have to be stabilized and
compensated. Despite the limitations, the mode has been frequently used in this
thesis. Its main advantage lies in the fast operation necessary for a frequency-
modulated nc-AFM technique which encompasses additional feedback loops. The
constant z eliminates the influence of tunneling current on other detected quan-
tities such as dI/dV , frequency shift, photon signal in ”photon maps” etc. It is
therefore predominantly used for multichannel SPM as it can be easily compared
to theoretical images generated on the same xy plane [21].

Figure 1.2: Schematic view of the STM. Tunneling current flows in a feedback loop
which adjusts the z position of the tip. z as a function of x and y is plotted. Adapted
from a Thin Films group archive.

1.2.3 Theory of tunneling
The first analytical approach to tunneling is the Bardeen model which was intro-
duced before inventing the STM in 1961 for metal-insulator-metal heterostruc-
tures [29]. This model considers a tip plus barrier and a sample plus barrier
as two separate systems. Specific theoretical approaches differ from each other
in the wave functions of each electrode used. The wave functions of these two
systems can be approximated as in the case of the 1D barrier depicted in Fig.
1.1, or in the 3D model, but they are more complicated taking the geometry of
spherical symmetric tip and flat sample into account. The transition rate from
one electrode to another is calculated using time-dependent perturbation theory
and the tunneling current is proportional to the rate.

The general equation for the tunneling current in the low-temperature limit
can be written as

I = 8π2e

h

∑︂
i,f

|Mfi|2δ(Ef − Ei), (1.4)

where we sum over all combinations of initial states and final states of electrons
both for the tip and the sample in the applied bias window. δ(Ef − Ei) denotes
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that the tunneling can occur only on the same energy levels. |Mfi| is a matrix el-
ement that denotes the probability of an electron passing the barrier and depends
on ψi and ψf as well as on the shape of the barrier [30].

Two kinds of approximation of Bardeen’s equation (1.4) are the most
widespread. In the Tersoff-Hamann approximation the applied voltage bias
between the tip and the sample is considered to be small compared to the bar-
rier height. Energy dependence of the matrix element and energy dependence of
the densities of states is neglected. The tip wave function is approximated by
a spherical s-wave. This approximation is often used for the simulation of STM
images.

Energy-dependent approximation deals with a 1D barrier approximation
of a rectangular shape but takes into account energy dependence of densities of
states of the tip and the sample. With this approximation, we are able to derive
important equations used in scanning tunneling spectroscopy (STS). Again, in
the low-temperature limit, tunneling current can be approximated as

I(V, d) = 8π2e

h

∫︂ eV

0
ρtip(ε− eV )ρsample(ε)T (ε, V, d)dε, (1.5)

where ε is an energy relative to the Fermi energy of the sample depicted in Fig.
1.3, V the applied bias voltage to the sample, ρtip and ρsample are densities of
states of the tip and the sample respectively and T (ε, V, d) is the transmission
factor given by

T (ε, V, d) ∝ exp
⎡⎣−2d

⌜⃓⃓⎷8π2m

h2

(︄
Φtip + Φsample

2 + eV

2 − ε

)︄⎤⎦ (1.6)

where m is the mass of the electron, Φtip and Φsample work functions of the tip and
the sample respectively. For low bias voltages, the equation 1.5 can be further
simplified if we neglect the energy and voltage dependence of T and remove it
from the integral.

Figure 1.3: Energy level diagram of the tunneling junction. The applied bias shifts
the Fermi level by eV . Density of states are represented by ρtip and ρsample (the filled
states are coloured). Adapted from [30].
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1.2.4 Scanning tunneling spectroscopy
As can be inferred from Eq. (1.5), the tunneling current is distance dependent
and proportional to the density of states of the tip and the sample. If we con-
sider constant density of states (often assumed for a clean metallic tip) the first
derivative of the tunneling current with respect to the bias voltage is proportional
to

dI
dV ∝ ρsample(d, ε)T (ε, V, d). (1.7)

For a qualitative evaluation of the density of states (e.g. mapping the orbitals
of molecules on thin insulating layers), that transmission factor bias dependence
can be neglected and the differential conductance is directly interpreted as a local
density of states (LDOS). STS measurements — obtaining the dI/dV — can be
done in two ways. A simple approach is to numerically differentiate the measured
I−V characteristics. Unfortunately, numerical differentiation amplifies the noise
in the signal. Therefore, synchronous lock-in detection is often used for dI/dV
spectroscopy and enables also dI/dV spatial mapping.

Lock-in detection

Lock-in amplifier adds a small modulation voltage VM cosωt to a bias voltage
and this modulation appears in the measured current: I(t) = f(V + VM cosωt).
The modulation frequency f should be higher than the cutoff frequency of the
feedback loop and should be located in a low-noise region in the noise power
density spectra (around 900 Hz). The modulation voltage has to be as small as
possible providing a sufficient signal (1-20 mV yielding lockin current on the order
of picoamperes in our case). The phase shift between the reference modulation
signal and the measured signal which emerges due to the parasitic capacitance
of the wires (consider a parallel RC circuit) in the STM must be eliminated.
In practice, before each STS measurement, the tip is slightly retracted out of
the contact and only the AC component of the measured current flows through
the tunneling junction (the phase shift of the measured current is 90◦) and the
capacitance can be measured and the phase-shift eliminated with the lock-in
amplifier. If we slowly change the voltage during an I(V ) measurement, the
measured tunneling current can be estimated using Taylor expansion as:

I(V + VM cosωt) ∝ I(V ) + dI(V )
dV VM cosωt+ d2I(V )

dV 2
VM

2

2 cos2 ωt+ ... (1.8)

and a trigonometric identity gives us

cos2 ωt = 1
2 + 1

2 cos 2ωt. (1.9)

We can see that the harmonic term with ωt has an amplitude proportional to the
first derivative of the tunneling current with respect to the voltage and the term
with 2ωt – second harmonic is proportional to d2I(V )

dV 2 . With the help of filters
that are implemented in the lock-in amplifier, amplitudes of desired n-th harmonic
frequencies are obtained. While in STS we use the first harmonic and the first
derivative, the second derivative is used in inelastic tunneling spectroscopy. For
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getting a high-quality spectrum, each voltage step should last at least 10 periods
of modulation.

The energy resolution of the STS spectrum is limited by the thermal broad-
ening of the Fermi level by 3.2 kT , by the instrumental broadening by the mod-
ulation voltage and by the inherent electrical noise in the bias voltage. The total
error can be calculated as [30]:

∆E =
√︂

(2eVmod,RMS)2 + (0.28 meV/K · T )2. (1.10)

At 5 K, the ultimate energy resolution is 1.4 meV.

1.2.5 Double-barrier tunneling junction
Study of energies of molecular orbitals close to their in vacuo state in scanning
tunneling spectroscopy requires their sufficient decoupling from the conductive
sample. When adsorbed on bare metal, molecular orbitals are hybridized with
the substrate which leads to their broadening and HOMO-LUMO gap narrowing
([31]). To circumvent this, molecules can be either separated from the conduc-

Figure 1.4: Energy scheme of the double-barrier tunneling junction consisting of a
molecule adsorbed on NaCl/metal. The resonant tunneling takes place when the bias
voltage U is applied such that molecular orbitals are aligned with one of the Fermi
levels. a) Electron tunneling through HOMO and sample Fermi level EF,S. b) Electron
tunneling through LUMO and tip Fermi level EF,T.

tive metallic sample by a few atomic layers of insulator [10, 31] or stacked in
multilayers. For both cases, tunneling through a double-barrier (see Fig. 1.4)
junction needs to be considered. The important aspect for interpreting the STS
results is the voltage profile along the junction and especially the voltage drop
on the dielectric spacer between the conductive sample and the molecule. In a
simple approximation, the double-barrier tunneling junction can be treated as
two capacitors Cspacer in series and the voltage drop on the spacer

Uspacer = U

1 + εspacerdvac
εvacdspacer

, (1.11)

where the spacer and vacuum capacity are Cspacer ∝ εspacer
dspacer

and Cvac ∝ εvac
dvac

re-
spectively. Plugging in the typical values for a molecule on 3 ML of NaCl and tip
tunneling to/from frontier orbitals ( 10Å spacer thickness consisting of 7.8Å NaCl
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+ 2.5 Å molecule and dvac = 5 − 9 Å ) one obtains a relative voltage drop of 16-
25 %. This is a remarkably high value not consistent with the experiments on
ZnPc/3 ML NaCl [32, 33] or pentacene on 2 ML NaCl [31], where the position of
positive/negative ionic resonances in STS does not change with the tip-molecule
separation significantly. We think that the negligible voltage drop on the thin
NaCl layer can be attributed to these effects: 1) non-realistic 1D capacitor model
overestimates the voltage drop on NaCl in contrast to the 3D model, where the
voltage drop reduces almost by a factor of 2 for a sharp tip [34]; 2) 2–4 NaCl
layers still enable propagation of the substrate surface state [35] and cannot be
treated as a bulk insulator in contrast to thick (< 10 ML) NaCl layers. The
detailed understanding of the voltage drop across NaCl certainly deserves further
studies.

Another feature observed in STS, the broad PIR and NIR peaks on NaCl
stems from a strong electron coupling to the phonons of ionic substrate [31]. The
single-electron picture shown in Fig. 1.4 is indeed a simplification that attributes
the contrast of observed positive ion resonance in dI/dV maps to the highest
occupied molecular orbital (HOMO) and negative ion resonance to the lowest
unoccupied molecular orbital (LUMO) for a closed-shell molecule. However, other
peaks in STS can occur [36] which needs a complete many-body scheme for their
explanation. The many-body scheme captures all kinds of processes such as
orbital renormalization upon their depletion or occupation with electrons [37]
and different tunneling channels depending on the valence and conduction bands
of NaCl, metal surface states and many-body molecular states. Also, inelastic
processes such as exciton formation followed by rapid decay and tunneling through
other molecular orbitals [38] might play a role. It was also suggested that the
in-gap image of the molecule out of the resonance condition is determined by
its electronic structure [39] (sum of orbitals even far from the Fermi level with
different weights) and not by its backbone geometry.

1.3 Atomic force microscopy
In AFM, the force between the tip and the sample is measured. Using a very
sharp tip for its detection, the force can be mapped in real space with atomic
resolution. Tip functionalization with a well-defined small flexible moiety — most
commonly a CO molecule — can provide the desired sharp contrast of intramolec-
ular bonds. Force spectroscopy can gain valuable insight into the system as the
total force consists of many individual contributions - attractive van der Waals
forces, electrostatic force and Pauli repulsion. Therefore, by varying the tip-
sample distance, electric field and other parameters, individual force components
can be in principle extracted.

1.3.1 Static AFM
The ideal force sensor is a spring, usually in the form of a cantilever on which the
tip is mounted. Hooke’s law directly expresses the force F as F = −kz where
k is the stiffness of the cantilever and z is the distance the cantilever is bent
relative to its equilibrium position without the sample presence (deflection)[30].
The deflection is usually measured with a laser beam and its reflection from the
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mirror mounted on the back of the cantilever on a photodiode. This scheme is
called static AFM or contact AFM as the probe is in contact with the sample
and there is no oscillation of the cantilever. There is a major drawback of the
static AFM - instability of the junction preventing to obtain atomic resolution.
The soft cantilevers providing on one hand low signal-to-noise ratio suffer from
jump-to-contact problem [40]. If the force gradient exceeds the cantilever stiffness
∂F
∂z

> k the jump-in-contact (or snap-in) will appear and the monoatomic sharp
tip is destroyed. For realistic tips with a larger number of atoms (in the pyramid
shape) and a large attractive van der Waals background a jump-to contact will
always appear. Therefore a dynamic (or noncontact) mode is used.

1.3.2 Dynamic AFM
In the dynamic mode, the cantilever is excited to vibrate by an external stimulus
close to its resonant frequency. It can be viewed as a driven damped harmonic
oscillator. After several assumptions: 1) Friction is proportional to the speed
of the moving mass Ffrict = −mγż, 2) external driving amplitude is harmonic
zdrive(t) = Adrive cos(ωt), 3) the spring force is F = −k(z − zdrive) the equation of
motion reads

mz̈ = −mγż − k(z − zdrive). (1.12)
After introducing new terms resonance frequency w2

0 = k/m and quality factor
Q = w0

γ
(characteristic for a given harmonic oscillator without external driving)

the solution is again harmonic motion

z = A cos(ωt+ ϕ), (1.13)

where the amplitude as a function of driving frequency ω is

A = Adrive√︃
(1 − ω2

ω2
0
) + 1

Q2
ω2

ω2
0

(1.14)

and the phase reads

tanϕ =
− ω

ω0

Q(1 − ω2

ω2
0
)
. (1.15)

The step-by-step derivation of the solution can be found in [30]. The dynamic
mode has its major advantage in increased stability of the junction. The jump-to-
contact can be avoided if the maximum attractive force at the bottom turnaround
of the cantilever is smaller than the spring force of the cantilever given by the
product of its amplitude A and stiffness k

kA > max(−F ). (1.16)

Therefore, even very soft cantilevers can be operated in a dynamic regime. An
additional problem can arise in the dissipation of energy during the oscillation
cycle, but in vacuum, where no thin water layer is present, this is not a major
problem.

Two modes of the dynamic operation of AFM exist: Frequency modulation
(FM) and Amplitude modulation (AM).
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AM-AFM

In the AM-AFM, the cantilever is driven by a fixed driving amplitude and driving
frequency which is ideally identical to the w0. When the tip on the cantilever
is brought into contact with the sample, the resonance frequency will slightly
change upon the influence of an external force. As a result the amplitude also
changes according to Eq. (1.14) and ∆A is used as an imaging or feedback signal.
The AM-AFM can be used at ambient conditions and room temperature where
the Q-factors of cantilevers are rather low (100-500) and the time response of the
system

τ = 2Q
ω0

(1.17)

is fast enough. Due to the very slow response, AM-AFM is not suitable in UHV
and at low temperatures (Q > 10000) and FM-AFM, first demonstrated by Al-
brecht et al. [41], is nowadays the only method used.

FM-AFM

In this mode, the cantilever is driven always on resonance by a feedback loop
(phase-locked loop). Another feedback loop is keeping a constant oscillating am-
plitude by adjustment of the drive amplitude. Even though the above-mentioned
two feedback loops are necessary, a fast operation can be in principle obtained in
UHV with cantilevers with high Q-factors such as quartz tuning forks or quartz
length extension resonators.

The detailed scheme and the principle of the force measurement are sketched
in Fig. 1.5. In our Createc microscope (described in chapter 2) qPlus third-
generation tuning forks are used as cantilevers. The cantilever is mechanically
actuated and its deflection is measured utilizing a piezoelectric effect in the quartz
resonator [42] which generates a charge on the electrodes. The mechanical actua-
tion is realised by coupling an AC voltage to the DC voltage applied on the z piezo
scanner. The signal is filtered with an adjustable band-pass filter centered around
the resonance frequency and routed to amplitude control and Phase-locked loop
(PLL). The PLL maintains a constant ϕ = π/2 between the drive signal and the
deflection signal which fulfills the resonance condition as can be inferred from
Fig. 1.5a. The frequency shift ∆f can be determined from the difference be-
tween the actual and the center frequency. With the amplitude feedback loop,
the amplitude and dissipation are measured and the amplitude of the drive signal
is adjusted to keep it at a constant setpoint. The ∆f can be used also for the z
feedback. In practice, due to the problems with a non-monotonic ∆f(z) depen-
dence and generally noisy ∆f with slow response, this is used only on insulating
samples where no tunneling current can be detected.

Four channels —∆f , ϕ, dissipation and amplitude — are output from AFM
operation in addition to z and It from STM operation. While all of them can be
useful, the frequency shift is the quantity related to the force. Let us now reveal
what is the physical meaning of the ∆f . The frequency shift can be expressed as

∆f = f − f0 = − f0

k0A2 ⟨Fts(t)A cos(2πf0t)⟩, (1.18)

where f0 is the intrinsic resonance frequency, k0 is the cantilever stiffness, A
oscillation amplitude and Fts is the tip-sample force which is averaged over the
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full oscillation period. This formula can be simplified if one considers small
oscillation amplitudes where the added spring constant corresponding to the tip-
sample interaction kts = ∂Fts/∂z is much smaller than the cantilever stiffness
k0:

∆f ≈ − f0

2k0

∂Fts

∂z
. (1.19)

The equation 1.19 can be easily reverted and the force can be calculated as
an integral. For larger amplitudes, kts is not constant over the cycle and the
frequency shift for arbitrary amplitude can be calculated based on the Hamilton-
Jacobi formalism [43]

∆f(zltp) = f0

2k0

2
πA2

∫︂ A

−A
kts(zltp + A− q′)

√︂
A2 − q′2 dq′, (1.20)

where zltp is the lower turnaround point of the cantilever. For the conversion of the
frequency shift to the force Sader-Jarvis or Giessibl matrix deconvolution methods
are used [44]. In practice, the conversion is done only for the ∆f(z) spectroscopy
and the reverse approach of simulating the high-resolution experimental AFM
images with a probe particle model [21] using equation 1.20 is adopted.

(a) (b)

Figure 1.5: Working principle of FM-AFM. a) Amplitude and phase as of a driven
damped harmonic oscillator (see eqs. (1.14) and (1.15)). Resonance frequency f0
and Q-factor is intrinsic for each oscillator upon no tip-sample force. The phase of
the oscillation is shifted by 90° in resonance. Attractive forces decrease the resonance
frequency (∆f < 0 for f1) and repulsive forces increase the resonance frequency (∆f > 0
for f2) b) Scheme of the FM-AFM qPlus based setup. 6 channels are recorded and
the current, amplitude and center frequency are the required user input quantities for
feedback loops. Adapted from ref. [45].

1.3.3 Forces in AFM
There are different force components of the complex 3D force field which are
summed in the total force interaction between the tip and the sample. Long-
range van der Waals forces, electrostatic force and short-range Pauli repulsion
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are the dominant ones in UHV nc-AFM (hereafter AFM will refer to the noncon-
tact/dynamic AFM). Attractive short-range chemical force can be also present
for reactive tips/samples.

Van der Waals forces are forces resulting from the dipolar interactions.
They have three components: London dispersion force between instantaneous
dipoles, Debye force between permanent and induced dipoles and Keesom force
between permanent dipoles. The dominant is the dispersion force which is always
attractive. The force is long-range on the order of nanometers and therefore does
not provide atomic resolution [20] but it can be used as a measure of the sharpness
of the tip.

Electrostatic force stems from the image charges of the tip created on the
conductive sample and is always attractive. It is given as the force of a distance-
dependent capacitor

Fel = 1
2
∂C

∂z
(V − V0)2 (1.21)

where V0 is the local contact potential difference (LCPD) between the electrodes.
The distance behaviour of this force in AFM is both short- and long-range. Mini-
mizing the electrostatic force is utilized in Kelvin Probe Force Spectroscopy. The
LCPD contains information about the electric field distribution on the sample
thus resolving different charge states of the atoms [46] and molecules [47] under-
neath the tip or observe an anisotropic charge redistribution on a halogen atom
called σ-hole [48].

Pauli repulsion takes place when the tip and sample are brought so close that
the distances between the foremost atom on the tip and the atoms on the sample
are closer than in the chemical bond. According to the Pauli exclusion principle,
no two electrons can occupy the same state which results in a repulsive force
[30]. Due to it short-range character, this force is responsible for submolecular
resolution.

The short-range interaction can be calculated quantum-mechanically, but the
exact solution exists only for simple cases. Therefore, the tip-sample interaction
is often modelled with a Lennard-Jones potential:

ULJ(r) = U0

[︄(︃
r0

r

)︃12
− 2

(︃
r0

r

)︃6
]︄

(1.22)

where U0 is the depth of the potential well and r0 is the equilibrium distance at
which the ULJ is minimal.

The Lennard-Jones potential, force and the corresponding frequency shift in
the low amplitude limit are plotted in Fig. 1.6
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Figure 1.6: Potential, force and frequency shift in arbitrary units as a function of the
normalized distance r/r0. Potential (blue solid curve) is calculated from Eq. (1.22),
force (red solid curve) is calculated as F = −∂U

∂r and the frequency shift (cyan solid
curve) as ∆f = −const · ∂F

∂r which holds for the low-amplitude limit (see Eq. (1.19)).
The repulsive and attractive force components are plotted with thin lines. The gray-
filled area denotes the working range of nc-AFM. The depth of the potential U0 at the
equilibrium position r0 is illustrated with a dashed vertical line.

1.3.4 High resolution in AFM
The implementation of stiff sensors operating with sub-nm oscillation amplitudes
in UHV scanning probe microscopy enabled simultaneous STM and AFM de-
tection and has contributed to the development of a novel field of molecular
identification. While the STM is a very valuable surface science tool for prob-
ing the electronic structure of samples it cannot provide atomic contrast within
the molecules due to the delocalized nature of their orbitals. Conversely, AFM
brings insight into the chemical structure of the probed samples. Due to the
Pauli repulsion, which is very sensitive to high electron density above atoms and
bonds, atomic and submolecular resolution of planar structures can be achieved
in AFM. However, the metallic tip used for STM cannot operate at close enough
distances since it is reactive and can interact with the molecule. The generally
unknown apex shape makes the interpretation of its AFM contrast difficult. It
was demonstrated by Gross et al. [5] in 2009 that the tip apex functionalization
with a small passivating moiety can increase the AFM (and also STM) contrast.
In this regard, the carbon monoxide (CO) molecule provides the best spatial res-
olution and is most commonly used, but other atoms and molecules such as Cl,
Br and Xe or molecules N2O, CuO have been tested since then.
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Figure 1.7: a) Structural model of copper phthalocyanine (CuPc), b) constant height
frequency shift image of CuPc on Cu(100) at an intermediate distance and c) at a close
distance (-20 pm from c) taken with a CO-terminated tip.

The current interpretation of the AFM and STM images taken with the func-
tionalized tip is based on the Probe Particle model, introduced by Hapala et al.
in 2014 [21, 49] and constantly developed until now [50]. It considers an atom
or a molecule flexibly attached to the rigid metallic apex. The probe particle
can be characterized by a potential, an effective charge Q (or its spatial distribu-
tion) and a spring constant k. These parameters define with sufficient precision
how the probe particle reacts to the sum of the external force fields and how the
characteristic submolecular contrast of the high-resolution AFM emerges. The
example of the frequency shift image of a flat organic molecule at a close distance
is shown in Fig. 1.7. At an intermediate distance, the image resolves the molec-
ular backbone. At a closer distance, the contrast is inverted and the maximum
exerted force is in the middle of the benzene rings. It is important to note that
the sharp edges observed between neighbouring atoms do not necessarily mark a
bond. They represent ridges in the potential energy landscape probed with the
particle [21, 51] which can in some cases overlap with the real hydrogen bonds.

While for the majority of hydrocarbon molecules resolved with a CO-tip in
a close distance, the force field can be simulated with pairwise Lennard-Jones
potential, for polar molecules the electrostatics needs to be involved. The electro-
static forces and the van der Waals forces significantly contribute to the observed
distortion in AFM images [49]. The CO molecule has a nearly zero total charge,
but a deeper look reveals a quadrupole electric field distribution slightly negative
towards the oxygen termination pointing to the sample. It can therefore probe
electrostatic interaction, albeit only to a limited extent. The Xenon terminated
tip with a positive total charge can sense the charge redistribution in the sample
which results in the shrinking of the areas with a negative charge and expanding
the areas with a positive charge.

1.4 Light emission in STM

Resolution in optical microscopy is limited by the well-known Abbe’s diffraction
limit which says that the minimum resolvable distance in the optical microscope
is proportional to the wavelength of the light and inversely proportional to the
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numerical aperture of the microscope

d = λ

2NA (1.23)

[52]. For a better resolution, electron [53] or X-ray [54] microscopy exploiting
much shorter wavelength can be used and resolve structures of nanometer size.
However, a different approach than far-field spectromicroscopy is needed to ob-
tain spatial resolution of visible light emitted or adsorbed by single molecules,
quantum dots, or plasmonic nanostructures. Scanning near-field optical micro-
scope [55, 56] working on the principle of detecting evanescent field decaying
exponentially with the distance from the object is now commonly used to obtain
sub-wavelength resolution. Another way how to optically access objects below
the diffraction limit is to probe them in the presence of plasmonic structures. Flu-
orescence and Raman signals from molecules located near a plasmonic structure
can be enhanced by a factor of 103 −105. This enables the detection of the optical
signal even from a single molecule if the molecule is localized in the tip-sample
junction with extreme field enhancement. While optical excitation is dominantly
used in the aforementioned spectromicroscopies, electrical excitation, despite its
obvious limitations can provide an extremely localized excitation pathway when
employed in STM.

It was already Russel D. Young, the constructor of the Topographiner, who
came with the idea of secondary photon collection from the specimen generated
in the field emission regime of the scanning probe. The first light emission from
the tunneling junction was reported in 1976 by Lambe and McCarthy [57]. They
observed uniformly distributed light emission from a planar metal-insulator-metal
tunneling junction upon applying a bias voltage. High-frequency cutoff of the
photons corresponding to the applied bias leads them to the conclusion that
inelastic tunneling electrons excite surface plasmon modes that decay radiatively.
Later on in 1988, 7 years after the invention of the STM, Gimizewski et al. [58]
showed the first light emission spectra from polycrystalline tantalum and Si(111)-
(7×7). In the 90s, Richard Berndt was the pioneer in STM-induced luminescence
(STML). He and his coworkers investigated the role of the material of the tip and
sample on the luminescence spectra [9].

For a deeper understanding of the light emission in STM, introducing the
concepts of plasmonics is necessary. In this section, we will describe the tun-
neling junction using classical electromagnetism and molecular excitation with a
quantum-mechanical approach.

1.4.1 Plasmonics
When a metal is placed in an electromagnetic (EM) field, its conduction electrons
will start to oscillate. The collective quantized oscillation of electron gas is called
a plasmon. Its frequency satisfies Maxwell’s equations and for a free electron gas
model can be estimated as [59]:

ωp =
√︄
ne2

ε0m
(1.24)

where n is the density of free electrons in metal, e elementary charge, ε0 permitiv-
ity of vacuum and m mass of electron. For most of the metals, plasmon frequency
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is between 5-15 eV. Below the plasma frequency, free electrons are able to follow
and screen the EM radiation and the metal is therefore reflective. EM radiation
of frequencies above the ωp is no longer screened and the metals are transparent
in the spectral region. This is not completely valid for noble metals, where inter-
band transitions are responsible for absorption in the high energy visible spectral
range [60]. Beer’s law of adsorption says that the electromagnetic field intensity
decreases exponentially with its penetration distance z in the metal e−z/d (skin
effect). Since the skin depth d for metals in the visible spectral range is around
100 nm, the electron gas oscillation upon interaction with EM field can be only
induced at the interface with dielectric (vacuum). Electromagnetic excitations
propagating at the interface between a dielectric characterized by its permittiv-
ity εd and a conductor satisfying Maxwell’s equations are called surface plasmon
polaritons (SPP) and are sketched in Fig. 1.8a. Their characteristic frequency is
given by the relation:

ωSP P = ωp√
1 + εd

, (1.25)

their dispersion relation between the wavevector kx along the interface and fre-
quency w is

kx = ω

c

⌜⃓⃓⎷ εdεm(ω)
εd + εm(ω) , (1.26)

where dielectric function of metal εm is a complex function. Considering zero
damping γ in complex dielectric function of metal εm = 1 − ω2

p

ω2+iγω
one obtains

a dispersion relation shown in Figure 1.8. Due to the momentum and energy
conservation, the SPP has the intersection with free-space photons only at zero
and therefore cannot be excited by photons. This can be overcome by several
coupling methods [61] such as using a prism, grating, laser or near-field source
for the photons or by using tunneling electrons as excitation source [57].

------ ---+++++++++ +++---
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Figure 1.8: a) Schematic of the SPP propagation along kx direction b) Dispersion
relation of the SPP.

.

To address the light emission process from STM junction the concept of lo-
calized surface plasmons is needed. When a metal nanoparticle (e.g. sphere) is
introduced in EM field of wavelength much larger than the size of the particle the
difference between surface and bulk plasmon vanishes. Electric field penetrates
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into the metal and offsets the electron density in the nanoparticle with respect to
the ions. The intensity of the electric field around the nanoparticle can be 3 orders
of magnitude larger than the intensity of the driving field in resonance conditions.
The resonance plasmon frequency for a conductive sphere with zero damping and
a radius much smaller than the wavelength of EM radiation is according to the
Mie theory

ωSph = ωp√
1 + 2εd

. (1.27)

This corresponds to the first mode - oscillating dipole [62]. When the damping in
metal is considered, the resonant frequency depends also on the dimensions of the
nanoparticle. ωres increases with decreasing the size of the nanoparticle [63]. In
contrast to SPPs, localized surface plasmons are non-propagating and radiative
in nature and they can directly emit into the far field.

Tip-sample junction

The tunneling junction can be viewed as an optical cavity between a flat sample
and a small nanoparticle (tip). Such a geometry is often called nanoparticle-on-
mirror (NPoM) cavity [64] and was theoretically described both in a classical and
quantum way [65]. The localized plasmon mode(s) hybridize with the SPPs of the
sample and create new nanocavity plasmon (NCP) modes [66] in analogy with
the formation of a chemical bond. The first theoretical treatment of the localized
modes in tunnel junctions considering a sphere of radius a in the distance d
from a metal surface revealed that the discrete nanocavity modes are confined to
the region of order L ≈ 2ad and have frequencies ωn depending on the plasma
frequency of metal, dielectric constant of the gap and dimensions a and d. For a
realistic shape of the STM tip, many modes from the atomistic protrusions on the
tip hybridize and create a complex multi-frequency plasmon resonance. Also, the
field enhancement is determined from the imaginary part of the dielectric function
ε2(ω) of the tip and the sample (see Fig. 1.9). Low ε2 plotted in Fig. 1.9 means
low ohmic losses and a high probability of exciting the nanocavity plasmon modes
either with EM field or with tunneling electrons. The predicted probability of
generating a photon with an inelastic electron for an Ag-Ag junction is 24% [67]
while it is only 0.4% for the W-Ag junction, in fair agreement with experimental
observations, when the different ratio of elastic and inelastic electrons in the
tunneling process is considered. So far, the most commonly used materials for
tip fabrication are Ag covering the whole visible-near infrared range, Au more
suitable for the NIR range limited by the interband transitions above 2 eV or a
standard W or Pt/Ir STM tip coated with the aforementioned materials. An Al
tip was used to tune the plasmon resonance in the UV range [68].

One may ask what is the best achievable spatial resolution in tip-enhanced
spectromicroscopies. Tip-enhanced Raman spectroscopy (TERS) can commonly
provide a resolution better than 10 nm, but still far from the atomic scale resolv-
ing capabilities of STM. The tip radius of curvature is believed to be the limiting
factor for spatial resolution in agreement with the theoretical prediction linking
it to the nanocavity volume. It was a big surprise for the community when a
submolecular resolved STML spectra from porphyrin molecule [10] and TERS
from a similar molecule [8] were published. To reproduce the ”photon maps”
from STML by theoretical simulations, unrealistically small tip radii needed to
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Figure 1.9: Imaginary part of the dielectric function for various metals used for STM
tip fabrication. Ag, Au and Cu calculated from [69], Al, Pt and W from [70].

be considered to have a nanocavity field in sub-nm volume [71]. Recently, the dis-
crepancy has been resolved with a classical model considering a sub-nm atomistic
protrusion on the tip with moderate tip radius [72] (see Fig. 1.10) This ”picocav-
ity on nanocavity” provides the required field enhancement and localization and
the protrusion is omnipresent for atomically sharp tips used in UHV STM and
AFM.

Figure 1.10: Simulations for the electric fields under plane wave excitation and molec-
ular emission properties for different tip structures. a) Schematic for the configuration
of the STM junction, where an Ag tip is placed above the lobe of ZnPc molecule. b)
and c) Horizontal (E∥) and vertical (E⊥) components of the local electric fields sim-
ulated for the junction in a. d, Schematic for the configuration of the STM junction,
where an Ag tip with an atomistic protrusion at the apex is placed above the lobe of
ZnPc molecule. e) and f), Horizontal (E∥) and vertical (E⊥) components of the local
electric field simulated for the junction in d. Reprinted with permission from ref. [72].
Copyright 2020 Nature Publishing Group.
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1.4.2 Molecular excitation
To observe the excitonic emission from a molecule in STML, the molecule has to
be sufficiently decoupled from the metallic substrate to avoid quenching. The first
successful decoupling and observation of excitonic emission with submolecular res-
olution were performed in 2003 by Qui et al. [10]. The porphyrin molecule[10]
was decoupled from a NiAl(100) substrate by a thin Al22O3 oxide layer. It took
another 13 years to find a more suitable decoupling system – NaCl trilayer. The
demonstration of dipolar coupling and superluminescence phenomena from artifi-
cial zinc phthalocyanine (ZnPc) aggregates [12] and energy transfer between two
chromophores (H2Pc and MgPc) with different emission energies [11] restarted
the field of STML. The well-known decoupling NaCl layer adsorbed on metal sur-
faces allows electron tunneling at measurable rates for several layers and provides
a perfect model system for the molecules [73]. Theoretical approach [74] revealed
that the quenching is a result of an energy-conserving resonant electron transfer
(RET) between the molecular orbitals and metal continuum states. The RET
rate decreases exponentially with the NaCl thickness. For a molecule adsorbed
directly on metal, the lifetime of the localized molecular state is in the femtosec-
ond range while 2 and more layers of NaCl provide an already sufficient decrease
of the RET rate necessary for radiative deexcitation.

Let us now describe the processes that take place in far-field spectroscopies.
They are illustrated in a Jablonski diagram in Fig. 1.11. It gives an overview
of the possible transitions usually considered during photoexcitation (absorption)
but is valid also for electroexcitation. The molecule can be excited from its ground
state to the excited state or to a particular vibronic state of the excited state.
The transitions (both absorption and emission) are represented with a transition
matrix or in a dipole approximation with a transition dipole moment µ = ⟨g|µ̂|e⟩,
where µ̂ is the dipole operator and ⟨g| is the wave function corresponding to the
ground state and |e⟩ is the wave function corresponding to the excited state, both
comprising electronic, vibrational and spin parts. For a closed-shell molecule, the
transition S1 → S0 can be in a simplified picture viewed as a transition between
LUMO and HOMO. The intensities of observed vibrational manifolds in emission
are given by the overlap integrals of the LUMO vibrational state wave function
and the HOMO vibrational state wave functions - i.e. the Franck-Condon factors.
This Franck-Condon principle is based on the Born–Oppenheimer approximation
where a separation of vibrational and electronic parts of the wave function is
possible. To describe transition not allowed by the Frack-Condon principle, the
Herzberg-Teller approximation taking into account the change of the electronic
wave functions upon vibrations is used.

When a molecule is placed in the nanocavity, the situation changes drastically.
The molecular excitons couple with the nanocavity plasmons. As a consequence
of the Purcell effect [75], the decay rate of the molecule is increased. The sponta-
neous decay rate γ of a two-level system with the ground and excited states in an
arbitrary reference system characterized by the local density of photonic states
ρµ can be expressed as

γ = 4ω
3hπε0

|µ|2ρµ(r, ω), (1.28)

where µ is the transition dipole moment and r the position where the photon with
frequency ω is emitted [59]. The excited state population decays exponentially in
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Figure 1.11: Jablonski diagram of energy levels of a closed-shell organic molecule. The
molecule can be optically excited from its ground singlet state (S0) to excited electronic
states (S1, S2, etc.) sketched with thick solid black lines with corresponding vibronic
states (thin lines). In the far field (FF), the excitation by absorption of the molecule
(fs timescale) is followed by fast internal conversion (IC) to the vibronic ground state
of the first excited state (Kasha’s rule). The decay can be radiative (ps-ns fast fluores-
cence or µs-minute slow phosphorescence) or nonradiative via heat dissipation (wavy
lines). For molecules with heavy elements, the spin–orbit coupling permits intersystem
crossing (ISC) into a long-lived triplet state which relaxes through phosphorescence or
non-radiatively. In the near-field (NF) spectroscopies, the nanocavity-induced Purcell
effect increases decay rates and allows observation of hot luminescence (dashed green
lines) from higher-lying vibronic states. Note that the scheme is also valid for the elec-
troluminescence with the exception that the triplets can be directly excited with the
tunneling electrons.
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time N = N0e
−γt. The Purcell effect is accompanied by the exciton line broad-

ening due to the time-energy uncertainty and decreasing of the energy of exciton
emission – Lamb shift [76]. The strength of the coupling between the exciton and
plasmon has been theoretically estimated to be about 25 meV [77]. It is believed
to be at the boundary between the weak coupling and the strong coupling limit.
The strong coupling regime, which represents the ultimate light-matter interac-
tion where the energy between the plasmon and exciton is coherently exchanged,
was recently detected in the NPoM geometry via characteristic Rabi splitting [78]
of the exciton line and Rabi oscillations in the electric field domain [79] but not
in STML, as yet.

Excitation mechanism

There has been a vivid debate about the excitation mechanism since the first ob-
servation of excitonic emission in STML [10]. For a molecule adsorbed on a thin
insulating layer, i.e. the double-barrier junction discussed in subsection 1.2.5, two
mechanisms were originally suggested: 1) Diode-like mechanism requiring a sub-
stantial voltage drop across the decoupling layer to align the HOMO and LUMO
of the molecule in between the Fermi level of the tip and the sample [12, 80] and
2) Plasmon induced generation of excitons utilizing the excitation of NCP modes
by inelastic electron tunneling into metal [80, 81]. The former mechanism was
originally suggested for the excitonic emission observed from molecular multilay-
ers [82]. However, it was later shown that it does not play a role in molecules
adsorbed on NaCl, where the voltage drop is small. The latter proposed mecha-
nism has the advantage that it does not rely on a voltage drop across NaCl. It
was supported by the observation of Fano resonances a few nanometers away from
the molecule confirming the exciton-plasmon coupling [83, 84, 85, 86, 81, 87, 88].
However, the efficiency of this mechanism in electroluminescence is expected to
be much lower than the direct charge carrier injection.

In 2019, Miwa et al. [37] came up with a many-body scheme that explains
neutral ZnPc exciton formation as sequential electron tunneling to and out of
molecular orbitals. This scheme does not require any voltage drop on the de-
coupling layer as the energy levels of the molecules renormalize upon charging
and discharging. The large binding energy of a highly localized (Frenkel) ex-
citon stemming from the Coulomb interaction explains the difference between
the electronic gap measured in STS and the observed optical gap. This model
was further generalized for charge excitons [36] considering also long-lived triplet
states in molecules without heavy elements in the transitions. The basic condition
necessary for electroluminescence of neutral exciton is to have the absolute value
of the energy of negative or positive ion resonance (NIR, PIR) in dI/dV spec-
trum above the energy of the exciton [89]. On the other hand, plasmon-mediated
exciton formation is believed to be the dominant process in STM photolumines-
cence (STM-PL). This was demonstrated by measuring the photoluminescence
signal out of the tunneling contact [72] and with a resonant excitation utilizing a
tunable laser [90].
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1.5 Time-resolved measurement of lumine-
scence

There are several ways how to measure the excited state lifetime of molecules.
In the following chapter, I will briefly introduce them and give examples of their
utilization in STML.

Figure 1.12: Illustration of the working principle of the time-resolved methods in
luminescence for intrinsic lifetimes τ measurement. a) TCSPC-based lifetime measure-
ment with a pulsed light source. The histogram of measured photon counts in time
corresponds to the convolution of IRF (centered at t = 0) with monoexponential decay
for a two-level system. b) Phase fluorometry scheme. c) Lifetime estimation from a ho-
mogeneous broadening of the Lorentzian exciton line. d) Fluorescence autocorrelation
function for a single-photon emitter with a lifetime τ .

Fluorescence lifetime based on time-correlated single pho-
ton counting
Most commonly, fluorescence lifetime is measured in the time domain from
the exponential fluorescence decay curve. Measuring exciton decay with Time-
correlated single photon counting (TCSPC) requires a pulsed source of light, a
photodetector with high temporal resolution and electronics for synchronizing the
pulse event with the photon arrivals on the detector. The histogram of photon
distribution in a selected time interval synchronized with light pulses is acquired
during the accumulation (see Fig. 1.12a). The lifetime is obtained from fitting
the histogram with an exponential function convolved with the instrumental re-
sponse function (IRF) influenced by the pulse shape, jitter time of the detector
and electronics. Since the lifetime of molecules in solution or matrices is usually
on the order of nanoseconds and the pulse width of modern laser sources is much
shorter, IRF is often neglected. Nowadays available MHz repetition rates permit
very fast operation suitable for fluorescence imaging. TCSPC-based fluorescence
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lifetime imaging microscopy is now a widespread operation technique in confocal
microscopes. However, there are no STML works published up-to-date utilizing
this technique yet. Our results are presented in Fig. 5.5.

Phase fluorometry
An alternative method operating in the frequency domain is phase fluorometry.
It measures the phase difference between the driving signal and the modulated
fluorescence signal as shown in Fig. 1.12b. This has the advantage that it can
be used both for electroluminescence by modulating the bias voltage and for
photoluminescence utilizing the electro-optic modulators. This method is used
and explained in detail in chapter 5 and its Supplementary Information in Ap-
pendix C.

Exciton line broadening
If a single molecule is measured using the far-field single-molecule spectroscopy
[91] with a resonant excitation the lifetime can be estimated by another means.
For a two-level quantum system in a weak coupling limit the peak shape corre-
sponding to the optical transition between the two states is Lorentzian and its
homogeneously broadened optical frequency (FWHM) can be expressed as:

∆ν = 1
2πT1

+ 1
2πT2

, (1.29)

where T1 is the molecule lifetime and T2 is the temperature-dependent dephasing
lifetime T2 = A exp(−∆E/kT ). It has been shown that for very low temperatures
(2K for a terrylene molecule in a p-terphenyl crystal [92]) the dephasing lifetime
is approaching infinity and the line broadening can be directly converted into
exciton lifetime (see Fig. 1.12c). This method has been applied in STML for
qualitative and quantitative lifetime estimation [93, 11, 86, 94, 77, 95]. Unfortu-
nately, the exact linewidth-to-lifetime calculated values (neglecting other effects
such as dephasing) have been sometimes unconditionally trusted and led the au-
thors to controversial claims. For instance, the sub-meV linewidth of the observed
transition at 1.33 eV contrasting the broader singlet PTCDA transition at 2.45 eV
was attributed to phosphorescence or a condition for the occurrence of quantum-
coherent electron energy transfer in a phthalocyanine heterodimer [95] based on
the lifetime estimated linewidth. The former interpretation is corrected in chap-
ter 7. The origin of the linewidth of the neutral exciton (Q) observed in STML
on phthalocyanine was studied by Imada et al. [90]. The authors attribute the
4.4 meV linewidth to the composite of higher-order vibronic transitions with the
same vibrational quantum number, but with a slightly different energy, allowed in
near-field luminescence where the tunneling electrons have enough excess energy
provided by the bias voltage. They performed the resonance photoluminescence
excitation and demonstrated the linewidth of 0.5 meV (corresponding to 1.3 ps
lifetime) and further supported their interpretation by off-resonance photoexci-
tation [96], where the exciton line is broadened. A specific type of soft vibration,
a libration of a molecule in its potential well, and its role in the linewidth and
lineshape observed in STML is studied in chapter 8.
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Analysis of fluorescence intensity autocorrelation function
The photons emitted by a single molecular emitter in a two-level approximation
are antibunched, i.e. they are more equally spaced in time than photons from a
random source. The photon statistics is described by a normalized fluorescence
intensity second-order correlation (also called autocorrelation) function:

g(2)(∆t) = ⟨I(t)I(t+ ∆t)⟩
⟨I(t)⟩2 , (1.30)

where I is the normalized intensity over time t and ∆t the time delay between
two consecutive photons. For antibunched photons following the sub-Poissonian
statistic the g(2)(0) = 0. The exact g(2)(∆t) solution for a two-level system
approximation can be found in refs. [97, 92]. When neglecting the dephasing (i.e.
T2 → ∞) in Eq. (1.29) it follows the relation:

g(2)(∆t) = 1 −B exp(−∆t/T1) × C(Ω, T1), (1.31)

where B accounts for a background signal and detector jitter and C is an oscilla-
tory function corresponding to the on-resonance Rabi frequency Ω. The lifetime
T1 of the excited state can be therefore obtained from the Eq. (1.31) describing the
antibunching dip. In practice, due to the dead time of avalanche photodetectors,
the autocorrelation of emitted photons is measured in a two-detector scheme in
a Hanbury Brown-Twiss interferometer. It was shown, that in a low-temperature
limit, this method yields precisely the lifetime value obtained from the Lorentzian
width [92]. This method was used in STML in refs. [98, 99] (with the correction
to the 3-state electroluminescence process) obtaining characteristic exciton time
constants of 0.7 ns for C60 defects [98] and 0.5–2 ns on ZnPc/NaCl/Ag(111) de-
pending on tip-sample distance considering C unity for a weak coupling regime
[100]. Both authors neglected the time of electron capture from the substrate
assuming it is very fast. As stated in the Supplementary Information of ref. [72]
no antibunching was observed in STM-PL of the same ZnPc system pointing to-
wards an exciton lifetime < 50 ps in the nanocavity. The observed exponential
decay constant, therefore, likely corresponds to the electron tunneling through
the decoupling layer [38] and the exciton lifetime is negligible compared to it.

Optical pump-probe spectroscopy
All the aforementioned methods except for the lifetime estimation from the line
broadening are limited by the temporal resolution of the photodetector. The best
commercially available single-photon avalanche detectors have a jitter time of
around 35 ps 1 thus not suitable for measuring lifetimes or vibrational relaxation
on the order of picoseconds. In contrast, pulsed lasers can have a pulse width on
the order of femtoseconds and hence provide very high temporal resolution. When
considering their utilization in light-STM, the optical system has to be specifically
designed in order to avoid distortion of the pulse. To our knowledge, THz pump-
probe STM spectroscopy was used for studying single molecular vibration [102]
and charge-induced molecular switching [103], but optical pumping and single-
molecule exciton study has not been published as yet.

13 ps uncertainty in photon arrival was demonstrated using superconducting nanowire single-
photon detector [101]
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2. Experimental details
All experiments were performed in a laboratory of Department 13 of the Institute
of Physics of the Czech Academy of Sciences (https://splm.fzu.cz/) using an
ultrahigh vacuum low-temperature STM/AFM microscope. The general aspects
of the experiments are described in this chapter. More specific information on
each experiment can be found in the Methods sections in each chapter.

2.1 The Microscope
The commercial Createc microscope consists of two separate ultra-high vacuum
(UHV) chambers. The scanning head of the microscope is located in the main
chamber (Type SL009 with XY+Z– Pan type slider [104]) enabling simultaneous
STM/AFM measurement using qPlus sensors. Cooling of the head is realized
with the LN and LHe bath cryostats with 72 hours hold time. There are several
pinholes and viewports in the outer and inner shields attached to the cryostats
enabling both optical and mechanical access to the sample and tip. Two shutters
on the nitrogen shields movable with a wobble stick are designed to close the
ports. The base temperature of the SPM head is around 5 K with closed shutters
and 7.5 K with the opened sapphire viewport needed for photon detection. The
chamber is pumped both by the ion sublimation pump and by the cryostats
working as cryopumps. The base pressure in the chamber is 1 × 10−9 mbar and
the pressure within the LHe shield enclosure is expected to be at least in the
10−10 mbar range. The chamber is equipped with several flanges with windows,
a wobble stick for inserting the samples, a leak valve for CO-dosing, a carousel
with a sample and qPlus sensors/tips storage designed by Aleš Cahĺık [105] and
a gate valve enabling mounting a molecular evaporator for direct deposition on
the cold sample inside the head.

A preparation chamber is separated from the main chamber by a desk valve
and is equipped with an ion gun, an automated leak valve, 2 evaporators sepa-
rated by desk valves, a manipulator with a resistive heater, low energy electron
diffraction, quadrupole mass spectrometer and is pumped with ion and titanium
sublimation pumps. It can also be pumped with a turbomolecular pump pre-
pumped with a foreline pump during e.g. sample preparation. A pneumatic desk
valve connected to the interlock is used to open the turbo pump to the prepara-
tion chamber. The base pressure in this chamber is better than 10−10 mbar. A
small load lock chamber is attached to the preparation chamber and serves for
inserting the samples/sensors and prepumping the gas lines and evaporators.

2.2 Upgrade of optical setup
The quality of the optical setup is crucial for detecting signals from single
molecules. The basic criteria are 1) large numerical aperture of the lens, 2)
high transmission and efficiency over a broad spectral range of the optical com-
ponents enabling maximum signal-to-noise ratio and 3) good spectral resolution
all compatible with a low temperature and low mechanical noise scanning tunnel-
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Figure 2.1: a) A cross-section illustrating the collection efficiency of the new and old
lenses placed in the Createc STM head. Adapted from communication with Createc
Gmbh. b) qPlus PEEK holders with optimized photon collection efficiency from the
tunneling junction. Top: Custom design with trimmed PEEK edge of the original
Created holder. Bottom: Elevated design provided by Createc.

ing microscope. There are several ways how to collect (and focus) the light from
(in) the tunneling junction. A lens [106], a parabolic mirror [107, 108] or even an
optical fiber close to the junction can be installed [109], usually covering only a
fraction of the full solid angle compared to confocal microscopes. In our case, we
have a lens attached to the scanner head, where the tunneling junction is located
close to its focal point as can be seen from Fig. 2.1. The lens collects the light
generated in the tunneling junction and collimates the beam to pass through two
viewports on LHe/LN shields and a fused silica viewport on the DN63CF flange
out of the vacuum. The distance between the junction and the flange measured
by the time of flight of a laser pulse is approximately 210 mm. The building kit
system based on 4 rigid steel rods around the optical axis supporting the quick-
exchangeable optical components (Thorlabs 30 mm cage system) is mounted on
the air side, where the light can be split into multiple paths or filtered. It is
refocused into a fiber and guided to a spectrograph. The optical setup has been
constantly developing during my PhD and its latest version is sketched in Fig.
2.2.

Setup inside the STM
Originally, the manufacturer equipped the microscope with a quartz achromatic
lens specified for 400–700 nm wavelengths (f = 30 mm, NA = 0.2) covering 2%
of the half sphere and infrared-blocking (700 nm short pass coating) viewports
on LHe and LN shields (results in chapter 3). This was not satisfactory since a
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lot of the molecules have optical transitions in the near-infrared spectral range.
The viewports were replaced by sapphire ones (chapter 4) and the lens by a
new plastic lens from ZEONEX E48R material (Edmund optics #65-988 hybrid
aspheric lens with 12 mm diameter and f = 15 mm, NA = 0.4) covering more
than 7% of the half sphere. The angle between the axis of the lens and the sample
normal (see Fig. 2.1a) is 60◦ where the maximum of the emission is expected [80].
All the experiments from chapter 5 onwards were measured with the new lens.
The design of the PEEK holder for the qPlus sensor had to be modified since
it can shade a large part of the cone entering the lens, especially for short tips
which are desirable for AFM operation. Either an elevated design was provided
by Createc, or the shading part of the PEEK was removed by a scalpel (see Fig.
2.1). The advantage of this setup is that the lens-junction distance is fixed (for
the same sensor and same height of the sample) during the scanning and coarse
motion (5 × 5 nm2 range) and in principle should not require any adjustments of
the optics on the air side. However, the head standing on a tripod is rotating
in the horizontal plane (ϕ) during the coarse motion by several degrees and also
vertically (θ) as the center of mass changes and the head hanging on the springs
tilts. This can be compensated by the external optical setup.

External optical setup
A compact external detection setup shown in Fig. 2.3, which fits in tight space
around the microscope, is based on Thorlabs 30 mm cage system mounted on the
DN63CF flange of the SPM chamber. It houses optical components up to 25 mm
in diameter permitting the collection of even a slightly diverging propagating
from the inner lens if the junction is located in front of its focal plane. The
rotation around ϕ and θ of the STM head with the inner lens was compensated
by placing the cage system on a bearing micromanipulator (Thorlabs LX10/M)
with a 25 mm travel range. Two reducers between the cage system and the
micromanipulator allow changing the ϕ and θ of the setup. Alignment of the
collimated beam with the optical axis of the setup was confirmed by observation
of the reflection of the fiber and cage on the sample overlapping with the STM
junction from the opposite side of the microscope with a CCD camera (Figure
2.5a). The beam was refocused to the circular bunch of optical fibers (30 cores
×100 µm diameter) with an achromatic doublet lens (Thorlabs AC254-030-AB,
25 mm diameter and f = 30 mm). Photons are guided by the multimode fibers
to the spectrograph, where they are formed into a vertical slit-like termination.
Alternatively, for measuring the time resolution in chapter 5, the beam is split by
a cube beam splitter 90:10 and the 90% branch is filtered by a bandpass filter and
focused to a 200 µm optical fiber, achromatically coupled to the active area of
single-photon avalanche diode (SPAD; PerkinElmer, SPCM-AQR-15, jitter time
∼ 250 ps).

Spectrograph and CCD camera
The spectrograph together with the sensitive CCD camera are crucial instruments
to detect and analyse the light from the tunneling junction. The light focused
on the vertically oriented entrance slit is dispersed with the spectrograph grating
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Figure 2.2: a) Schematics of the optical setup which can be used for STM-EL, TERS
and STM-PL measurements. Beamsplitters with diverse split ratios depending on the
type of experiment are mounted in exchangeable inserts (Thorlabs DFM1T4) mag-
netically attached to the cage system. Narrow line gas and diode-pumped solid-state
(DPSS) continuous wave (CW) lasers can be for photoexcitation and TERS and a
pulsed supercontinuum white light laser with tunable filters can be used for photoex-
citation and time-resolved measurements.

Figure 2.3: a) Photo of the external optical setup sketched in Fig. 2.2. Degrees of
freedom of movement which compensate for the SPM head tilting are marked. For
photon acquisition, the whole setup is darkened with blackout fabric. Noise eater from
Fig. 2.2 is not present in this photo.
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and illuminates a 2D chip of the CCD consisting of n horizontal and m vertical
pixels. Since every column of vertical pixels is illuminated with photons of the
same wavelength the camera can be operated in a full vertical binning mode
which integrates the intensity in each column. Compared to the image mode,
this reduces to overall noise in the acquired spectra. The signal-to-noise ratio
S/N of the camera can be calculated as

S
N = DQEP√︂

δ2
signal + δ2

dark + δ2
read

, (2.1)

where DQE is the detector quantum efficiency, P the number of photons hitting
the column of pixels, δsignal =

√︂
DQEP the shot noise of the Poisson process, δread

the read noise and δdark =
√︂
NeNpixt the total dark current noise. We can see

from the comparison of different cameras in Fig. 2.4 that the read noise is the
limiting factor of S/N for short acquisition times and low photon intensity < 1
cps. The dark noise originates from thermally induced electrons in silicon and
exponentially decreases with decreasing temperature. Therefore, the chips are
cooled down to temperatures around −100 ◦C.

In addition, there is another very specific type of noise caused by cosmic rays.
At sea level, they consist mostly of GeV-energy muons originating from the decay
of mesons from large hadronic cascades of protons and neutrons in the atmosphere
[110]. Charged muons generate a lot of electron-hole pairs when travelling through
individual pixels. They usually hit only a few pixels on the CCD, but the photon
signal from the corresponding columns is lost in the background. The elimination
of muon flux is not possible e.g. by any conventional lead shielding and therefore
different approaches are used. The CCD is oriented vertically to minimise the
cross-section with cosmic rays. The maximum used integration time is around 3
minutes as the number of pixels (columns) hit by the rays can be significant. If
the total required acquisition time is more than 1 minute more acquisitions are
used and the data are averaged. A median-based (despike) filter can be used for
single acquisition spectra, ensuring that it will not crop real peaks. In the case of
more acquisitions, a 2D median-based filter is used. Photon maps can be filtered
also laterally.

In the beginning, we borrowed an Andor iStar 720 CCD camera (results in
chapter 3) from our colleague Lukáš Ondič. Because such camera is not suitable
for the detection of very low signals (its quantum efficiency is below 10%), we
replaced it with an Andor iDus 401 BV CCD camera. This back-illuminated
CCD camera is optimized to detect visible light and has a maximum quantum
efficiency 90% at 400 nm. This setup was used in chapter 4. We used an Andor
Shamrock 163i spectrograph in chapters 3–4. It houses one grating with 300
grooves per millimeter (gr./mm) providing a broad spectral range of 400 nm but
a resolution of only 3.5 nm FWHM (full width at half maximum). The absolute
calibration of the manually set spectral range was done using Ar/Hg lamp and
3rd order polynomial fit of the calibration spectrum.

Finally, in 2020 we commissioned a new CCD camera Andor Newton DU920P-
BEX2-DD and an Andor Kymera 328i spectrograph. The back-illuminated cam-
era is optimized for the detection of visible and near-infrared light and provides
quantum efficiency ∼ 90% in a broad range from 400 to 850 nm with an absolute
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cutoff at 1100 nm determined by the band gap of silicon. Very low dark current
(0.003 e−/pix/s) and read noise (4−8e−) enable high signal-to-noise ratio usually
limited by the shot noise. In comparison with its competitor (Princeton Instru-
ments Pylon Excelon CCD) used by other groups [81, 12, 11] it has one order of
magnitude higher dark current but offers continuous operation for weeks thanks
to the Peltier-cooled CCD (−100 ◦C) instead of an LN cooling (−120 ◦C.)

The new spectrograph is equipped with a motorized turret with 4 gratings. 1)
150 gr./mm blazed for maximum efficiency at 500 nm providing 500 nm spectral
range and 1.2 nm resolution, 2), 3) 600 gr./mm with 500 and 1000 nm blaze
respectively providing 125 nm range and 0.5 nm resolution. 4) 1200 gr./mm
with 500 nm blaze providing 60 nm spectral range and 0.2 nm resolution. The
resolution can be even slightly improved by limiting the width of the entrance
slit at the cost of a lower signal. The nonlinearity of the grating is precalibrated
by the manufacturer and our calibration procedure is simplified to image the
zero-order diffraction to the center of the CCD chip.
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Figure 2.4: a) Signal-to-noise ratio as a function of the photon intensity per column
and different acquisition times for our camera (Andor Newton DU920P BEX2-DD),
Princeton PyLoN:100BR eXcelon and an ideal CCD camera (100% Q.E., zero read
noise and dark current). b) Acquisition time necessary to accumulate spectra with
S/N = 5. Parameters of the CCDs: Andor Newton DU920P BEX2-DD, 90% Q.E., 4e−

read noise, 0.003 e−/pix/s dark current, 256 vertical pixels 26 × 26 µm2 . Princeton
Instruments PyLoN:100BR eXcelon, 90% Q.E., 3 e− read noise, 0.00083 e−/pix/s dark
current, 100 vertical pixels 20 × 20 µm2.

2.3 Sensor and tip preparation for electrolumi-
nescence

The measurements presented in chapters 3–8 were performed with a qPlus sensor
[42] (type S1.0) glued on a PEEK holder. Three metal ball electrodes glued to the
bottom of the PEEK base realise a kinematic attachment to the contacts on the
piezoelectric scanner for tunneling current and AFM detection. Two cylindrical
magnets are encompassed in the PEEK body providing magnetic coupling to
the tip holder on the scanner head. The sensor can be exchanged in situ. It is
commercially available from Createc with a glued 25 µm thick Pt/Ir wire to the
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end of the prong. The tips are side-cut by a focused ion beam (TESCAN FERA3
scanning electron microscope with Xe FIB) by Jaromı́r Kopeček in our institute
(see Fig. 2.5). The length of the tip is usually around 300 µm. The added tip
mass results in a lowering of the resonant frequency from the original 32.768 kHz
to circa 31 kHz. Q factors measured in air at room temperature are 3000 − 4500
and in the scanning head in vacuum at 6 K can be between 30000 − 80000.

Figure 2.5: a) Image of the STM head with inserted Ag(111) sample and a qPlus
sensor with the glued tip. A radiofrequency antenna was used to add GHz modulation
AC bias to the applied DC bias in the tunnel junction in chapter 6. b) SEM image of
the cut tip on the qPlus tuning fork from a). c) Magnified tip shaft in SEM. d) Zoomed
SEM image on the last ripple forming the tip apex.

For the measurements in chapter 3 and 4, tips made of Au and Ag wire
respectively were used instead of the Pt/Ir wire. However, we realized that Pt/Ir
tips coated with a small amount of Ag/Au from the micro-indentations in the
sample [111, 112] can yield similar photon intensity from NCP. Due to their
hardness, the Pt/Ir tips cannot be so easily destroyed by a large-scale indentation
in the sample as the thin wire rather bends before the mesoscopic shape of the
apex is deformed. In addition, the plasmon resonance frequency can be tuned in
a very broad range from 550 nm to 900 nm. Therefore the Pt/Ir tips were used
in chapters 5–8.

When introduced in the head, the Pt/Ir tip was repeatedly indented in the
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clean part of the Ag/Au sample (on an nm to µm range) followed by positive or
negative 7 − 10 V voltage pulses of tens of milliseconds duration. Very often, the
good plasmonic tip (typical measure is spectral electroluminescence intensity at
2.5 V and 1 nA) is formed after a voltage pulse which melts the tip apex and
creates a very sharp termination of the atomic cluster on the tip with weak van
der Waals force between the tip and the sample. This can be detected in the AFM
and usually, good plasmonic tips have ∆f ≈ −1 Hz at 100 mV sample bias and
10 pA setpoint on Ag(111). Also, the plasmon can be often centered at a single
wavelength. The tip quality is checked in 2 steps. The metallic character of the
tip is revealed by the presence of a sharp featureless surface state on Ag(111) or
Au(111) in a differential conductance spectrum (see Fig. A.8 b). The sharpness of
the tip apex is probed either directly by resolving frontier orbitals of evaporated
molecules on NaCl or by a controlled approach of the tip 700 pm towards the
sample at zero bias from the setpoint of 100 mV and 10 pA. If a single atom or
symmetric cluster is dropped, the tip is considered to be good. If not, further
slight indentation at zero bias up to 5 nm can improve the tip. This procedure
cannot be repeated too often, since it usually leads to the loss of the picocavity
and plasmon intensity [72].

Eventually, for AFM measurements, the tip is functionalized with a carbon
monoxide CO-molecule. First, the CO is deposited on the surface by increasing
the partial pressure of CO to 5 × 10−8 mbar in the cryostat chamber using a leak
valve and opening an evaporation port for 1 min. The tip is positioned above
the CO molecule adsorbed on 2–3 ML NaCl. At 2 pA and 300 mV in feedback,
the CO appears as a round depression of less than 1 nm in diameter in STM CH
image. The feedback is then switched off and the tip approached at 10 mV bias
by a few Å until a sudden jump in tunneling current and ∆f is detected [113].
The quality of the tip (mainly its spherical symmetry) is checked on molecules
on NaCl. The oscillation amplitude setpoint to record the frequency shift images
was set to 50 pm.

2.4 Photoluminescence- and Raman-active tips
During the last part of my PhD, we focused on photoexcitation of the gap plas-
mon. Implementation of photoexcitation in the microscope enriches its capabili-
ties to perform new methodologies such as STM-PL and TERS. The photoexcita-
tion is experimentally challenging as described in the following section and there
are only a few groups worldwide that have mastered submolecular resolved single-
molecule STM-PL [90, 72] and TERS [8, 114, 115], none of them in combination
with AFM yet.

We started our experiments with a setup sketched in Fig. 2.2 and shown in Fig.
2.3. The tip image can be seen magnified with a CCD camera with an objective
lens. We realised that the focused image of the junction (focusing was done on a
micrometer size impurity located on the sample in the tunneling junction) is at a
focal distance of 4 cm while the flens = 10 cm. This indicates that the tunneling
junction is slightly behind the focal plane of the lens on the scanner head and
the beam coming from the junction is converging. Focusing on the junction is
possible with a slightly diverging laser beam provided that it can pass through
the ⌀12 mm lens on the scanner head. The laser spot diameter in the junction is
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therefore quite large (around 20 µm) due to the spherical aberration of the lens.
We realized that the junction was around 1 mm behind the focal point (de-

pending on the exact sensor geometry) for a He-Ne 633 nm laser. Later, the lens
repositioned closer to the junction and the laser spot shrunk below 10 µm. The
laser is focused by positioning the laser lens in x, y and z-axes (see Fig. 2.3).
Movement of the cage system along x, y, z directions and θ and ϕ angles enable
the laser beam to enter the microscope lens in its lower half which eliminates
shading by the tip/sensor holder. Once the laser is focused on the junction with
the tip in contact (the same point where the tip shines in electroluminescence),
the excitation of the nanocavity plasmon can be verified in two ways. The first
way is to approach the tip in close contact with the sample at low bias voltage
(typically 1 mV and > 1 nA) setpoint on Ag(111) and observe the red-shifted
photoinduced plasmon on the CCD camera, filtering the laser line with a long-
pass filter. The second option relies on measuring the field emission resonances
(FERs) [108] and does not require any optical detection. A certain percentage of
tunneling electrons gains energy from the laser-induced gap plasmon in their FER
spectrum downshift by the laser energy (see Fig. 2.6). The number of excited
tunneling electrons N is proportional to the density of the electromagnetic states
at the laser energy ρNCP(Elaser) the laser power P and the coupling efficiency η

N ∝ ηρNCP(Elaser)Plaser.

The most convenient way to focus the laser on the junction is to set the bias
voltage at the maximum of 1st FER (4.1 V on Ag(111)), set a reasonable bias
modulation amplitude Vmod = 30 mV and minimize the demodulated current
from the lock-in detector proportional to dI/dV in a constant current mode.

When we focused the laser on a Pt/Ir tip shown in Fig. 2.5 with a strong
plasmonic STML response at the laser energy no drop in the dI/dV signal was
observed. The image of the laser-illuminated tip taken with an edge-filtered
CCD camera revealed that the FIB-cut tip shaft (see Fig. 2.5c) was shining
very brightly. However, there was no indication of inducing a gap plasmon in
contact, i.e. no decrease of the plasmon intensity upon a few-nm tip retraction.
We attribute this to the combination of the mesoscopic shape of the Pt/Ir tip
shaft which is very rough and the tip material with a much deeper penetration
depth and larger ohmic losses than silver. The coupling η of the laser to the
nanocavity is therefore very low. In the literature, a lot of effort has been devoted
to preparing a good tip for STML and TERS. Most commonly Ag [116] and Au
[117] tip-etching procedures producing sharp and smooth tips were used, but
FIB milling was also used [118]. After inserting in UHV, short ion sputtering is
usually needed to remove characteristic adventitious carbon which shows up in
the Raman spectrum with its D and G bands [114].

We decided to prepare the tip made of Ag wire by FIB front sputtering. The
wire was first glued with conductive epoxy (EPO-TEK H21D) on a ferromagnetic
tip holder compatible with our microscope. The FIB (around 1 µm in diameter)
was scanned on a mask covering the area between two concentric circles (d1 =
5µm, d2 = 25µm) drawn on the cross-section of the wire, parallel with the axis of
the wire (see Fig. 2.7). A sharp and smooth tip apex was formed. In the end, the
whole tip was scanned with the FIB and any whiskers around the main apex were
removed. The tip was then transferred to our UHV apparatus and further front

41



Figure 2.6: a) Field emissions resonances were measured at constant current 300 pA
on Ag(111) without laser illumination (black) and with laser illumination (blue curve:
He-Ne 633 nm laser; red curve: DPSS 780 nm laser) of 1.2 mW power. Note that not all
electrons are photoexcited and the spectrum under illumination is a sum of original and
laser offset FERs. The different periods of FER stem from the barrier modification and
Stark shift. b) Image of the tip from Fig. 2.5 under laser illumination on the junction.
c) Photoinduced redshifted gap plasmon on Ag(111) for tip in tunneling contact (1 nA,
1 mV, 1.2 mW). d) The same image for tip out of contact (5 nm retracted). Yellow
freehand lines mark the same position. b)-d) taken with CCD camera via the objective
lens.

Figure 2.7: Top left to bottom right: SEM images of the 25 µm Ag wire during the
front FIB sputtering. Red scale bar 20 µm, aqua scale bar 2 µm. The procedure lasted
25 minutes.
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sputtered with Ar+ 1500 eV energy ions at 8 × 10−6 mbar to remove the carbon
contaminants. The tip was gently indented and pulsed (described in section 2.3)
until a sharp tip apex with a strong electroluminescence intensity at the laser
energy was obtained. These tips possess a strong coupling of the He-Ne laser
to the nanocavity plasmons. Even after bending the tip in a pigtail shape, the
plasmonic response can be recovered. There can be plasmonic ”hot spots” close
to the junction contributing to the background signal for a tip out of tunneling
contact. The plasmonic response of the tip surface also varies for the excitation
energy of the laser. We observed a large background signal coming from the
scanner head for excitation wavelength 532 nm (2.33 eV) but a much weaker one
for 633 nm (1.96 eV). The deficiency of Ag tips was already mentioned. They are
soft and the creation of atomically sharp apex can be tedious. To this end, we were
able to prepare several Ag tips made of 25µm and 50µm thick Ag wires, although
the exact shape of the tip is not reproducible. We also succeeded in preparing a
photoexcitation active Pt/Ir tip by front FIB sputtering, but it required grabbing
a substantially large amount of Ag material which led to destroying the sharp tip
apex.

Another challenge, yet not explored, is to use TERS active tips on qPlus
tuning forks. In the past [105], the qPlus contacts were shorted with FIB when
the whole tuning fork was scanned with ions. Also, the sputtering of the qPlus
is not recommended by the manufacturer. We therefore transferred the tips
prepared with FIB shown in Fig. 2.7 on the tuning fork. We tested that the
qPlus sensor can survive several hours of Ar+ sputtering which is sufficient for
removing the carbon. The tip on the sensor is more sensitive to the thermal drift
induced by the laser illumination. Inserting a liquid crystal noise eater (Thorlabs
NEL01A/M) in the laser line can stabilize the laser power and reduce the thermal
drift fluctuations. Operation of the microscope and measuring STM, AFM and
PL or TERS together is possible with low laser intensity below 100 µW.

2.5 Sample preparation
Single Ag(111) and Au(111) polished crystals with cylinder shape (diameter
10 mm, height 2 mm) purchased from MaTeck or SPL were used. First, the
crystals were attached to the molybdenum/tantalum Omicron-type sample holder
with thin stripes from the same material (see Fig. 2.8) spot-welded on the sample
plate. After introducing to the UHV, the cleaning procedure consists of repeating
cycles of Ar+ ion sputtering at 8 × 10−6 mbar argon pressure with 1500 eV accel-
eration energy and annealing to 500–550 ◦C. During my PhD, I fully automatized
the cleaning procedure by writing a custom LabVIEW software communicating
with VAT UHV All-Metal Variable Leak Valve, Specs Coscon ion gun controller,
Delta Elektronika voltage source and ion pump controller. It is important to note
that the fresh crystals were always first sputtered to remove carbon contaminants
before the degassing as the carbon conglomerates into 3D structures after anneal-
ing and their removal is impossible due to the low carbon sputter yield. After the
last annealing cycle, the sample was partially covered with a shutter and NaCl
was evaporated on half of the sample at sample temperature 80–130 ◦C from a
tantalum crucible heated to 607 ◦C for 3–5 minutes. This leads to the formation
of defect-free 2–4 ML height NaCl(100) islands. Higher sample temperature pro-
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vides extra kinetic energy to overcome the surface’s diffusion barrier, leading to
larger islands’ growth. On Au(111), the proportion between 2- and 3-ML height
NaCl islands can be eventually tuned by increased annealing temperature up to
190 ◦C [119]. The sample is precooled on the LN cryostat before introducing into

Figure 2.8: a) Image of the Ag sample inserted the manipulator and half-covered with
a shutter, which can be slid with a wobble stick (on right).

the STM head. Cooling down to 7.5 K takes around 1 h during which the head
is clamped. Single molecules are evaporated from a Ta crucible on a cold sam-
ple (< 10 K) to prevent molecular diffusion. The evaporation temperatures are:
331 ◦C (H2Pc), 380 ◦C (MgPc), 415 ◦C (ZnPc), 420 ◦C (CuPc), 360 ◦C (PTCDA)
and 210 ◦C (NTCDA). The phthalocyanine molecules (> 90% purity ) were pur-
chased from Sigma Aldrich and the perylenes were provided by Ruslan Temirov
from FZ Juelich. In chapter 7, we heated up the sample slightly (100–150 K)
to form molecular clusters from PTCDA molecules on purpose. An overview of
such system is shown in Fig. 2.9. The thickness of NaCl layer can be estimated
from ∆f image. Closer tip-sample distance on NaCl islands at the same tunnel-
ing current setpoint results in a more attractive van der Waals interaction and a
more negative ∆f (scale towards red). Alternatively, the NaCl thickness can be
determined from the apparent height of a NaCl step [99].
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Figure 2.9: STM and AFM image of a prototypical system PTCDA/NaCl/Ag(111)
used in this thesis acquired in a constant current mode. The sample was annealed to
150 K for 1 minute resulting in the formation of PTCDA aggregates (the number of
PTCDAs in an aggregate is written with green text). The image size is 110 × 110 nm2,
mapping bias 1.2 V corresponds to the LUMO energy of PTCDA on NaCl and a low
2 pA tunneling current setpoint prevents the tip from picking up adsorbates from NaCl.
The image was taken with a metal tip.

2.6 Measurement software
The Createc SPM is controlled by Nanonis Control System including both hard-
ware (a stack of electronics) and software (Nanonis V5) running on a Windows
computer. It offers a programming interface based on the LabVIEW functions
(VIs) for simultaneous operation with the Nanonis software. Since LabVIEW
graphical programming is not time efficient, my supervisor Martin Švec wrote a
LabVIEW program based on a case structure sequentially interpreting custom
commands. Each command can have up to 3 parameters. It was natural to
continue in this scheme and I implemented control of the Andor instruments as
well as other instruments (RF generators, SPADs, Time Tagger electronics, Laser
etc.) in the LabVIEW scripting framework. Unlike Nanonis, Andor Solis software
does not support the simultaneous operation of the software and external com-
mands. In the beginning, when only the CCD camera was remotely controlled,
we used Andor Solis software running on another computer and its programming
interface based on its Basic language. We were able to change basic parameters,
acquire spectra and save them. The communication was based on sending short
commands via the RS232 interface. Post-processing was needed to pair the data
from CCD with its acquisition parameters in Nanonis. Later, Martin Švec pro-
grammed a socket-based interface for Andor CCD and spectrograph operation
using the Andor software development kit (SDK) and running on a Ubuntu mini
computer. This enabled faster acquisition and real-time browsing through the
data which were transferred using Transmission Control Protocol (TCP). Single
optical spectra are now saved in Nanonis spectroscopy .dat format with a header
containing acquisition parameters from both Andor and Nanonis SPM and the
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channels ”Wavelength” and ”Counts”. Photon maps are spectra taken on a 2D
grid of points. This 3D volume of data is saved when the map is finished in
the Nanonis binary .sxm file used for the SPM images. The ”Current”, ”Z”,
”Frequency Shift” and other SPM channels are appended by another 1024 chan-
nels corresponding to the number of columns of CCD named by their wavelength
value. Individual spectra are perpetually appended to a binary .3ds format file
as a backup in case of a sudden user interruption. The data are post-processed
with a despike filter, the background is subtracted and eventually, the plasmon
normalization of the excitonic signal is performed. Software or scripting language
based on the user’s preferences is used. The majority of the spectroscopic data
presented in this thesis are analyzed and plotted using my own Python scripts
and Matplotlib visualisation library.
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3. Electroluminescence with
CO-functionalized tips
The following chapter is based on the publication [32] and reprinted with permis-
sion. Copyright 2019 American Chemical Society. Having a strong background
in STM and AFM, we focused on the performance of CO-functionalized tips in
photon mapping in our first STM-EL study. At that time, only the group on
Leo Gross in IBM Zurich showcased the combination of STM, AFM and electro-
luminescence by inducing a chemical reaction on VOPc [120] and measuring the
STM-EL of the product. However, STM-EL was not performed with a CO-tip.
Previously, CO-tips were only used in TERS spectroscopy [114]. Since our optical
setup was not optimized for photon collection (cryostat windows with the short
pass cutoff at 700 nm, CCD camera with quantum efficiency of only 10%) we have
chosen ZnPc emitter, well-known for its high quantum efficiency [12, 33, 81]. The
original interpretation of the excitation mechanism in our publication [32] was up-
dated to the current understanding and elaborated in detail in subsection 1.4.2
and chapter 5.

3.1 Introduction
Optical properties of molecules are intimately connected to their atomic and elec-
tronic structure. In recent years we have seen spectacular advancement in the
study of single molecular emitters at the nanoscale [80, 121]. Quantum emission
[98, 86] energy-transfer processes [11, 84], or Raman spectroscopy can now be
probed with sub-Å resolution [8, 122]. The underlying mechanisms involved in
the optoelectronic response at the scale of individual molecules have not been
fully elucidated yet and are a subject of intense scientific debate [8, 37, 81, 33].
Scanning tunneling microscopy-induced luminescence (STML) provides a unique
platform to examine charge-to-photon conversion on individual molecules with
atomic scale precision. Several excitation mechanisms have been proposed to ex-
plain the observed molecular emission under varying tunneling conditions, namely
direct charge injection, where pairs of opposite charges meet in the molecular
emitter to form singlet [123, 124] or triplet [94] states, energy transfer between
the plasmon and molecular excitons [84, 85] or between different excitonic states
[11], or triplet mediated up-conversion [125]. However, the extent and interplay
of these mechanisms are still actively debated.

Independently, advances in noncontact atomic force microscopy (AFM)
methodology opened a unique way to directly image the atomic structure of
molecules, which has been already applied to an immense variety of systems
[126]. Combining information from force maps and photon maps is a long-sought
goal since it could help to explore new photophysical phenomena on individual
molecular emitters with an unprecedented level of detail and insight [120]. A
combination of STML and AFM will be a conceptual scientific advance that will
take all the benefits of high-resolution imaging and AFM-related spectroscopies.
For example, Kelvin probe and image distortion techniques can be used for in-
vestigating the charge of emitters [127, 49], force-distance curves to probe their
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adsorption heights, and imaging in combination with probe-particle model can
help identify adsorption sites and chemical changes [120].

However, for submolecular imaging with AFM, the tip needs to be functional-
ized by a probe particle (most frequently a CO). The impact of the probe particle
on a tip apex in local optical spectroscopy is an open question that has not been
addressed for the case of STML yet [114, 128, 129]. The spatial resolution and
contrast of the optical signal may be affected since the exciton formation rate
within molecules strongly depends on the charge transport channels, which are
defined by the spatial and energetic electronic orbital structure of the tip apex
and the molecular interface [80]. As the probe functionalization usually results in
a lower junction conductivity, it may prove to be a factor in obtaining sufficiently
strong signals on multiple layers of insulating material. Moreover, STML relies
on relatively large biases necessary to induce the excitonic state. In contrast,
a high-resolution AFM imaging typically uses very low biases in order to avoid
spurious effects of the electrostatic force, high tunneling currents resulting in a
crosstalk between the tunneling and force channels or a loss of the probe particle.
Despite recent advances [120], it is still not clear whether the STML methodology
is compatible with the noncontact AFM framework.

In the present letter, we use a combination of STML and AFM to inves-
tigate a prototypical example of single molecule emitters: ZnPc/NaCl on two
different metal substrates: Ag(111) and Au(111) (see schematics in Fig. 3.1a).
We correlate the photon and force maps of individual emitters and determine
the feasibility and role of CO tips as the STML probes. We show that CO
functionalization is compatible with electroluminescence measurements in STM
and leads to enhanced lateral resolution of photon maps due to the involvement
of the p-orbitals of the CO-tip in the tunneling process [130]. Since the ZnPc
molecules on NaCl have a natural tendency to alternate between two adsorption
geometries when exposed to higher tunneling currents [131], we characterize the
effect of the motion on the force and photon maps by comparison to a stabilized
ZnPc molecule. Finally, by correlating photon maps with the spatial distribution
of the molecular orbitals, we address the leading excitation mechanism on each
inspected substrate.

3.2 Results and Discussion
In Fig. 3.1b we present a STM constant-current (CC) overview image of the
system, prepared on the Ag(111) substrate. The adsorbed ZnPc molecules de-
posited onto a cold sample (4 K) appear scattered on top of a trilayer NaCl area
as well as on the bare metal. Overview shows two ZnPc molecules that exhibit
a symmetrical 16-lobe appearance in the CC images scanned at -2.2 V. This ap-
pearance is characteristic of their fast angular switching between two equivalent
adsorption configurations triggered by the flow of the tunneling current (in the
order of 1 pA) [131]. If |Vbias| is decreased sufficiently (< 1 V, 6 pA), the switch-
ing rate drops well below frequency cutoff of the tunneling current preamplifier
of the STM (1 kHz). This can be manifested by a telegraph noise in the tunnel-
ing current channel (Fig. 3.1c) with a tip positioned above the molecule lobe at
constant height (CH) with the feedback loop open. The overview in Fig. 3.1b
also shows one molecule with 8 lobes, likely stabilized by a defect of the NaCl
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structure underneath. We observed a very similar behavior for ZnPc/NaCl on the
Au(111) substrate, confirming previous work [81]. Thus, at the biases needed for
inducing electroluminescence (|Vbias| > 1.8 V), the most commonly found state
of the molecules is dynamic.

Figure 3.1: (a) Schematics of the experimental setup, in which the STM and AFM
signals are collected together with electroluminescence signal on single ZnPc molecules,
electronically decoupled from a metal substrate by an insulating NaCl layer. For this
purpose, a CO-functionalized tip is used (shown in the inset). Applied current/bias
leads to a configuration switching of the adsorption position of the molecule (inset). (b)
STM image of dynamic and stable ZnPc molecules on the surface of trilayer NaCl on
Ag(111) surface, with an example luminescence spectrum in the inset. The 23×23nm2

image was taken at -2.2 V, 5 pA. (c) Telegraphic noise recorded on a dynamic ZnPc at
1.0 V, 6 pA.

By controlled nanoindentation of the tip into a clean patch of the substrate
metal, we have been able to obtain tips that had a strong optical response (mea-
sured by plasmon intensity at a fixed current, see Fig. A.1) and had been suc-
cessfully functionalized by CO picked up from the NaCl layers. With these tips,
we recorded luminescence and high-resolution AFM/STM signals using a tuning-
fork sensor. The important consequences of the CO attachment are a chemical
passivation of the probe apex, change to a prevailing p-type electronic character
[130] and enabling the submolecular resolution in AFM, detected as a change of
the sensor resonant frequency. This channel provides a contrast closely related
to the atomic structure of the emitter [21, 20].

To evaluate the impact of the ZnPc rotation on each measured channel, in-
cluding the photon emission, we measured two sets of maps on: (i) a dynamic
and (ii) a stabilized molecule with a CO-functionalized Au tip. The spatially re-
solved maps of the tunnel current, frequency shift, and photon channels for both
molecules were taken within the same measurement session, with the same tip,
found on the same NaCl terrace (see Fig. A.2). The data shown in the upper row
of Fig. 3.2 originate from a ZnPc that has been found stabilized in one adsorption
position, by the proximity of a step edge of the NaCl trilayer. At a bias of +2.2 V,
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the CC STM of this molecule essentially reproduces the shape of the ZnPc LUMO
with its characteristic 8 lobes and a pronounced central part [131]. However, in
the CH mode, a square-like pattern emerges in the molecular center, which is a
telltale sign of imaging by a mixed s- and p-wave tip, confirming the presence
of the CO at the apex [130]. The frequency shift map, taken at a considerably
lower voltage (25 mV) and with the tip closer to the surface by 250 pm, resolves
the pyrrole backbone of the ZnPc molecule and its peripheral benzene rings with
high spatial precision. The dynamic molecule shown in the bottom row of Fig.
3.2 exhibits the previously described STM contrast of a dynamic molecule [33].
The AFM taken at 25 mV confirms that there are two distinguishable angular
positions without any lateral movement, since the angular switching slows down
enough to hold each position at time scale of minutes (shown in Figs. A.3 and
A.4). The detail of the frequency shift maps allows to determine the angular ori-
entations of the two metastable configurations for the dynamic molecule as +11◦

and −11◦ with respect to the NaCl(001) layer main crystallographic directions
and reveals that the stabilized molecule corresponds to one of these metastable
configurations. Using the angles, it is possible to reproduce the STM images of
the dynamic molecule at 2.2 V in Fig. 3.2, by averaging two mutually rotated and
symmetrized STM images of the stable molecule (shown in Fig. A.5). Additional
manipulation experiments show that both stable and dynamic type molecules are
centered above Cl− ions (Fig. A.6) [132].

Figure 3.2: Comparison of spatially resolved constant current (CC) STM, constant
height (CH) STM, AFM CH, and luminescence CH, obtained by Au-CO-tips on a
stable (top row) and a dynamic ZnPc molecule (bottom row), adsorbed on trilayer
NaCl on Au(111). All image sizes (including padding at the bottom AFM image) were
2.2×2.2nm2. The constant current STM images were taken with 1 pA set point. AFM
CH maps have been taken at 250 pm closer tip-sample distance with respect to their
corresponding STM CH images.

We have recorded the electroluminescence spectra and constant height photon
maps at Vbias = +2.2 V on ZnPc in both states. The spectral fingerprints of the
dynamic and the stable molecule do not exhibit significant differences within
our resolution; the intense main fluorescence line is located at 653 nm (1.9 eV),
accompanied by red-shifted vibronic sideband (Fig. 3.1b inset and Fig. A.2d).
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The spatially resolved photon maps of the integrated main emission line (640-
660 nm) of the dynamic and stable ZnPc molecules, taken in constant height
mode, are shown in the right part of Fig. 3.2. For both dynamic and stabilized
molecule, these photon maps resemble at first glance their corresponding CH
current images. This observation points to a direct charge carrier injection from
the tip as the main mechanism for excitation that precedes the luminescence at
this voltage [94, 125, 133, 134]. A deeper inspection of the maps reveals a dip
in the photon intensity at the center of the molecule, although the density of
states and the CC image reach high values at the same spot. The existence of a
minimum in metallo-phthalocyanine photon maps has been observed previously
with metallic tips and has been attributed to the spatial variation of the exciton
coupling to the nanocavity plasmon modes [135, 71].

To better understand the impact of the tip state on CH luminescence maps,
we have performed a detailed characterization of the ZnPc molecules also with
bare metal tips. In the case of Au tips, both the CC and CH STM modes show a
very similar type of contrast (first row of Fig. 3.3), contrary to the data obtained
by Au CO-tips (second row of Fig. 3.3). This rather blunt contrast at the
periphery and in the center of the molecule is a consequence of two factors: the
overall s-wave character of the bare Au tip and smearing of the features by the
rapid angular switching. The CH photon map, again, closely resembles the CH
tunneling current maps, except for the dip near to the center. We have observed
this dip at various off-center positions (see Fig. A.7), whose lateral shift seems
to be related to the mesoscopic tip shape. This is not surprising, as the real tips
are likely to deviate from the spherical shape, and therefore they are expected
to screen asymmetrically the transient dipole moments involved in the emission
process [71].

Detailed luminescence spectra, taken at various positions above the molecule
(spectra in the right column of Fig. 3.3) with both CO and metallic tips confirm
the strong intensity modulation of the CH photon maps by the tunneling current
and suppression of the signal near the molecular center. This observation reveals
the direct effect of the tip frontier orbitals in combination with the shape of
the ZnPc LUMO on the electroluminescence maps and indicates that injection of
electrons from the tip to the molecule triggers the excitation, which can eventually
lead to luminescence detection. We now raise the question whether an analogous
mechanism is also valid for biases where hole injection is the primary mode of
charge transport. Using negative biases on the ZnPc/NaCl/Au(111) system is not
suitable since it leads to ZnPc transiently switching to a cationic state. This would
result in the preferential activation of a different excitonic state, manifested by a
lower energy photon emission below the detection threshold of our optical setup
[81]. However, it has been reported that using Ag(111) as a metallic substrate
leads to the same 1.9 eV exciton radiative decay detectable at negative biases
[33].

Therefore, we performed experiments on the ZnPc/NaCl/Ag(111) system and
obtained photon maps with both metal (Ag-coated Au tip) and CO-functionalized
tips (third and fourth rows of Fig. 3.3). Here, the photon maps are also closely
related to the respective tunneling current. The current flows predominantly
through the HOMO of the dynamic molecules decoupled from the substrate by
trilayer of NaCl. The effect of the CO on the STM images, apart from a sharp-
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Figure 3.3: Effect of the functionalization (CO-tips vs bare-metal tips) and substrate
on the photon maps and point spectra of the dynamic ZnPc molecules. The two upper
rows show data taken above ZnPc on the 3 ML-NaCl/Au(111). The two bottom rows
are results obtained above ZnPc on 3 ML-NaCl/Ag(111). STM images at CC, CH,
STM-induced luminescence maps at constant height measured with metal and CO tips
are presented for comparison. The numbered CH spectra shown in the right-hand side
column have been taken at the positions marked in the CC STM images. All image
sizes are 2.2 × 2.2 nm2, and tunneling current set points for CC images were 10 pA and
1 pA on Au and Ag substrate, respectively.
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ening of the contrast of the peripheral benzenes, is the appearance of the central
pyrrolic ring. This pyrrolic ring is very pronounced in the CO-tip maps, but ab-
sent from the metal-tip images. This feature is a good indicator for the difference
between the current and photon maps in the central part of the molecule. For the
metal tip, the photon map faithfully copies the current except for a small central
area, where a dip occurs similarly as in the positive biases on Au substrate. For
the CO-tip, although the general contrasts of the photon and STM CH maps are
similar, the photon signature of the pyrrolic ring is weaker with respect to the
periphery of the molecule, contrary to the corresponding CH STM.

Comparing the photon maps obtained on the Au(111) at positive biases and
Ag(111) at negative biases with metal and CO-tips, we see striking differences
corresponding mainly to the distinct spatial modulation of the charge carrier
transport. On both substrates, the spectra show an identical line shape, which
implies that we observe the radiative decay of the same final S1 excited state.
This general correspondence between the tunneling current and the luminescence
channels indicates that the fluorescence is triggered by a resonant tunneling charge
injection into the molecular orbital, in analogy with the explanations suggested
for H2Pc and ZnPc/NaCl/Ag(111) in previous studies [37, 125]. This brings us
to the discussion of how different excitation mechanisms occurring under given
circumstances (bias polarity, workfunction of the substrate) lead to the same
excited state of ZnPc and its subsequent radiative decay.

The alignment of the molecular levels relative to EF of the substrate is re-
markably different between Au and Ag, as it can be inferred from the differential
conductance curves of each system (see Fig. A.8n), caused by the higher work
function of Au(111) compared to Ag(111) [81, 33]. On trilayer NaCl/Au(111)
substrate, the ZnPc LUMO is detected at +2.2 eV and HOMO at -1.1 eV [81].
On the Ag(111) substrate, the situation is LUMO at +1.0 eV and HOMO at
-2.3 eV [33]. Presence of a state near the EF can be detected on the molecule
in the differential conductance spectrum (see Fig. A.8). This state matches by
energy to the interface state studied at bare NaCl/Ag(111) [119]. A similar state
is also known to exist on NaCl/Au(111) [136] and can be involved in the charge
transport between the substrate and the molecule by reducing the length of the
tunnel path through NaCl [38, 35].

We have detected the predominant 1.9 eV radiative exciton generation occurs
in opposite bias polarities on Au and Ag substrates, scaling with the total elec-
tric current transported through the ZnPc LUMO and HOMO levels, respectively.
We cannot entirely rule out an energy-transfer mechanism between ballistically
transported inelastic electrons, decaying in the substrate, and the exciton, how-
ever important details as the bipolar character of the electroluminescence is not
captured in such a scheme [84, 125, 134]. We believe the mechanism of the
excitation needs to be described by the so-called many-body scheme [37] (see
subsection 1.4.2 and Fig. 5.5). If the energy of the cation or anion ground state
(D+

0 and D−
0 respectively) is higher than the energy of neutral excited state S1 the

exciton can be created by electron tunneling to/from the positive or negative ion
resonances (corresponding to HOMO and LUMO, respectively) and a subsequent
hole/electron capture from the metallic substrate.
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3.3 Conclusion
To conclude, we have performed a real-space multichannel study of the prototyp-
ical molecular emitter, ZnPc, by combining tunneling current, force, and photon
maps of the quantum emitter on Au(111) and Ag(111). We demonstrated com-
patibility of the CO-functionalized tips with electroluminescence measurements.
STML maps were compared for two states of the ZnPc: the dynamical angu-
larly switching state, induced by bias and current, and a state stabilized in a
single position. The CO functionalization leads to the enhancement of the spa-
tial resolution of photon maps as compared to bare metal tips. By studying
the spectra and photon maps obtained by injecting electrons and holes into the
molecule by metal and CO-tips, we have found that photon intensity maps are
intimately linked to the spatial modulation of the tunneling current, correspond-
ing to charge transport from the tip to the molecule. Electron injection from
the tip into the molecule LUMO is triggering the exciton formation events in
the ZnPc on NaCl/Au(111), while hole injection into its HOMO initiates the
process at NaCl/Ag(111) substrate. Our findings identify the role of the tip
status in the STML photon map contrast and open new avenues to spatially
resolved optical measurements of single-molecule emitters in combination with
submolecular-resolution AFM.

3.4 Methods
All spectra and maps were collected in a photon-counting regime. Photon maps
were measured in a constant height mode, by taking a spectrum at every point,
with accumulation period per pixel typically 7 s. In the presented maps, each
pixel represents part of a corresponding spectrum, integrated in the given range of
wavelengths. Photon maps are recorded in constant-height mode. The constant-
height mapping mode is a rational choice for taking the photon-maps, since the
constant-current mapping may introduce ambiguity due to the variable Z-height,
e.g. by modulating the nanocavity optical density, that is likely to produce un-
physical features in the photon maps.
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4. Environment-controlled
molecular emission
The following chapter is based on the publication [137] and reprinted with per-
mission. Copyright 2020 American Chemical Society. We have chosen copper
phthalocyanine as the next system to study. The possibility to reversibly switch
the molecule between two stable configurations makes it an ideal candidate for
studying the effects of the NaCl polar environment on its electronic properties.
Moreover, its unexpected doublet fluorescence [138] is of fundamental interest
[139] of the research of stabilized radicals which can have up to 100% internal
quantum efficiency for electroluminescence.

4.1 Introduction
When a single-molecule emitter (SME) is placed in a solid or onto a surface, it is
subjected to hybridization or screening of its electronic orbital structure with the
local environment due to Coulomb interaction. One of the typical consequences is
a change in the energies of the molecular electronic excitations, sometimes called
spectral diffusion [140]. Photoluminescence and related time-resolved techniques
have been widely used to measure exciton environmental effects in SMEs [91],
but achieving high spatial resolution that can resolve individual emitters has re-
mained a challenge. Efforts to study the local environment of excitons in 3D
molecular crystals [141], 2D materials [142, 143, 144], or 1D carbon nanotubes
[145, 146] have been made; however, an atomic spatial resolution is still lacking.
Recently, STML has emerged as a powerful tool to probe optoelectronic prop-
erties on the atomic scale [80], such as exciton charge annihilation [98], coupled
modes on molecular dimers [12], superradiance in artificially constructed chains
[86], or the charge state [81]. Spectral switching has been investigated by using
resonant energy transfer between different excitons in Pc heterodimers [11] and
by tautomerization of H2Pc [147]. Nevertheless, the Coulombic effects of the local
environment on the excitonic states of SMEs have not been extensively addressed
[124, 123].

For closed-shell single-molecule emitters excited in a tunnel junction, injection
is not spin-selective and the formation probability is 75% for dark triplet and only
25% for bright singlet excitons [80]. To obtain higher efficiencies for light-emitting
purposes, triplet-to-singlet intersystem crossing [148] and bright triplet states
[149] have been proposed to effectively increase the quantum yields. Recently,
the discovery of electroluminescence from a doublet, rather than from a singlet
or a triplet, has allowed reaching emission quantum yields up to 100% [150].
However, doublet emission has, so far, been only demonstrated for ensembles of
radical species easily undergoing chemical degradation, and doublet SMEs have
not been reported.

Here, we show using combined STML/AFM measurements and ab initio cal-
culations that the doublet excitonic state of SMEs can be controlled in a deter-
ministic way by atomically precise manipulations. The use of scanning probe
technique at cryogenic temperature allows the manipulation of the adsorption
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configuration of individual copper phthalocyanine (CuPc) molecules on ultrathin
NaCl films on Ag(111) with sub-Å precision and consequently control their exci-
tonic state. CuPc is an open-shell complex with spin S = 1/2 due to an unpaired
electron residing in the dx2−y2 (b1g) metal orbital [151, 152, 153]. By injection
of charge carriers we create electron-hole pairs in the resulting SMEs and detect
the photon emission enhanced by the plasmonic picocavity formed by the tun-
nel junction. We observe a change in the wavelength of the excitonic emission
between two configurations. Combination of atomically resolved STM images
with AFM frequency shift maps, local tunneling spectroscopy, and ab initio cal-
culations allows determining the modification of the electronic structure of the
molecules and linking it to the observed shift of its excitonic line.

4.2 Results and Discussion
Fig. 4.1 shows a sequence of STM images, an AFM image, and electrolumines-
cence spectra obtained during a manipulation experiment of SMEs. In Fig. 4.1a-c
the same two CuPc molecules are resolved in the two possible adsorption posi-
tions, namely, dynamic and steady states (see below), on top of a two-monolayer
(ML) of NaCl on Ag(111) (for details of sample preparation see the Methods sec-
tion). In Fig. 4.1a both CuPc molecules manifest a 16-lobe pattern characteristic
of molecules in a dynamic configuration arising from a bistable adsorption geom-
etry. The distinctive STM appearance can be rationalized by the overlapping
electronic structures of two chirally rotated adsorption configurations oscillating
at a frequency well beyond the STM bandwidth [32]. STML spectrum 1 in Fig.
4.1e, typical for dynamic CuPc, taken at -2.5 V above a lobe consists of a sharp
line at 1.9 eV on a plasmonic background (Spectrum 6). Spectrum 2 taken on the
dynamic molecule on the right-hand side of the panel in Fig. 4.1a however reveals
a different spectral fingerprint. It shows the sharp line at 1.9 eV accompanied by
an intense shoulder at lower energies, which is an indication of a sudden modi-
fication of the molecular exciton state. Indeed, a subsequent image (Fig. 4.1b)
confirms the molecule changed its appearance to an eight-lobe shape typical for
a steady stabilized molecule. STML spectrum 3 remeasured on the now steady
molecule shows a broad peak at the shoulder position at 1.86 eV and disappear-
ance of the 1.9 eV feature. Spectra 4 and 5 reproduce the same behavior on
the second molecule upon switching from dynamic to the steady configuration,
visualized by the STM in Fig. 4.1b,c. Therefore, spectrum 2 can be rationalized
as a linear combination of the spectra from the dynamic and steady states.

In our investigation of the dynamic to steady state conversion of molecules
on 2 and 3 MLs of NaCl on Ag(111) we found that molecular switching from the
dynamic to the steady state occurs reproducibly after applying 100 pA and -2.3
V or at biases over 2.0 V, similarly as described by Zhang et al. for manipulation
of ZnPc molecules [12]. The conversion from a steady to a dynamic state process
can be achieved at biases of -2.5 V and below, by applying lateral forces with
the CO-passivated tip to prevent picking up the molecule, however with a signif-
icantly lower efficiency, strongly indicating that the steady state is energetically
favored over the dynamic state (for details see the Supplementary Information in
Appendix B). Switching CuPc to a steady state produces a systematic red-shift
and broadening of the STML lines of the spectrum. We have measured red-shifts
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Figure 4.1: Experiment probing the manipulation of the adsorption geometry and
its influence on the STML spectra. (a-c) Sequence of STM constant-current images
of two CuPc molecules at 2 ML-NaCl/Ag(111), subsequently switched from dynamic
to steady state, using a CO-tip. Image parameters: 6 × 6 nm2, -2.5 V, 1 pA. (d)
Submolecular-resolution AFM image of the area in (c), taken in constant-height mode
with the CO tip, showing the CuPc backbone. Image parameters: 4.2 × 3.2 nm2, 10
mV. (e) STML spectra of the molecules in (a)-(c), numbered correspondingly 1-5, and
reference spectrum taken on a bare NaCl (6). Acquisition parameters for the spectra
were -2.5 V, 50 pA, 60 s.
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of 20.6 ± 3.4 meV for molecules at 3 ML and 34.0 ± 3.5 meV at 2 ML, plus
broadenings of (63 ± 13)% and (103 ± 29)% (Fig. 4.2b, Fig. B.2, and Table B.1),
respectively. Both effects are more pronounced on 2 ML of NaCl than on 3 ML.
The environmentally induced exciton modification presented here has not been
observed in photoluminescence nor in electroluminescence of CuPc single crystals
[138] or thin films [154, 155]. The exciton switching of the CuPc must therefore
originate from the interaction of the electronic structure of the molecule with its
nearest local environment.

1.7 1.8 1.9 2.0
Energy [eV]

650700725 675 625
Wavelength [nm]

Figure 4.2: Analysis of the adsorption geometry in relation to the STML fingerprint.
(a) STM constant-current image of CuPc molecules in the steady and dynamic configu-
rations and their registration with the NaCl lattice obtained with a CO-functionalized
tip. Parameters: 7.5 × 3.2 nm2, -2.3 V, 1 pA. (b) Representative STML fingerprints of
the dynamic (green) and steady (violet) configuration on 3 ML NaCl. (c-f) Computa-
tionally optimized theoretical models of the steady (c, e) and dynamic geometries (d,
f). (g) AFM constant-height frequency shift map with two different tip heights enabling
submolecular resolution on the CuPc and atomic resolution on the NaCl substrate for
registration. Parameters: 1.7 × 2.8 1.7 × 2.8 nm2, 25 mV. The spheres in the models
in panels (c)-(f) representing the atoms have sizes corresponding to their atomic radii.

An atomic-scale characterization of the steady and dynamic adsorption con-
figurations of CuPc on NaCl provides the link between their adsorption configu-
ration and the spectral switching. A high-resolution STM image obtained with
a CO-functionalized tip in Fig. 4.2a shows two molecules, each in one of the
configurations, together with the underlying NaCl lattice. It has been shown
that STM topographs of NaCl typically image Cl− ions as protrusions [156, 157].
Accordingly it can be determined that the dynamic molecule is adsorbed with
its metal core located on top of a Cl− site (darker color, higher Z-value), while
the steady state latches on top of a Na+ site (brighter color, lower Z-value).
This is further confirmed by the frequency shift channel, measured on the steady
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configuration in Fig. 4.2g. The image is composed of two sections measured in
constant tip-sample height at different offsets facilitating atomic resolution on
both the molecule and the substrate. It permits straightforward identification of
the molecular backbone (in the upper section of the panel) and enables a very
precise registration with the substrate (lower section). As the image is taken in a
regime where repulsive forces dominate, the lower frequency shift regions can be
unambiguously attributed to Na+ atoms [158]. By extrapolation of the substrate
lattice it is then easily demonstrated that the steady CuPc is centered above a
Na+ site (see AFM simulations in Fig. B.1).

These findings agree with first-principles simulations, in which a model CuPc
molecule was positioned with different angles of in-plane rotation with respect to
the 2 ML-NaCl lattice, over Na+ or Cl− ions. After a self-consistent minimiza-
tion of the total energy of the system, the most stable configuration is found to
be a 45◦-rotated molecule above the Na+ site, and the second most stable at an
±9◦ angle sitting on the Cl− site (see Fig. 4.2c,e and Fig. 4.2d,f, respectively).
These two configurations perfectly match the experimentally observed steady and
dynamic configurations, respectively. The calculated total energy difference be-
tween them is 90 meV in favor of the steady geometry. The simulated relaxations
of the molecular backbone and the separation from the NaCl surface in both
configurations are comparable and only marginally different, as in both cases the
peripheral parts are slightly bent toward the substrate [159].

The modification of the exciton energy described above can be reproduced
by excited-state DFT calculations performed for isolated CuPc and the dynamic
and steady configurations on the NaCl substrate, placed on either the Na+ or
Cl− sites. NaCl is modeled by point charges, and the equilibrium geometries are
derived from the previous DFT simulations. The excitation is represented by a
transfer of a spin-up or spin-down electron from the highest occupied molecular
orbital (HOMO) of CuPc in its ground state D0 into the lowest unoccupied molec-
ular orbital (LUMO), producing an excited state D1. In the ground state of the
isolated molecule, the singly occupied orbital (SOMO) is energetically below the
doubly occupied HOMO and HOMO-1 orbitals (Fig. 4.3a). The corresponding
unoccupied orbital (SUMO) is above the degenerate LUMO orbitals. Upon the
HOMO to LUMO electron transfer, the HOMO orbital is destabilized and the
degeneracy in LUMO orbitals is removed. The orbital ordering below the HOMO
is also a subject of rearrangement, mainly reversing the relative energy ordering of
the HOMO-1 and SOMO levels. Despite being able to obtain the emission energy
solely for the isolated molecule, the scenarios simulating the adsorbed molecules
produce consistent values for the absorption in both spin branches and manifest
the same orbital energy reordering upon excitation (see Table B.3). Only subtle
energy changes ensue as a result of the electrostatic field action, particular for
each adsorption configuration on NaCl and due to spin asymmetry. Therefore, we
estimate by extrapolation that the optical gap of the steady state is 22 meV lower
than of the dynamic state, in good agreement with the experiment. Knowing that
the distinct spectral fingerprints are linked to their respective adsorption geome-
tries, we now focus on a detailed electronic structure characterization of CuPc on
3 ML NaCl using differential conductance tunnelling spectroscopy (dI/dV ). Fig.
4.4a shows the dI/dV spectra in a bias range encompassing the peaks originating
from LUMO and HOMO of the steady and dynamic molecules, measured before
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Figure 4.3: Theoretical analyses of the excited and ground states and the impact of
the adsorption geometry. (a) Scheme of the simulated orbital energy level reordering
upon transfer of an electron (marked by red color) from HOMO to LUMO within
an isolated CuPc molecule, showing the occupied and virtual levels of the frontier
orbitals. The ground doublet state is denoted as D0; the excited doublet state as D1.
Corresponding orbital geometries are depicted in the same order, parallel to the scheme
for clarity. (b-g) Calculated charge redistribution isosurface plots and profiles, showing
the accumulation (blue) and depletion (red) (at ±0.003 e−/Å3, respectively) of electrons
in the CuPc/2 ML-NaCl systems in the dynamic (b, c) and steady (e, f) configuration.
(d, g) Corresponding profiles of the electron density, obtained by integration in the
directions parallel to the NaCl surface. Plots are superimposed onto the atomistic
model for orientation. The spheres in the models in panels (b)-(g) representing the
atoms have sizes corresponding to their atomic radii.
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and after a controlled stabilization of the CuPc at their lobes, for various Z set
points. Using normalization we determine that the gap of the steady CuPc is
about 100 mV narrower than of the dynamic CuPc (Fig. 4.4b,c). The appar-
ent LUMO and HOMO positions of the stabilized molecule are shifted toward
the Fermi level by 70 and 30 meV, respectively. Additional local contact poten-
tial differences measured with various tips over both configurations using Kelvin
probe parabolas show a small shift up to 45 meV (see Fig. B.5 ), consistent
with a decrease of the overall electrostatic potential on the steady molecules with
respect to the dynamic ones [127].

Figure 4.4: Determination of the transport gaps by differential conductance spec-
troscopy. (a) dI/dV spectra of one CuPc/3 ML-NaCl molecule in a dynamic state
(green) and after stabilization (violet), taken at the positions above the molecule lobes,
marked by arrows in the STM constant-current images in the insets. The spectra have
been taken on the molecular lobes at various current set points (20–90 pA at -2.5 V).
Normalized dI/dV plotted in logarithmic scale, corresponding to the HOMO (b) and
LUMO (c).

One can anticipate that a lower HOMO-LUMO gap will be reflected in a
lower exciton energy upon D0 → D1 transition, following an orbital level renor-
malization. However, the 100 meV value measured by the dI/dV exceeds by far
the difference of the corresponding exciton energies obtained from the optical
spectroscopy (21 meV). The apparent HOMO-LUMO energy difference measured
from dI/dV represents the transport gap of the system, which may generally
differ from the real HOMO-LUMO gap due to transient renormalization of the
frontier orbital energies upon electron/hole injection [160]. The electronic gap of
solid CuPc thin films on Au(111) has been reported to be 3.1 eV by direct and
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inverse photoemission [161]. These results compare well with the 3.0 and 2.9 eV
gaps measured here by dI/dV for dynamic and steady molecules, respectively,
and imply that neither the high electric fields of the tunnel junction nor the pres-
ence of the tip and insulating substrate alters the measured electronic bandgap
of the molecules significantly.

The difference between the HOMO-LUMO gap derived from dI/dV and the
optical gap measured from STML is a strong indication of a modification of the
exciton binding energy (EBE) [162]. The difference (∆EBE) between its values
on the Na+ and Cl− sites (ECl

BE, ENa
BE) can be estimated using all the measured

transport and optical gaps [143, 144]. In particular, taking the measured trans-
port (ECl

GAP, ENa
GAP) and optical gaps (ECl

OPT, ENa
OPT) for the dynamic and steady

CuPc molecules, ∆EBE follows:

∆EBE = (ECl
GAP − ECl

OPT) − (ENa
GAP − ENa

OPT)
= (ECl

GAP − ENa
GAP) − (ECl

OPT − ENa
OPT)

= (100 meV) − (21 meV) = 79 meV
(4.1)

meaning that the exciton of the steady molecule is less stable than that of the
dynamic molecule. We note that this derivation provides the relative differences
among the configurations rather than absolute values of the exciton binding en-
ergies in CuPc (reported to be 0.6 eV [161]). Since our measurements of the
dI/dV gap and STML have been performed for the two very similar systems and
with identical tip, most uncertainties are removed, which allows us to conclude
that the 79 meV can only be related to the change of the CuPc doublet exciton
binding energy.

A detailed analysis of the ab initio calculations of the ground states in Fig.
4.3b-g allows us to evaluate the total electron density redistribution on the two
adsorption configurations and points out the origin of the exciton energy differ-
ence between the two states. Data show the density difference (∆ρ) of the fully
perturbed CuPc and NaCl substrate relative to their unperturbed states. Isosur-
face plots (at ∆ρ = ±0.003e−/Å2) in Fig. 4.3b,c,e,f corresponding to the electron
density increase (blue) and depletion (red) reveal the characteristic interaction of
individual atoms within the molecule with the Na+ and Cl− sites in their vicin-
ity. A systematic electron increase is visible under the atoms atop the Na+ in
the interface region; conversely for atoms residing above the Cl− ions an electron
density depletion occurs. The most striking difference is on the metal core, where
the charge redistribution is of opposite sign for the two configurations centered
above Na+ and Cl−. It also leads to the distinct spatial redistributions at the
ligand. This can be understood in terms of the simple electrostatic action of the
substrate on the electron envelope of the molecule (see the Hartree potential in
Fig. B.6).

The net effect of the surface potential on the molecule is an electron accumu-
lation in the interface region and depletion at the molecule, visible in the plots
of ∆ρ integrated across the axes parallel to the surface, plotted as a function of
Z (Fig. 4.3d,g). The electron density difference in the interface region is slightly
larger in the case of the dynamic configuration, hinting at a higher overall posi-
tive field acting on the molecule. Indeed, the total numbers of Na+ and Cl− ions
directly acting on the molecule vary between 9 Na+, 12 Cl− on the steady and
12 Na+, 13 Cl− at the dynamic configurations, respectively.
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The altered charge redistribution demonstrates the extent to which the exact
NaCl lattice orientation and registry with the molecular backbone affect charges
within the system. The differences in the Coulomb interaction will impose an in-
evitable correction on the electron-hole bound state (exciton) and the transport
gap. Apparently, as seen from the experiment, the stabilization of the molecule
leads to lowering of the electronic gap, exciton and binding energies, and widening
of the main spectral line. While the exciton and gap energetics can be explained
using the interaction with the substrate potential and screening by the substrate,
the spectral line width, which is notoriously difficult to split into individual con-
tributions due to a number of both radiative and nonradiative recombination
processes [86, 125] remains an open question. We can merely state, based on
the experiments, that the excitons on the steady CuPc appear to have a higher
probability of nonradiative decay into the bulk (by, for example, coupling to the
phonon bath), causing the spectral line broadening.

4.3 Conclusions
In conclusion, we have demonstrated mechano-optical switching of a single CuPc
molecule on NaCl on Ag(111). A change in energetics of its doublet excitonic
state could be triggered through atomic-scale manipulations that allow precisely
defining the adsorption configuration, with the CuPc molecule centered above
either a Na+ or Cl− ion. From the measured values of the optical transitions
and changes in the system transport gaps, we estimate a difference of the exciton
binding energies: the exciton on the dynamic molecule is 79 meV more stable
than on the steady one. Theoretical calculations confirm the experimentally
determined geometries as the most favored, reproduce the changes in the exciton
energy, and provide details on the Coulomb-mediated charge redistribution within
these systems. This allows linking the local effect of the NaCl lattice potential on
the CuPc orbital levels with modifications in the exciton energy and electronic
gaps. Our results represent a step toward a detailed understanding of the effect of
the local environment in the many-body excitations in single-molecule emitters.

4.4 Methods

4.4.1 Density Functional Theory Calculations of the Ge-
ometries and Charge Redistribution

The calculations were carried out using the FHI-aims code [163] to describe the
electronic structure of the CuPc molecule on the bilayer NaCl(100) surface. The
calculations were performed using the GGA-PBE approximation of the exchange-
correlation potential including the Tkatchenko-Scheffler approach of the van der
Waals interactions [164]. The relativistic effects were taken into account by apply-
ing the scaled zeroth-order regular approximation [165]. The NaCl(100) surface
was modeled by a 7 × 7 supercell made of two layers on which a single CuPc
molecule was placed in on-top position at the Na+ or Cl− ion, respectively. The
molecule was rotated by 15◦, 30◦, and 45◦ with respect to the high-symmetry
axes. Structural relaxations of the slab were performed for all the atoms, except
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the bottom NaCl layer. The calculations were considered converged when the
remaining atomic forces and the total energy were found below 10−2 eV/Å and
10−5 eV, respectively. A single gamma point was used for the integration in the
Brillouin zone. The total energy calculations were conducted to find the best ad-
sorption site. Furthermore, the total density and the Hartree potential were used
to determine the electronic interactions between the surface and the molecule.

4.4.2 Excited-State DFT Calculations
Self-consistent solutions of the electron wave functions and geometrical optimiza-
tion were obtained using the ωB97XD [166] and LC-ωPBE [167, 168, 169] func-
tionals in the spin-unrestricted mode, employing the SVP basis set [170, 171].
Visible absorption and emission spectra were derived using the comparison of the
total energies of the D0 → D1 transiently excited systems with their correspond-
ing ground states, independently for both spin branches. The electrostatic field
of the NaCl substrate was simulated by a fixed bilayer of charges placed beneath
the CuPc, calculated using the B3LYP [172, 173, 174] functional, geometrically
equivalent to the Na+ and Cl− ion coordinates in the steady and dynamic con-
figurations of the system (for more details see the Supplementary Information in
Appendix B). The Gaussian program package (Gaussian 16, revision C.01 [175])
was used for the calculations.
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5. Exciton-trion dynamics in a
single molecule
The following chapter is based on the publication [176] and reprinted with per-
mission. Copyright 2021 American Chemical Society. Inspired by the recent
experimental results of Doppagne et al. [81], where the authors observe the emis-
sion from neutral and cation ZnPc on NaCl/Au(111) depending on the applied
bias voltage, we have chosen to study the same system but on Ag(111). A lot of
questions concerning the electrofluochromism were open. Can we observe various
charge states and their characteristic fluorescence emission on thin NaCl layers?
It was known, that on thick insulating NaCl layers allowing electron tunneling
only between the tip and sample, molecules can be switched between many (up
to 4) charge states with the applied bias voltage [177].

Another question, which was not answered in the original publication [81],
is the spatial response of exciton and trion intensity and also their dynamics.
For studying the dynamics, we used a radio frequency phase-shift (RF-PS) fluo-
rometry. This method was supposed to efficiently determine the lifetimes of the
excitons and trions, contrary to the time-consuming Hanbury Brown-Twiss inter-
ferometry. We used the same assumption as Merino et al. [98] and Zhang et al.
[99] (see section 1.5) that the electron capture by the ZnPc+ via the NaCl layer
is fast. In light of the novel findings in the literature and our unpublished pho-
toluminescence data, we learned that this assumption was probably not correct.
The lifetime of the excitonic state of a molecule in the nanocavity is believed
to be several orders of magnitude shorter, than for a molecule in far-field [178]
which is caused by the Purcell effect. Our original interpretation is therefore
corrected in the Commentary section 5.4. Yet, the effective time measurements
by the RF-PS technique can be useful for the understanding of charge dynamics
in double-barrier tunneling junctions.

5.1 Introduction
The dynamics of optical excitations provides insights into the photophysics of
many-body quantum states of single molecules [179]. It is also a key to develop
efficient single photon quantum cryptography and quantum computing protocols
[180, 181, 182]. Although most experiments rely on ensemble or bulk measure-
ments, excitation and control of electron-hole bound states in single molecules
and defects in molecular solids are possible for diluted emitters [80, 183]. Re-
cent developments in tip-enhanced spectroscopies, prominently in STML, made
it possible to explore at atomic-scale the mechanisms generating singlet [135, 12],
triplet [94, 125], and doublet [32] molecular Frenkel excitons and the role of their
nanoscopic environment. Emission from positively and negatively charged exci-
tons (trions) was recently discovered for single zinc and platinum phthalocyanine
(ZnPc, PtPc) emitters [81, 184]. Despite important advances in measuring fast
dynamics of optical excitations on the nanoscale by application of Hanbury Brown
Twiss (HBT) interferometry [98, 185, 99, 186, 187, 147] and time-resolved STML
[183, 107, 188], capturing the combined dynamics of the molecular excitons and
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trions in single molecules remained a challenge. Here we achieve time-resolved
measurements of the excitons and trions of a single ZnPc molecule, which we
excite by direct charge injection to induce photon emission.

In order to access the trion and exciton dynamics in a single-molecule, we de-
vised phase fluorometry scheme, combining radio frequency (RF) electrical mod-
ulation and picosecond single-photon counting detection within a scanning probe
microscopy setup equipped with optical path (scheme in Fig. 5.1a). Our radio
frequency phase-shift technique is based on evaluation of the phase difference
between a harmonic electrical modulation of a given frequency applied at the
system and the delayed optical response at particular wavelength, arising due to
a finite decay rate of the molecular excitons. The reference and delayed responses
are measured as histograms of photon arrival times of a plasmonic signal from
the substrate and from the molecule, respectively. The characteristic radiative
lifetime (τ) of an exciton in the tunnel junction is determined from the phase dif-
ference (∆ϕ) for a given driving frequency f using the relation τ = tan(∆ϕ)/2πf
(Supplementary Information in Appendix C).

Figure 5.1: Radio-frequency phase shift method in STML applied to a single molecule.
(a) Schematic representation of the experimental setup. A single ZnPc molecule on 3
layers of NaCl is inspected by STML. The tunnelling bias voltage (VDC) is modulated
with a harmonic signal at 200 MHz (VAC). The photon arrival times are recorded using
a single photon detector and counter synchronized with the radiofrequency generator.
(b) Radio-frequency phase-shifted waves obtained for a plasmonic reference (black)
VDC = 2.0 V, It = 70 pA, VAC = 100 mV, integration time 180 s; neutral exciton X
(red) VDC = −2.2 V, It = 70 pA, VAC = 100 mV, integration time 600 s; and trion
X+ (purple) VDC = −3.2 V, It = 120 pA, VAC = 100 mV, integration time 600 s.
X and X+ waves were taken above the ZnPc lobe. The lines mark the phase shift
between excited states and the reference. (c) STML spectra obtained on a lobe and a
point near the center of ZnPc. VDC = −3.0 V, It = 100 pA, integration time 180 s.
The locations of charge injection are marked in the insets. (d) Exciton (red) and trion
(purple) intensity dependence on the applied VDC at It = 40 pA.
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5.2 Results and Discussion

By means of the RF-PS method, we measure the dynamics of excitons and trions
on the ZnPc on three layers of NaCl on Ag(111). Injecting holes and electrons
into a single ZnPc induces optical excitations that can decay radiatively. The
emission is enhanced by the increased optical density in the picocavity [189]. The
visible/near-infrared electroluminescence spectra of ZnPc (Fig. 5.1c) show peaks
corresponding to the emission of neutral (S1 → S0 denoted as X) at 1.89 eV and
positively charged excitons (D+

1 → D+
0 denoted X+) at 1.52 eV, which agree very

well with the energies calculated for a free-standing molecule (Table C.2) and
the previous measurements made on Au(111) [81]. For each line, we measured
the phase shift with respect to the reference and determined the exciton effective
lifetimes as 635(51) ps for S1 and 348(55) ps for D+

1 , at bias voltage (VDC) of -2.2
V and -3.2 V, respectively (see Fig. 5.1b). The lifetime measured for S1 is in
excellent agreement with previous HBT measurements [99, 86]; no determination
of the lifetime of D+

1 is found in the literature as yet.
Electroluminescence intensities of X and X+ strongly depend on precise loca-

tion of the charge injection in the molecule (Fig. 5.1c) and on the VDC (Fig. 5.1d).
On three layers of NaCl on Ag(111), S1 and D+

1 generation is activated at nega-
tive VDC with thresholds of -1.9 V and -2.6 V, respectively. The exact value of the
thresholds may vary as much as 0.2 eV depending on exact tip condition. Within
the picocavity, the X+ threshold voltage (Vth) represents a sizable electric field
which triggers transient positive charging in the neutral excited molecule. We
find that a hole injection into the peripheral aromatic rings boosts the emission
X+ from the D+

1 (Fig. 5.1c).
Bias-dependent hyperspectral mapping with p- and s-wave probes using CO-

functionalized and metallic apexes (Fig. 5.2a) reveals a spatial anticorrelation
between the charge injection locations inducing X and X+ emission. X inten-
sity appears concentrated at the porphyrazine macrocycle, extending toward the
peripheral benzene rings at higher magnitudes of VDC. This is a contrast that is
also expected from the shape of the transition density calculated for the transi-
tion corresponding to the decay of S1 (Figs. C.6 and C.7). On the other hand, all
X+ maps observed at VDC < Vth show a 12-lobe corral-like pattern with the high-
est intensity distributed around the periphery of the molecule, whereas a picture
more akin to X would be expected from the calculated X+ transition density
(Fig. C.7). X+ map taken for comparison using a metal apex also displays the
intensity clearly concentrated at the peripheral benzenes, confirming that the
charge injection into them strongly promotes the transient state leading to the
formation of trions. The characteristic differences between the photon map con-
trasts generated by p- and s-wave tips can be understood in terms of their specific
spatial modulation of the tunneling current [32]. At constant height, X and X+

emission lines red-shift a few nm, which is apparent on a spectral map from a
diagonal ZnPc cross-section and maps for each exciton at particular wavelengths
(see Fig. 5.2b-e and Fig. C.4). This may be explained in terms of photonic Lamb
shift by strong coupling between the optical excitations of ZnPc and the highly
confined plasmons and has been observed by tip-enhanced plasmon absorption
and photoluminescence [71, 83, 72].

The strong bias dependence of the X and X+ emission motivated us to study
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Figure 5.2: Mapping of the exciton and trion. (a) Constant-height tunneling im-
ages (It) and simultaneously measured electroluminescence photon maps of the neutral
exciton emission (X) and trion emission (X+) of a single ZnPc molecule, using a CO-
functionalized- and a metallic tip. The X and X+ maps represent the total photon
intensities in the 645–660 nm and 813–828 nm, respectively. (b) Red-shift map of the
X+ line. (c) spectral cross-section map measured across a diagonal denoted in (A)
(white dashed line). (d) Redshift map of the X line. (e) Photon maps at selected
wavelengths showing variation of intensity as a function of charge injection positions.
(b), (d), (e) were taken with a CO-functionalized tip at VDC = -3.0 V. All images are
1.8 × 1.8 nm2.
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the dependence of the dynamics on the tunnelling conditions. Series of RF-PS
measurements reveal the tunability of the S1 and D+

1 effective radiative lifetimes
depending on the VDC and on the tunneling gap size given by the relative tip-
molecule distance (Zrel), and hence on the tunnelling current (It). S1 and D+

1
lifetimes (shown in Fig. 5.3a) rise monotonically with increasing Zrel (and with
decreasing It), showing that closing of the picocavity significantly promotes radia-
tive quenching of the excitations. The trends agree with previous measurements
on similar systems [98, 99]. Varying VDC and maintaining the current in the 50-
130 pA range, we observe a S1 lifetime drop from values well above 700 ps to as
low as 200 ps upon crossing the Vth (see Fig. 5.3b). This drop in the lifetime is
also reflected in the X emission intensity. In the intensity vs. VDC measurement
for X in Fig. 5.1d we note a superlinear rise of the photon rate for voltages be-
yond Vth, implying that around this value the average interval between photons
reduces. At -3.2 V, S1 lifetime recovers to around 450 ps. The trion (D+

1 ) lifetime
follows a tendency similar to the neutral exciton (S1), growing from below the
experimental resolution limit at Vth to near 600 ps at VDC < −3.0 V (Fig. 5.3b).
Such similar trends for S1 and D+

1 dynamics as a function of voltage indicate that
the generation mechanisms and dynamics of both excitations are closely related.
The dependence on VDC and Zrel of the lifetimes highlights the crucial role of
the picocavity in reducing the observed radiative lifetimes of the chromophore.
By increasing the number of NaCl layers and using Au(111) as a substrate, we
substantially increase the effective lifetimes to match those obtained for neutral
exciton of ZnPc in solution [190] (Fig. C.3).

Figure 5.3: Dependence of lifetimes on picocavity size and bias voltage measured via
X and X+ processes. (a) Lifetime of neutral exciton (red) and trion (purple) as a
function of tip-molecule relative distance (Zrel). (b) Lifetime of neutral exciton (red)
and trion (purple) as a function of applied VDC. A 200 MHz harmonic signal with 100
mV amplitude is used for measuring the phase shift and determination of the lifetimes.
The range of It was 50–130 pA.

Photon maps in Fig. 5.2 demonstrate the degree to which the X and X+

emissions are spatially anticorrelated, however, their temporal (anti)correlation
remains to be addressed. We take the advantage of the strong nonlinearity of
X+ emission intensity with bias, and apply modulation around Vth in order to
generate an anharmonic wave on the output, looking for hallmarks of interde-
pendence between the S1 and D+

1 formation. By using a VDC value of -2.4 V
and a RF amplitude of 250 mV, the D+

1 is excited only in the first half of the
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sinusoidal driving, whereas S1 can be excited during the entire cycle (Fig. 5.4a).
The purpose is to reach conditions at which the time-resolved probability of S1
formation is dented by the sharply growing probability of charging the molecule
and forming D+

1 . In Fig. 5.4b it is evident that the resulting X wave is indeed
distorted in the upper portion when X+ intensity rises. This behavior indicates,
given that both excitons are localized within the same molecule and they cannot
coexist at the same moment, that the trion is generated by hole capture of the
molecule in the neutral excited state.

Figure 5.4: Temporal anticorrelation of the exciton and trion decay and simulation.
(a) Bias voltage is harmonically modulated across the trion threshold at 200 MHz,
VDC = −2.4 V and VAC = 250 mV, It = 70 pA. (b) RF-PS waves recorded for the
neutral exciton (red) and trion (purple). Dark counts have been subtracted from the
experimental waves. (c) Rates of the time-dependent transitions used in the simulation.
(d) Simulated RF-PS waves for the neutral exciton (red) and trion (purple). (e) Scheme
of the 4-state model with transitions used for simulation of the exciton-trion dynamics
in the ZnPc molecule in (d).

In order to describe the evolution of the two interdependent excitonic states
under harmonic driving, we perform a simulation of the internal excitation dy-
namics with a causally deterministic state model, working with a minimized num-
ber of states and transitions, schematically represented in Fig. 5.4e. We define
four states: the ground state (ZnPc0 or S0), positively charged molecule (ZnPc+

or D+
0 ), and the corresponding excited states S1 and D+

1 . The types of transi-
tions allowed in the framework of this model are (i) hole injections, (ii) electron
captures and (iii) decays of the excited states. Transitions are simulated either
as homogeneous (time-independent) or inhomogeneous (time-dependent) Poisso-
nian processes according to their basic properties. The decay rates of the S0 and
D+

1 (τ−1
1 and τ−1

2 in Fig. 5.4c) are constants, fixed to the values of the lifetimes
experimentally obtained near Vth (1/750 ps−1 and 1/50 ps−1, respectively). The
time-variable probability rates of the hole injection from ZnPc0 to ZnPc+ and
the electron capture by the ZnPc+ leading to exciton formation, are harmoni-
cally (sine) modulated (k1 and k2 functions in Fig. 5.4c, respectively), based on
the consideration that they are proportional to the electrical field at the junc-
tion. Finally, the conversion of the exciton to trion (S1 to D+

1 ) is modeled with a
rate modulated with a half-sine (k3), reflecting the experimentally observed trion
emission threshold and the increase of the emission intensity with bias (from Fig.
5.1d). The scaling parameters of the rates k1−3 are determined by an iterative
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least-squares optimization to match the experimental data (compare Fig. 5.4b,d).
The model with optimized rates reaches a very good agreement with the mea-
sured histograms, in particular comparing the relative count intensities of the X
and X+ emission, and the relative phases and shapes of their time-dependent
waves. The details of the model implementation and the rates can be found in
Table C.1 and the corresponding section of the Supplementary Information in
Appendix C.

5.3 Conclusions
To conclude, our electroluminescence-based RF phase fluorometry method imple-
mented in a scanning probe microscope proved suitable for the determination of
exciton dynamics at the nanoscale in molecular adsorbates on surfaces and low
dimensional systems and provided advantages over standard methods, in particu-
lar, the temporal resolution and useful signal yield. The model is able to validate
the proposed exciton-trion dynamics and the possibility of an exciton-to-trion
conversion mechanism upon hole trapping, analogous to the one observed for op-
tical excitations in strained 2D materials [191]. However, the observed contrast of
the trion emission maps (Fig. 5.2a), unexpectedly very different from the exciton
map with a virtually identical transition density (Fig. C.7), raises the question of
what is the cause for the increased hole trapping probability when the tip is above
the ZnPc molecular lobes. We suggest that the alignment of the tip field with the
molecular lobes triggers more easily the renormalization of the electronic struc-
ture needed to form a trion bound state. It remains yet to be clarified whether
the apparent link between the lifetimes of the two excitons, especially around the
Vth, has an underlying mechanism or is a mere correlation. In addition, the fast
trion lifetimes measured here demonstrate the feasibility of using single molecules
as single photon electrooptical transducers in the GHz range.

5.4 Commentary
As discussed in the introductory part of this chapter, the effective lifetime mea-
sured with our method comprises both intrinsic exciton lifetime and the electron
capture by the ZnPc+ via the NaCl layer with the time constant 1/k2 in Fig. 5.4.
Assuming now that intrinsic lifetime is on the order of picoseconds (see ref. [72]
and Fig. 5.5a showing TCSPC measurements of a single ZnPc exciton decay),
the exciton-trion (S1 → D+

1 ) conversion path characterized by k3 in Fig. 5.4e
should not be very efficient. The more plausible mechanism for the creation of
the trion is via a dication as was suggested by Kaiser et al. [38] and Jiang et
al.[36] or via the triplet state which should be longer-lived [38, 192] in a molecule
without strong spin-orbit coupling. An elegant single-electron mechanism of trion
formation directly from the ground state was suggested by Hung et al. [193], but
it is energetically unfavorable if the many-body energy scheme plotted in Fig.5.5b
is valid. The electron energy 3.7 eV required for this process (see arrow b in Fig.
5.5) is well above the bias voltage used in our measurements.

Let us now analyze what is the origin of long effective lifetimes of S1 measured
from the phase shift of X emission in RF-PS electrofluorometry. It was recently
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Figure 5.5: a) TCSPC fluorescence lifetime measurement of ZnPc exciton lifetime
in micro-PL and STM-PL. The system consisting mostly of 2 and 3 ML NaCl with
absorbed isolated ZnPc molecules has an average lifetime of neutral exciton ≈ 3 ns in
the far field (blue) without the presence of the tip. The single molecule on 3 ML/NaCl
in the nanocavity (orange) has a much shorter lifetime below the resolution of our
method (20 ps) in agreement with the ref. [72]. The IRF of the system measured on
photoinduced nanocavity plasmon (blue) in the same spectral range is indistinguishable
from the exciton in nanocavity. See the Methods section for experimental details. b)
Many-body scheme of the electronic states and transitions that might take place for
ZnPc/3 NaCl/Ag(111) in STML. The energies of the charged states are expected to
be smaller than the in-vacuo states obtained from ab-initio calculations due to the
reorganisation energy [34]. The scheme was inspired by previous works in refs. [36, 38]
and the positive ion resonance energy is determined from dI/dV measurement in Fig.
A.8.
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shown [38], that the charge state lifetime of molecules is not negligible due to the
limited electron tunneling from the substrate to the molecule on NaCl. Therefore
the effective measured lifetime of the neutral exciton can be approximated as
τX ≈ 1/k2 + τ1, where k2 is the rate of the D+

0 → S1 process. Since τ1 << 1/k2
the effective measured lifetime corresponds the the rate τX ≈ 1/k2.

The shorter effective lifetime of D+
1 measured from the phase shift of X+ in

Fig. 5.3 can be explained with both a and c pathways shown in Fig. 5.5b leading
to the D+

1 state. The direct excitation of the molecule in this state (T1 → D+
1 )

with bias-modulated hole tunneling from the tip (arrow a in Fig. 5.5b) enables
to measure the trion intrinsic lifetime τ2 which is likely below the resolution of
the RF-PS method. This would correspond to the effective lifetimes measured at
voltages VDC > −2.8 V shown in Fig. 5.3. This excitation pathway is supported
by the observed threshold voltage of −2.6 V for trion generation considering the
triplet state with energy 1.1 eV as observed in phosphorescence in ref. [138]. The
300 ps effective lifetime measured at voltages VDC < −3 V can be explained by
considering the c pathway via dication. The doubly charged state S2+

0 might
be less stable than the singly charged state D+

0 and thus the rate kc > k2 and
τX+ ≈ 1/kc + τ2 is on the order of hundreds of picoseconds. Given the threshold
voltage of about −3 V for longer effective lifetime observation, the energy of the
S2+

0 state in the many-body diagram in Fig. 5.5b is likely above 5 eV.
The explanation of the decrease in the measured effective lifetime with the de-

creasing tip-sample distance requires considering a change of the tunneling barrier
and an increase of the relative voltage drop across NaCl layer. The nearly linear
dependence of the effective lifetime on 3 ML NaCl/Ag(111) (Fig. 5.3) and on
4 ML NaCl/Ag(111) (Fig. C.3) supports this interpretation but is not consistent
with the observation in ref. [38]. To explain the observed temporal anticorrelation
of exciton and trion in Fig.5.4 with the assumption of a short intrinsic exciton
lifetime, reconsideration of the stochastic model is necessary. To conclude, de-
spite its lack of resolution for measuring intrinsic exciton lifetimes of molecules
in nanocavity, the RF-PS fluorometry can reveal the excitation mechanism and
provide the rates of electron tunneling via thin insulating layers.

5.5 Methods
All optical spectra were collected in constant-current mode with the feedback
loop switched on; the photon maps were collected in the constant height mode
with the feedback loop switched off. Radio frequency produced by an arbitrary
wave generator (Keysight, 81160A) was added to the DC tunneling bias voltage
generated from the SPM control electronics (Nanonis GmbH) using a bias-tee
(Pasternack, PE1608) and connected to the bias wiring of the microscope on the
air side feedthrough. The transmission of the wiring was calibrated at 200 MHz
using the broadening of a plasmon high-energy cutoff at 1.8 V on a clean substrate
described in chapter 6. The amplitudes reaching the picocavity were varying
between 50 and 400 mV peak-to-peak. Synchronization signal from the arbitrary
wave generator at 20 MHz (10 cycles) is used as the start trigger for photon arrival
time tagging and the APD signal corresponding to the first incoming photon is
employed as the stop trigger. Therefore, the range of the time frame was 50 ns.
The time tagging and histogramming of the photon arrival times is performed
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by dedicated counting electronics and software (Picoquant, PicoHarp 300). The
typical bin size was 64 ps. For filtering of the X and X+ exciton emission we used
hard-coated 25 nm bandpass filters (Edmund optics) with center wavelengths
650 nm (for measurements of S1 lifetime) and 825 nm (for D+

1 ). Histograms
are accumulated for approximately 3–18 min, depending on the strength of the
modulation and the resulting signal-to-noise ratio in the waves.

For measuring the fluorescence lifetime in Fig. 5.5a a pulsed supercontinuum
white light laser (SuperK FIANIUM) with tunable filters (SuperK VARIA) was
used. The laser center wavelength was 633 nm, the bandwidth 10 nm and the
repetition rate was set to 78 MHz. The laser was further spectrally filtered with
a 633 nm laser line filter. The laser spot at the sample has a diameter of 10 µm.
The sample coverage is around 20 molecules on NaCl per 100 × 100 µm2. The
NaCl forms dominantly 2 and 3 ML islands. MPD PDM Series 100 µm SPAD
and Schwabian Instruments Time Tagger electronics were used for histogramming
of the photon arrival times. The bin size was 4 ps. The light coming out of the
STM junction was filtered with a dichroic edge beam splitter followed by another
edge filter designed for 633 nm lasers (Shamrock). Hard-coated 20 nm bandpass
filter (Edmund optics) with center wavelength 661 nm was used for filtering the
X line. The fluorescence histograms presented in Fig. 5.5a are accumulated for
90, 360 and 900 s for ZnPc near field (orange curve) , NCP plasmon (blue curve)
and ZnPc far field (green curve) respectively. The laser power was < 100 µW for
near-field measurements and 200 µW for far-field measurements.

All the quantum chemical calculations were carried out with the Gaussian16
package [175]. The molecular structures of ZnPc (neutral) and ZnPc+ (cation)
in their ground state were optimized with the density functional theory (DFT)
method, with long-range corrected ωB97X-D functional [166] and 6-31G⋆ basis
set. All optimizations were run in vacuo. The emission properties were as-
sessed by optimizing the molecular geometry in the lowest excited state, with
time-dependent (TD) DFT for ZnPc at the TD-ωB97X-D/6-31G⋆ level of the-
ory. For the ZnPc+ the Tamm-Dancoff approximation (TDA) has been employed
(TDA-ωB97X-D/6-31G⋆). The transition densities were generated with Multiwfn
software (isosurface value = 0.0001 e/Bohr3) [194].
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6. Constant amplitude driving of
a radio frequency excited
plasmonic tunnel junction
The following chapter is based on the publication [195] and reproduced with the
permission of AIP Publishing. The RF phase-shift fluorometry method presented
in chapter 5 requires a well-calibrated amplitude of the modulation bias. The
amplitude is not unity in the MHz-range frequency used in chapter 5 due to
imperfect wiring leading to the sample. The use of the well-known energy cutoff
of the plasmonic electroluminescence given by the applied DC bias voltage and
the shift of the cutoff with the applied AC bias was a natural choice for the
amplitude calibration in the RF-PS method, where only a few frequencies are
used. However, we realised that this method can be used for measuring the
transmission of both the standard and RF-optimized STM wirings in a broad
frequency range with reasonable speed and accuracy with our optical setup and
therefore is a viable alternative to the standard calibration method using dI/dV
nonlinearities.

6.1 Introduction
Radio frequency (RF) modulated bias in scanning tunneling microscopy (STM)
opens the way for new kinds of spectroscopies with atomic resolution [196, 6, 7,
197, 198, 199, 200, 201, 183, 176]. Operation in the frequency- and time-domain
improves the temporal resolution of conventional STM which is usually limited by
the small bandwidth of transimpedance amplifiers [6]. In addition, nuclear and
electron spin resonance (ESR) spectroscopy [7, 202] can achieve energy resolution
on the order of neV compared to conventional tunneling spectroscopies limited
by thermal broadening of electronic states to several µeV at mK temperatures.
Apart from spin resonance phenomena, the RF modulation of electric field in
the tunnel junction permits access to many other physical phenomena relevant
at the atomic scale, such as resonant Andreev reflections [198, 200], exciton dy-
namics [176, 133], or surface acoustic waves [203, 204]. For the detection of these
transient phenomena with ultrafast temporal resolution, a detailed knowledge of
the transfer function between a RF generator and the tunnel junction is needed
[176, 98, 99].

The transfer function of an uncompensated RF line coupled to a tunnel junc-
tion in a cryogenic system typically has a complex dependence on the frequency,
with a significantly variable attenuation in the GHz range. In order to obtain
a harmonic driving with constant amplitude or a well-defined voltage pulse at
the tunnel junction [133, 205], the output power of the RF generator has to be
compensated for transfer function magnitude T (f). Vector network analyzer can
be used to measure it on a wiring [197, 206]; however, in a working STM setup
the characterization needs to be performed in situ at the tunnel junction prior to
each individual experiment. T (f) has been previously obtained by measuring rec-
tification of the RF voltage on current-voltage nonlinearities [205, 206] and also
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by obtaining the instrumental impulse-response function using time-dependent
intensity of plasmonic light generated by inelastically tunneling electrons [188].
The former method requires the presence of sharp I(V ) nonlinearities such as
spin excitation signals in magnetic adatoms, superconducting energy gap onsets
or surface states in metal surfaces. The latter method is perfectly suited for tailor-
ing short bias pulses in the ns range, but it is not very practical for the generation
of a constant amplitude driving. In addition, both of the in situ characterization
methods need absolute amplitude calibration which can be time-demanding.

Here, we present an optical RF calibration method of the T (f) with a wide
dynamic range that exploits the physical principle of the plasmonic electrolumi-
nescence occurring at the tunnel junction. In the STM, the nanocavity plasmon
modes are excited by inelastically tunneling electrons which impose the limit on
the highest energy of the detected photons. By measuring the energy distri-
bution of the plasmonic response by optical spectroscopy and determining the
high-energy cutoff of the plasmonic spectrum as a function of frequency, we can
evaluate the instrumental T (f) at the junction. Using an iterative procedure,
we achieve an effective compensation of the transmitted intensity and constant
amplitude harmonic driving.

6.2 Methods
The experiments were carried at 8 K. The majority of spectra were taken with
600 gr./mm grating enabling 1.2 nm spectral resolution and 130 nm range in
our setup. This corresponds to 3.8 meV resolution at 2.0 eV (620 nm center
wavelength) and 1.95 − 2.45 eV range.

RF harmonic driving was produced by an arbitrary waveform generator Key-
sight 81160A for frequency below 500 MHz and by a continuous wave generator
Keysight E8257D for frequencies up to 18 GHz. For the sub-GHz frequencies,
the generator was coupled to a standard 50 Ω shielded bias wiring to the sample
stage in STM using a bias-tee (Pasternack, PE1608) on the air side feedthrough.
For GHz range, the continuous waveform was fed through a dedicated 50 Ω RF
line consisting of two different cables. Inside the cryostat, a semi-rigid cable
(COAX Co., Ltd., SC-086/50-SCN-CN, 2 m) is connecting the feedthrough with
an in-vacuum SMA (SubMiniature version A) connector above the STM head.
In the vacuum, the cable is attached to the outer envelope of the liquid nitrogen
vessel for efficient thermalization. From the in-vacuum SMA connector, a short
(≈ 10 cm) flexible cable (Teledyne Storm Flex 047) is used to deliver the RF
power to the tip. This is achieved by an unshielded termination of the flexible
cable (6 mm), which acts as the antenna emitting an RF signal absorbed by the
tip, as shown in Fig. 6.1(a). STM tip and antenna are strongly capacitively
coupled allowing a high transmission efficiency compared to the standard STM
wiring [198, 207, 208, 209]. In a standard STM wiring, the T (f) is far from
constant and typically very low (< 10−3) in the frequency range above 1 GHz.
The antenna-coupled RF line partially overcomes these drawbacks but is limited
by the geometry of the antenna and the cavity that cannot be optimized for
lossless transmission in the broad frequency range 1 − 25 GHz. For our iterative
compensation procedure, we use a custom software to simultaneously control the
RF generator parameters, the Nanonis STM control electronics, and to acquire
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the data from the CCD detector at the spectrograph.

6.3 Results
For the purpose of the calibration procedure, a sharp tip and a sample are needed,
both from metals with strong plasmonic response in the visible and near-infrared
(VNIR) region such as silver, gold, and copper [210]. In our measurements, we
used a clean Ag(111) sample and Ag-coated Pt-Ir tip. They are brought close
to contact until a tunneling current starts to flow as a result of the applied bias
voltage (V ) [see Fig. 6.1(a)]. A fraction of the inelastically tunneling electrons
excite gap plasmon modes which rapidly decay as photons in the far field [58].
A spectral intensity profile of these photons is defined by the wavelength depen-
dence of the dielectric function of the electrode materials [9], by the tip geometry
and tip-sample distances, which are shaping the geometry of the nanocavity [211].
However, the most significant dependence of the plasmon spectrum stems from
the applied bias voltage, which defines the range of the available inelastic tunnel-
ing channels and determines the quantum cutoff, the maximum energy that can a
single tunneling electron transfer to the gap plasmon (i.e., hνmax ≤ eV ) [58] [see
Fig. 6.1(b)]. This hνmax is indicative of the maximum bias on the tunnel junction
including the modulation, and its energy can be precisely determined by mea-
suring an optical spectrum cutoff with a sufficiently high resolution. The total
resolution of the method will be limited mostly by stochastic noise in the spectra
and the energy-time uncertainty. The upper range of the modulation frequencies
detectable in this way is theoretically limited by the typical lifetimes of the gap
plasmons, which are in the femtosecond range [212]. This permits to character-
ize the T (f) far in the region of several tens of GHz [176, 188]. We note that
the present method does not use the so-called overbias emission that produces
spectral features well above the single electron energy (i.e., caused by multielec-
tron inelastic electron processes) [213]. For the cutoff detection, we assume that
the harmonic signal of frequency f produced by the generator at amplitude A is
transmitted to the tunnel junction without any distortion, but with attenuated
amplitude A′ and phase shift ϕ′. The energy cutoff hνmax corresponds to the
maximum value of the time-dependent bias voltage

hνmax(f) = max[V0 + A′(f) sin(2πft+ ϕ′)]. (6.1)

The illustration in Fig. 6.1(b) shows the idealized plasmonic spectrum (blue,
denoted as RFOFF) for a static bias V0, without modulation. Switching on the
modulation results in a modified plasmon spectrum, corresponding to the RFON
curve (red). This curve can be understood as a weighted average of plasmon at
static biases in the interval (V0 − A′, V0 + A′). The weight function (probability
density function of the arcsine distribution centered around V0) is represented in
Fig. 6.1(b) by the horizontal, black-shaded area. This function corresponds to
the probability distribution of the bias over one sine modulation period, and it
peaks at its definition area limits (V0 ± A′), which gives rise to the new cutoff
of the RFON plasmon at V0 + A′. Direct readout of A′(f) from the plasmon
spectra allows to calculate the T (f) as A′(f)/A or as TRF = 10 log[A′(f)/A)] in
dB [207]. We determine the cutoff by finding a maximum in the second derivative
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Figure 6.1: (a) Scheme of the optical RF-STM setup with an antenna transmitting
harmonic oscillations of the electrical field to the tip, which modulates the spectrum
of the plasmon modes generated in the tunnel junction nanocavity. (b) Model of the
dependence of the plasmon spectra intensity and high-energy cutoff on the static bias V0
without modulation (RFOFF, blue curves) and with modulation (RFON, red spectrum,
yellow curve) at the tunnel junction. The red-shaded area highlights the characteristic
change in the high-energy cutoff, caused by the modulation averaging effect, weighted
by an arcsine distribution (shown as black-shaded area).

of the spectra. In the real conditions, the V0 is not time-invariant and therefore
not simply equal to the preset bias voltage VDC, but includes a component U(t),
caused by noise originating from various sources, in particular from electrical
noise, thermal broadening and other as detailed below. We can include this
correction by rewriting (6.1) as

hνmax(f) = max[V0 + U(t) + A′(f) sin(2πft+ Φ′)] = V0 + U0 + A′(f). (6.2)

In the determination of the frequency-dependent A′, we eliminate the offset by
subtracting a reference value of VDC + U0, obtained at A = 0, assuming that it
remains constant in the range of evaluated frequencies. Evolution of the actual
shape of a typical plasmonic spectrum, obtained by a Ag-coated tip on Ag(111)
sample, is demonstrated in Fig. 6.2(a) with 981 Hz modulation. The transmis-
sion through standard wiring at this frequency is expected to be almost ideal
(near unity). The detected cutoff value is plotted as a function of the modula-
tion amplitude in Fig. 6.2(b) and manifests good linearity over the entire range.
Calculated T (f) in Fig. 6.2(c) indeed converges to unity for higher values of
modulation A, due to the decrease in the relative error in T (f), caused mostly by
the precision of the edge detection. Targeting an A′

T of 50 mV at the tunnel junc-
tion for the calibration of T (f) will therefore achieve a reasonable compensation
accuracy (< 10%). Thus, for our specific generator maximum output 4950 mV,
we would be able to reliably measure and compensate T (f) > 0.01.

In order to compensate the T (f) in the GHz range with sufficient precision for
ESR measurements and alike, we apply two iterations as detailed in Figs. 6.3(a)-
6.3(c). In the first step, we use a relatively large (≈ 1.4 V) constant driving
amplitude. Optical grating and bias voltage are chosen such that they provide
a wide dynamic detection range (5–440 mV) for the RF-induced increase in the
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Figure 6.2: (a) Reference plasmon cutoffs measured with VDC = 2 V (blue curve)
and f = 981 Hz modulation with amplitudes in the 10 − 300 mV range. Black dashed
vertical lines mark the cutoff energies. Spectral resolution was 1.2 nm (or 4 meV at
620 nm), using a 600 gr./mm grating. A 11-point zero-order Savitzky-Golay filter was
used for filtering of the spectra. (b) Test of the linearity between the amplitudes A′

derived from the plasmon spectra cutoffs and the applied modulation A. The values
of A′ are compensated for the offset (at A = 0). (c) Transfer function magnitude (T )
calculated from 10 to 300 mV lock-in modulation data from (a).

cutoff. After the first frequency sweep, the A′(f) is evaluated [see Fig. 6.3(a)], the
T (f) is calculated as A′(f)/A. In a second frequency sweep, we seek a constant
target amplitude (A′

T ) in the tunnel junction of 50 mV, and use therefore driving
A(f) = 50 mV/T (f). With these parameters, a new A′(f) is measured. It can be
seen in Fig. 3(b) that the amplitude is still not perfectly compensated; therefore,
we recalculate again the T (f) as A′(f)/A(f). For a third frequency sweep, solely
for the purpose of confirmation, we use this refined T (f) and create a new driving
A(f) profile with a target amplitude of A′

T = 20 mV. The A′(f) measured in
this final sweep [see Fig. 6.3(c)] is apparently well-compensated in the entire
frequency range, with the exception of a few isolated deviations. The largest
deviations from the target A′(f) (e.g., the dips at 2 and 5.5 GHz) occur at
frequencies with sharp minima in the T (f) [below the horizontal orange dashed
line in Fig. 6.3(d)]. These “dark” bands cannot be effectively compensated due
to the limited maximum driving power of the generator and the spurious thermal
effects caused by excessive RF power dissipation within the microscope head and
should be therefore avoided in the measurements. However, further improvement
may be achievable by careful optimization of the entire RF setup.

Fig. 6.4 shows a full-range measurement demonstrating that a reasonable
characterization of T (f) for our RF line is possible for large continuous frequency
intervals between 500 MHz up to 16 GHz. In comparison, the transmission via
standard wiring is very effective in the MHz range, but sharply deteriorates just
below 1 GHz. However, strong compensation has not proven practical in the
regions of T (f) below 2 × 10−3 (-27 dB), where the power dissipation leads to
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Figure 6.3: (a) Effective amplitude A′(f) of the voltage at the tunnel junction mea-
sured as a function of frequency at constant driving amplitude 1414 mV. Black dashed
line denotes the upper limit of the photon energy that can be measured with the spec-
trograph settings of 600 gr./nm grating and center wavelength 570 nm. Each point
has been taken at constant tunneling current 3 nA, 2.0 V bias and averaging 2 s for
each spectrum. (b) Effective amplitude A′(f) at the junction after first compensation
of the RF driving with target amplitude 50 mV using values from (a). Each point was
obtained with 5 nA, 2.0 V, 1.5 s, and 600 gr./mm. (c) Effective amplitude A′(f) mea-
sured after second compensation using values from (b), with target amplitude 20 mV.
Parameters were 5 nA, 3 s, 1200 gr./mm grating for each spectrum. (d) The transfer
function magnitude (T ) of the system calculated from the values in (c). The orange
dashed line marks the lower limit of the T that can be compensated in the setup.
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thermally induced movement of the tip with respect to the sample. The positions
and depths of the T (f) minima are very sensitive to the actual position of the
antenna with respect to the sample and the scanner within the scanning probe
assembly. In our repeated measurements, we have observed shifts of the T (f)
minima by 100–300 MHz and also their complete disappearance upon macro-
scopical scanner movements. This can be attributed to the changes in the overall
microscope head geometry which forms a very complex RF-cavity. Therefore, the
calibration of the T (f) has to be performed prior to every particular experiment
with RF driving. Optimization of the RF coupling to the tip-sample junction may
decrease the number of minima in T (f). The geometry-dependent transmission
in the microscope head also allows seeking an optimal T (f) shape at a particular
frequency range by coarse scanner movements.

Figure 6.4: Transfer function magnitude (T ) of the system in a broad range of fre-
quencies measured using standard wiring of the STM (red points) and RF wiring with
antenna near to the STM tip (black points). Every point has been obtained from plas-
monic spectra taken during 3 s at 5 nA, 2 V, with 1200 gr./mm grating.

With our procedure, we were able to get a constant driving with a relative
standard deviation of ≈ 8%. The major factors causing the broadening of the
cutoff in a real plasmonic spectrum are temperature (8 K corresponds to FWHM
of 2.2 meV), spectral resolution of the spectrograph (1 nm corresponds to 3.2 meV
error at 620 nm), and energy-time uncertainty (200 fs plasmon lifetime [212]
corresponds to FWHM of 3.3 meV). The exact value of broadening caused by finite
plasmon lifetime is unknown, but we did not observe any significant broadening
in the range of tens of meV, in contrast to previous works [214]. Propagation
of all errors mentioned above is suppressed when the reference value VDC + U0
measured with a greater precision is subtracted from the hνmax. Stochastic noise
is therefore the main source of error in the cutoff evaluation.

Our data were obtained using a tip that yielded a typical intensity of 2−6×105

photons per second at 2.5 V and 1 nA, which enabled fast collection of calibration
spectra at each frequency value on the order of seconds when using the 1-10 nA
tunneling current range. Therefore, calibration in 10 GHz wide range with 2 MHz
step and each spectrum averaging time 2 s takes about 3 h. Faster acquisition is
possible by increasing the tunneling current, that yields higher photon intensity,
by factor of at least 40, where the cutoff evaluation is not hampered by the
overbias emission (see Fig. D.3 in Supplementary Information in Appendix D).
For the best signal-to-noise ratio and shortest acquisition time, a very steep cutoff
at the photon energy corresponding to the bias V0 + A′ and high derivative of
the plasmon intensity between V0 and V0 + A′ are desirable. For completeness,
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we have performed an additional measurement to compare our optical method
to the conventionally used method that evaluates the T (f), based on a sharp
feature in the tunneling spectroscopy [205, 206], in our case the surface state
of Ag(111). The two methods show an excellent agreement in the measured
range of frequencies (for details see Supplementary Information in Appendix D).
Finally, we have tested the optical calibration for current setpoints in the range
5–200 nA (resulting in ∆z = 150 pm) and found no measurable differences in the
T (f), inferring that typical variations in the tunneling distance will not alter the
system RF characteristics.

6.4 Conclusions
In summary, we present a direct optical method for measuring the frequency-
dependent transfer function of an RF-STM line. This method can be readily
adapted to a wide range of instruments provided that they have optical access.
The principle of the method does not require the presence of a sharp I(V ) non-
linearity in the measured system. It is very robust against drift and intensity
fluctuations and provides a wide dynamic range well above 1 eV due to the broad
character of a typical gap plasmon spectrum. We demonstrated amplitude com-
pensation in our RF-STM with antenna-tip capacitive coupling and constant
amplitude driving in the 1-18 GHz range. This method is particularly relevant
for RF-phase fluorometry [176] and for future application in optically detected
electron paramagnetic resonance in STM. In addition, we envisage possible ap-
plications of this method in fields detached from scanning probe microscopy by
using integrated light sources —– e.g., on-chip metal-insulator-metal tunnel junc-
tions –— for calibration of RF driving amplitude on directly inaccessible devices.
See the Supplementary Information in Appendix D for the comparison between
transmission determined from plasmon cutoff detection and from dI/dV at the
Ag(111) surface state and for the dependence of the transfer function magnitude
on the current and changes in the tip-sample distance.
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7. Exciton delocalization in
molecular clusters
The following chapter is based on the publication [215] and reprinted with permis-
sion. Copyright 2021 American Chemical Society. In their seminal publication
[12] Zhang et al. spatially mapped the coherent dipole-dipole exciton coupling in
artificially created multimers of ZnPc. In this chapter, we have chosen a PTCDA
anion as a building block for larger molecular aggregates to study the delocal-
ization of excitonic states with very high spectral resolution. In the theoretical
description, we went beyond the basic dipole-dipolar approximation [12] and used
the transition density calculated for each aggregate geometry to generate photon
maps comparable with the experiment.

7.1 Introduction
Recently, plenty of effort has been put into the search for nanoscale materials
that exhibit strong light-matter interactions with long radiative lifetimes. The
manipulation and detection of charged excitons from semiconductors and transi-
tion metal dichalcogenide heterostructures holds promise in the development of
high-performance ultrathin optoelectronic devices [216, 217, 218, 219, 220, 221].
An alternative to solid-state based excitons are organic-molecule platforms, which
manifest generally longer exciton lifetimes. Optically active molecules offer key
advantages as quantum emitters due to their very small dimensions, well-defined
optical transitions, and photostability [222]. In addition, they can be electrically
driven to transduce electric currents into optical signals [80] and can also host
charged excitons [176, 81, 223]. Moreover, with the recent development of precise
local spectromicroscopy techniques, it is possible to address the photophysics of
aggregates at the single-molecule level [224, 86].

Coupling between the excited states of single-molecule emitters leads to the
formation of delocalized excitonic states, whose properties finely depend on the
exact intermolecular arrangement at the nanoscale [224, 225, 226]. The entan-
glement between the molecular excited states, specific to molecular aggregates,
could be potentially harnessed for use in quantum computing, if it could be
controlled. Theoretically, it has been suggested that building quantum bits and
quantum-logic gates from dyes is possible by tailoring the chromophore geometries
and couplings in an aggregate in order to encode specific quantum transforma-
tions [227, 228, 229] that perform the elementary quantum computing operations.
Therefore, not only the exact distances and mutual orientations of the molecu-
lar units in the aggregates are paramount but also their charge state and local
nanoscopic environment, since they determine the eigenstates and shape the char-
acteristic absorption and emission fingerprints.

Traditional far-field spectroscopies have been used to characterize the prop-
erties of various molecular aggregates, however, with fundamental limitations
which are the inherent lack of spatial resolution and insensitivity to the dark
states, whose interaction with the uniform field is forbidden due to the zero total
transition dipole moment [226, 230]. Thanks to the recent development, the op-
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tical response of individual chromophore clusters in the visible- to near-infrared
region can be addressed directly by tip-enhanced scanning probe spectromicro-
scopies, that allow an actual spatial mapping of the eigenstates and can access
the dark or weakly emitting states by coupling them efficiently into the near-
field of the nanocavity [86, 135, 12, 11, 231, 33, 232, 233]. Moreover, with such
techniques, the geometry of the aggregates can be characterized and controlled
with atomic precision [12, 231, 33]. This approach represents a powerful tool for
a correct identification of the eigenmodes, of the coupling among the aggregate
constituents and the involvement of the excited states of the isolated components.

Excitonic states and energy transfer mechanisms have been mostly studied on
neutral chromophores [12, 11, 231] yet no control over the charged exciton states
has been achieved at the level of molecular aggregates. Here, using perylenete-
tracarboxylic dianhydride (PTCDA) anions, we create small clusters that man-
ifest exciton delocalization, and we identify their eigenmodes by a combination
of scanning tunneling microscopy-induced luminescence (STML), atomic force
microscopy (AFM), time-dependent density functional theory (TD-DFT), and
photon map simulations. In addition, we show eigenmode switching by charge
state control.

7.2 Results and discussion
Single PTCDA molecules adsorb flat on three monolayer (ML)-NaCl/Ag(111)
centered over a Cl− ion and align with the principal NaCl lattice directions.
Under these conditions, when sufficiently decoupled from the metal substrate,
PTCDA spontaneously takes up an extra unpaired electron to its lowest unoccu-
pied molecular orbital [234, 235, 236], becoming a molecular anion radical with
a total spin S = 1/2 (D−

0 ). In the nanocavity polarized beyond a threshold bias
voltage of -2.1 V, the chromophores emit predominantly in the near-infrared re-
gion [94], which is manifested by a sharp peak at 1.332 eV (Fig. 7.1a, taken at
−2.5 V), accompanied by red- and blue-shifted sidebands at 1.363 and 1.303 eV.
We attribute the main spectral line to the decay from the first excited state (D−

1 )
of the PTCDA anion and the sidebands to vibrational features [237]. We base this
notion on the following: (i) Measurements by radio frequency phase fluorometry
of the dynamics of the excitation that find an effective radiative lifetime below
70 ps, unexpectedly short for a triplet state and shorter than the excited neutral
and trion effective lifetimes on ZnPc under comparable conditions [176, 192]. (ii)
TD-DFT calculations predicting a strong emission of D−

1 −→ D−
0 at 1.62 eV, close

to the experimental value. (iii) Observation of single-exciton state delocalization
in assemblies of molecules, driven by Coulombic coupling, compatible only with
the interactions among the anions.

Hyperspectral electroluminescence maps measured on a grid of points at con-
stant height of the tip above the chromophore can be correlated with the theoret-
ically calculated excited states [147, 71]. The photon map of the main emission
line (Fig. 7.1c) taken with a metallic tip shows high emission intensity at the
carbonyl-terminated ends of the PTCDA and can be assigned to a decay from
the first excited state to the ground state of the anion (D−

1 −→ D−
0 , see Fig. 7.1b).

It bears a transition dipole moment along the long axis of PTCDA (hereby de-
noted as longitudinal mode, see Fig. 7.1d). For generating a theoretical photon
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Figure 7.1: (a) D−
1 −→ D−

0 spectral line and the lowest vibrational sidebands of the
electroluminescence of PTCDA anion, taken at -2.5 V at the sample, 50 pA. The insets
show tunneling current image at constant height, also taken at -2.5 V, with a PTCDA
model overlay (left inset) and AFM constant-height image in the repulsive mode (right
inset), showing the perylene backbone with atomic resolution. Both images are at the
same scale (1.6 × 1.4 nm2). (b) Energy level schemes with the corresponding orbitals
from calculations on the PTCDA neutral and anion states. Green arrows are marking
the main transitions involved in the first excited state D−

1 and their weight in percent.
(c) Experimental photon map integrated in the 1332 ± 2 meV range, taken at -2.5 V,
at constant height and normalized. (d) Isosurface plots of the transition density of the
PTCDA anion first excited state. The arrow denotes the longitudinal transition dipole
moment. (e) Simulated photon map based on the transition density in (d).
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map, we use the computed corresponding transition density and simulate the
coupling of the excitation to the optical field of the laterally scanning nanocav-
ity. Our simulation procedure has the capability to simulate photon maps from
any given transition density (see the Supplementary Information in Appendix E).
The resulting map for anionic PTCDA (Fig. 7.1e) is in agreement with the exper-
imental observation. The higher detail of features in the experiment compared to
the theory can be attributed to laterally inhomogeneous probabilities of charge
injection into the frontier orbital and the subsequent formation of the exciton
[147, 71, 134].

We have assembled few-unit PTCDA anion clusters by thermally controlled
diffusion [234, 235, 238]. The exciton delocalization in the assembly is manifested
by a characteristic multiplicity of the exciton peaks (Davydov splitting) due to
the emerging eigenmodes resulting from the interaction between the molecular
excited states (see Fig. E.7). A nonlinear parallel dimer configuration (Fig.
7.2a–c) represents a geometry in which the longitudinal modes of PTCDA can
couple efficiently. The spectra show a dominant contribution at 1.331 eV, with
most intensity concentrated at the outer oxygen terminations of the dimer, and
a second less intense peak at 1.333 eV, which can be detected in the center of
the dimer (Fig. 7.2f). The doubly anionic dimer with one negative charge per
molecule is the most stable charge configuration according to calculations (Table
E.1) and has a total spin S = 1 (T 2−

0 ). The first two excited states of the
system, (T 2−

1 and T 2−
2 ), are dominated by excitations involving the same orbitals

as the D−
0 −→ D−

1 monomer transition (Fig. 7.2g) and thus can be understood as
the in-phase and out-of-phase linear combinations of the longitudinal modes of
the individual molecules (Fig. 7.2e). The observation of the out-of-phase mode
using the nanocavity, which is otherwise expected to be dark in the far-field
measurement (zero total transition dipole moment), is consistent with previous
prediction [233]. The exciton states ordering, along with their energy spacing,
provided by the calculations is confirmed by the agreement between the simulated
and experimental photon maps (Fig. 7.2f).

We have investigated a second dimer motive that adopts a perpendicular ar-
rangement of the molecules (Fig. 7.2h–j). In the framework of the point-dipole
approximation, the interaction between the longitudinal modes of the two per-
pendicular molecules is zero; therefore, negligible coupling between exciton states
of the two isolated molecules is expected. Surprisingly, the spectrum of the dimer
shows multiple splitting of the main emission line, suggesting an additional exci-
ton coupling mechanism. Three peaks at 1.333 eV (most intense), 1.340 and 1.344
eV are resolved, each generating a distinct contrast in their corresponding photon
map. Calculations of the doubly charged dimer, which is also the most stable in
this case, show that lowest exciton states T 2−

1 and T 2−
2 (Fig. 7.2l) are domi-

nated by a transition that shares the characteristics with the D−
1 monomer state

localized on a single-molecule unit (see Fig. 7.2n), but with a non-negligible con-
tribution from a higher energy mode (D−

2 ) localized on the adjacent molecule (see
Table E.1). Indeed, we experimentally observed an additional line from a higher
mode in single PTCDA, a transition at 1.493 eV, when inspecting the molecule on
3 ML-NaCl/Au(111) that can be directly assigned to the calculated D−

2 −→ D−
0

emission (see Fig. E.3). According to both experiment and calculations, the
D−

2 excitation is energetically close to the D−
1 state and has a transition dipole
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Figure 7.2: (a, h) STML spectra of the parallel and perpendicular dimer emission,
respectively. (b, i) Corresponding constant-height current images of the dimers at -
2.5 V with model overlays. The charge state of each molecule is symbolized by a
cyan square with e− within. The representative locations of the spectra in (a) for the
parallel dimer are marked by their corresponding colors. (c, j) AFM constant-height
images of the backbones taken at 5 mV. (d, k) Experimental photon maps integrated
in the ranges marked in the spectra. (e, l) Isosurface plots of the transition densities
of the lowest-energy excited states, assigned to the observed peaks in the spectra.
White arrows denote schematically the direction of the transition dipole moments of
the individual molecules constituting the dimers. (f, m) Simulated photon maps based
on the transition densities in (e, l). (g, n) Scheme of the excitations with dominant
contributions to the calculated lowest-energy eigenstates (weight in percent).
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moment oriented perpendicular to the longitudinal mode (thereby transversal
mode). Consequently, the perpendicular arrangement of PTCDA molecules fa-
vors the coupling between longitudinal and transversal modes of the neighboring
monomers. The transversal mode becomes the dominant contribution in the
higher-energy state T 2−

3 .
We further target the role of the transversal mode by analyzing longer per-

pendicular arrangements. The PTCDA trimer (Fig. 7.3) represents a simple
extension of the perpendicular dimer. Unexpectedly, the tunneling current image
taken at negative bias (occupied states, Fig. 7.3b) starkly contrasts with previous
measurements on the monomer and dimers. The characteristic two-lobe pattern
of the highest occupied level of a single molecule, when tunneling at -2.5 V, is
absent from the central molecule. This suggests that the central molecule has a
different charge state (neutral) than the peripheral ones (anions). Photon emis-
sion measurements show two well-separated emission lines at 1.338 and 1.342 eV
indicating that only two longitudinal modes interact (similarly as in the parallel
dimer). Photon maps of the lines yield intensity patterns with maxima located
at the outer and inner oxygen terminations of the peripheral molecules, respec-
tively. Computed excitation transition densities for a doubly charged trimer with
1e− localized on each peripheral molecule, the lowest energy configuration of the
trimer in DFT calculations, yield T 2−

1 and T 2−
2 eigenmodes as linear in- and out-

of-phase combinations of the longitudinal modes of the charged molecules. The
central neutral molecule is effectively excluded from the excitonic interactions in
the trimer and acts merely as a spacer. Our calculations indeed confirm that in
the neutral molecule there is no available transversal mode to couple with the
longitudinal modes of the PTCDA anions.

Reversing the inactive role of the neutral molecule in the trimer can be
achieved by controlling the electric field in the nanocavity. By applying posi-
tive bias voltages, we drive the system to a total charge of 3e−. The current
image taken at +2.5 V shows a strong contribution to the tunneling current also
at the central molecule. STML spectra at positive polarities display a strong
slightly broadened emission band at 1.329 eV (fwhm: 3.3 meV). Comparison of
the experimental and theoretical photon maps, computed considering the trimer
in a reference quartet spin state Q3−

0 (see Table E.2), unambiguously assigns the
1.329 eV line to the lowest excited eigenstate Q3−

1 . This excitation originates from
the longitudinal mode of the central PTCDA weakly mixing with the transversal
modes of its neighbors. The second excited mode Q3−

2 is similar in energy and
character to the first excitation of the doubly charged trimer T 2−

1 , but in addi-
tion, it incorporates coupling to the transversal mode of the central molecule.
The bimodal charge state and the electrofluorochromic character of the PTCDA
trimer can be further explained by DFT calculations. The 2e− and 3e− charge
states have similar total energies, with the 2e− being the lowest one in the gas
phase (see Table E.2). Positive strong bias voltages force the assembly in a triply
charged ground state which leads to involvement of the central PTCDA in the
exciton interaction. This demonstrates reprogramming of the excitonic system is
possible by electric field control.

To further explore the exciton delocalization and the relation to the charge
state, we have assembled larger PTCDA aggregates. In the highly symmetrical
tetramer introduced in Fig. 7.4, the total number of extra electrons appears to
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Figure 7.3: STML spectra of the trimer taken at opposite polarities, -2.5 and +2.5
V, respectively, representative of spectra in the locations marked by corresponding
colors in (b, i), the constant-height current images of the dimers at -2.5 V with model
overlays. The charge state of each molecule is symbolized by a cyan square with a
value within. (c) AFM constant-height image of the backbones taken at 5 mV. (d, j)
The experimental photon maps integrated in the ranges marked in the spectra. (e, k)
Isosurface plots of the transition densities of the lowest-energy excited states, assigned
to the observed peaks in the spectra. White arrows denote schematically the directions
of the transition dipole moments of the individual molecules constituting the trimers. (f,
l) Simulated photon maps based on the transition densities in (e, k). (g, m) Scheme of
the excitations with dominant contributions to the calculated lowest-energy eigenstates
(with weights in percent).

reach a local equilibrium, where the Coulomb repulsion between charges on ad-
jacent molecules counteract the propensity of PTCDA to take up an electron.
In large assemblies, integer charges do not necessarily need to be localized at
particular molecules and instead can reside in delocalized orbitals of the whole
ensemble. The calculation of the tetramer reveals a near degeneracy between the
double (2e−) and triple (3e−) negatively charged configurations (see Table E.2).
For the 2e− configuration, the charge is localized on two opposite molecules and
for the 3e− case, it evenly distributes among the four molecules (3/4e− each).
In the photon spectra measured at +2.5 V we resolve four modes at energies
1.328, 1.332, 1.335, and 1.339 eV (denoted as 1-4, respectively), which can be
theoretically explained by considering the system alternating between the 3e−

and 2e− states. The experimental photon maps and the relative energy order
of modes 1, 2, and 4 can be rationalized by quartet (Q3−

n , n = 1, 2, 3) excited
states of the 3e− configuration. In the highest energy mode (4, Q3−

4 ), the longi-
tudinal modes of the monomers couple with individual dipoles pointing inward,
producing a photon map with a characteristic intensity maximum in the center.
Conversely, the two lowest energy modes (1 and 2, Q3−

1 and Q3−
4 ) consist of al-

ternative orientations of the longitudinal transition dipole moments which give
photon maps with four lobes located in the outer part of the tetramer. Mode 3,
showing a spatial distribution with high intensity on both the periphery and the
center of the tetramer, is described well by the lowest energy triplet excitation
of the doubly charged assembly, T 2−

1 . For this case as well as for the Q3−
2 , the

two rotationally equivalent configurations are superimposed in order to simulate
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the degeneracy of the 2e− localization. We believe that the tetramer, constantly
disturbed from the equilibrium by injection of charges, oscillates between the two
states and therefore both contribute to the observed photon maps.

Figure 7.4: (a) STML spectra of the tetramer representative of the peripheral and
center locations, marked in the current image taken at constant height (left inset).
The bias voltage for the spectra and the current image is +2.5 V. The atomic model is
overlaid. AFM high-resolution constant-height image (right inset) is taken at 5 mV. (b)
The experimental constant-height photon maps integrated in the ranges marked in the
spectra as 1-4. (c) Isosurface plots of the transition densities of the lowest-energy excited
states of the 3e− and 2e− configurations, assigned based on the observed photon maps.
White arrows denote schematically the direction of the transition dipole moments of
the individual molecules. (d) Simulated photon maps based on the transition densities
in (c). Maps 2 and 4 are obtained by averaging the corresponding two 90◦ mutually
rotated photon maps.

7.3 Conclusions
In summary, based on the comparison between the experimental hyperspectral
maps and the theoretical photon maps, we confirmed that the aggregates made of
PTCDA anions host delocalized entangled single-exciton states. We have demon-
strated that mapping both the bright and dark states by spectromicroscopy in a
nanocavity permits us to understand the coupling between molecules in PTCDA
clusters. We used this methodology to identify the dominant exciton coupling as
the interaction between the first excited states D−

1 of the single-emitter PTCDA
units. Additionally, we have found that a favorable interaction between D−

1 and
the second excited D−

2 state, due to their low energy difference, enables exciton
coupling between molecular units in a mutually perpendicular geometry, giving
rise to delocalized eigenmodes.
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8. Exciton-libron coupling in
chirally adsorbed single molecules
The following chapter is based on the publication [239] and reprinted with permis-
sion. The origin of the linewidth of optical transitions observed in STML spectra
is presently a subject of discussion in the scientific community. Since the studied
systems are single molecules at low temperatures the linewidth was often directly
attributed to the exciton lifetime (see section 1.5) stirring some controversy. We
observed that the width can change with varying numbers of NaCl layers and
for different adsorption configurations (in chapter 4) and also for different charge
states (in chapter 7). In this chapter, we present a detailed study of the trion
lineshape performed on various phthalocyanine, which revealed yet unexplored
phenomena.

8.1 Introduction
Coupling between excited electronic states and nuclear motion is an essential
mechanism for conversion between optical, mechanical and chemical forms of en-
ergy in nanosystems. Such excitation-vibration coupling is relevant in biological
processes such as photosynthesis [240, 241, 242] light-sensitive proteins in eyes
[243, 244] in artificial molecular motors [245, 246] or organic solar cells [247, 248].
Frustrated rotations (librations) represent a particular type of vibration in which
the molecule performs a torsional oscillation when subjected to external stim-
uli and constraints that restrict its orientation. Despite their efficient coupling
to electronic transitions, librations have largely eluded spectroscopic detection
because of naturally relatively small energy differences between their quantized
levels, making it difficult to derive any characteristic parameters from the spec-
tra, especially in large ensembles of molecules. Obtaining well-resolved spectra of
librations directly is complicated because they become easily obscured by stochas-
tic thermal motion, the effect of solvents and by a generally limited control over
the nanoscopic environment of the chromophores. Therefore, performing exper-
iments in well-controlled environments on the single-molecule level is a key to
advancing our fundamental understanding of molecular librations as well as for
the development of nanomachines and nanodevices.

Recent progress in tip-enhanced single-molecule spectroscopy permits to over-
come the limitations of traditional ensemble-based spectroscopies and study
neutral and charged excited states and their coupling to vibrations on sin-
gle molecules. Scanning tunnelling microscope-induced electroluminescence
[80, 10, 11, 12, 81, 98, 32, 88, 223] (STM-EL), photoluminescence [72, 90] (STM-
PL) and tip-enhanced Raman scattering [8, 122, 115] (TERS) methodologies op-
erating at cryogenic temperatures can localize and amplify the interaction of
electromagnetic radiation with a molecule located in the plasmonic nanocavity,
formed between the scanning probe and a metal sample by many orders of mag-
nitude. Using these approaches one can study individual photoactive molecules
without the influence of stochastic thermal fluctuations or the presence of solvents
and map the electron transitions in the optical near-field with submolecular res-
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olution. This resolution is orders of magnitude higher than what can be achieved
with in-solution spectroscopy and opens a new window to determine the mecha-
nisms governing the photophysics of molecular systems.

Here we apply STM-EL spectroscopy to investigate coupling between charged
excited electronic states (trions) and quantized librations (librons) of zinc, mag-
nesium and free-base phthalocyanine molecules (ZnPc, MgPc and H2Pc respec-
tively), adsorbed on sodium chloride (NaCl). Phthalocyanines are structurally
similar to biological fluorophores (e.g. chlorophyll), therefore their interaction
with the crystalline substrate provides a convenient controllable model for more
complex interactions in vivo. Also, phthalocyanines on surfaces have been pro-
posed as a model for molecular rotors and switches [249, 103, 250] for their ability
to jump between various adsorption geometries on the surface upon electronic or
mechanical excitation. We exploit the fact that adsorbed fluorophores exposed to
electric fields in the nanocavity show propensity to charge and emit from excited
trion states that generally manifest substantially narrower lineshapes, compared
to the emission peaks of the neutral excited states [94, 215]. Up to our knowl-
edge, this enables for the first time a high spectroscopic resolution suitable for
studying the fine structure arising from the trion-libron coupling in a molecule
with high moment of inertia, which we rationalize using the Franck-Condon prin-
ciple and a harmonic oscillator model based on analysis of DFT and TD-DFT
results. Using this approach we can precisely extract parameters of the potential
energy landscape of the systems in their respective ground and excited states, the
libration eigenenergies and estimate the probability distribution of the librons in
the excited states. We can establish a general correlation between adsorption
configuration (chiral vs. non-chiral) and the spectral profile, determined from
the intensity of Franck-Condon factors of the transitions.

8.2 Results

8.2.1 High-resolution STM-EL spectra of single phthalo-
cyanine adsorbates

Zinc-phthalocyanine (ZnPc) and Magnesium-phthalocyanine (MgPc) adsorb cen-
tred on the Cl- site of 2-5 monolayers (ML) of NaCl on Ag(111) and mani-
fest a characteristic 16-lobe appearance in the occupied-state STM images mea-
sured at -2.8 V (insets in Fig. 8.1b-c). This appearance is the result of aver-
aging over two geometrically equivalent metastable chiral adsorption configura-
tions, between which the molecule rapidly switches upon injection of electrons
[11, 12, 32, 131, 33]. The motion between these two configurations (called switch-
ing [32, 131] or shuttling [11, 88]) is represented by the larger grey arrow in Fig.
8.2a. In contrast, free-base phthalocyanine (H2Pc) adsorbs centred above the
Na+ site and exhibits an 8-lobe pattern in the STM image (inset in Fig. 8.1d).
Here, the apparent symmetry is due to averaging over the H2Pc tautomers with
different configurations of the central two H atoms [147]. STM-EL spectra (see
Fig. 8.1b-c) acquired at bias voltages at -2.8 V on the molecular lobes of ZnPc
and MgPc show distinct emission peaks, corresponding to neutral exciton (Q)
and of the cation trion (Q+). For H2Pc in the neutral state, the excited states
with electric transition dipoles oriented along the x and y axes of the molecule
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Figure 8.1: STM-EL characterization of phthalocyanines and high-
resolution spectra of their cations. a Scheme of the STM-EL measurement of the
MgPc, H2Pc, ZnPc molecules (from top to bottom, respectively), performing in-plane
librations on the surface of NaCl/Ag. The red arrow denotes small-energy librations
while the grey arrow represents switching between two degenerate chiral equilibrium
adsorption positions. b-d Overview STM-EL spectra of the ZnPc, MgPc and H2Pc
at -2.8 V, 100 pA, showing the neutral (Q, Qx, Qy) and cation (Q+, Q+

y ) emission
fingerprints plotted with blue solid lines. Grey-filled spectra on the background of each
panel are the responses of the nanocavities measured on a clean Ag(111) surface at
2.5 V, 1 nA. e-g Spectra measured at the same bias and tunnelling current with 400
µeV resolution on the ZnPc, MgPc and H2Pc cations, respectively, evidencing the fine
structure present in the first two cases. The scale is given relative to the peaks within
the spectral manifold, which manifest lower intensity with respect to their neighbours.
The reference energies E00 are set to the assumed zero phonon lines in each spectrum.
All molecular spectra in b-g are normalized by dividing by their corresponding plas-
monic background. Raw spectra are presented in Fig. F.2.
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(Qx and Qy) are not equivalent, which results in degeneracy lifting and two ob-
servable excitonic lines: Qx and Qy, the former having lower energy and higher
intensity [251]. Interestingly, for H2Pc in the cationic state only a single trion
peak is detected. Based on quantum-chemical calculations (Fig. F.1 and Table
F.1), we assign it to the Q+

y exciton, as the Q+
x is predicted to be of about 200

meV higher in energy (in the Ref. [223], the analogous transition is labeled as
X+

x ).
The full width at half maximum (FWHM) of the ZnPc and MgPc neutral

Q peaks is typically 8–20 meV (Fig. F.3, Ref. [86]) depending on the exact
NaCl thickness, tip-sample separation and nanocavity plasmon-exciton matching
[99, 77]. Conversely, the Qx, Qy linewidths of neutral H2Pc are narrower – as
low as 4 meV [90, 77], but still several orders of magnitude larger than a homo-
geneous broadening on a comparable system at 6 K [252, 253]. The width of
the ZnPc+ and MgPc+ trion envelopes are in the range of 5–7 meV, however,
high-resolution spectra reveal a rich fine structure. When measured at 400 µeV
resolution, the spectra manifest a manifold of narrow, nearly regularly spaced
peaks (Figs. 8.1e,f), where typically one peak in the central part of the manifold
shows less intensity than its neighbours. Surprisingly, such fine structure is absent
in the high-resolution spectrum of the H2Pc+ trion (in Fig. 8.1g) which shows
only a main line, accompanied by a second minor component, likely originating
from the second tautomer. Importantly, the spectral manifolds are appearing
independently of the rotational switching motion of the molecules, as evidenced
by the spectrum in Fig. F.4, obtained on MgPc on 4ML NaCl/Au(111), which is
stabilized in a chiral adsorption geometry on a step edge.

8.2.2 Theoretical model of the librations and fitting of the
spectra

The spectral fingerprints of the ZnPc+ and MgPc+ trions comprising multiple
peaks indicate an efficient coupling between the molecular libration transitions
and electronic transitions, i.e. the energy difference generated by change of the
quantized energy of libration modifies the energy of the exciton decay. To esti-
mate the potential energy landscape that hosts the librations, we first perform
calculations of the total energy E dependence on azimuthal angle ϕ for the planar
molecule cations in their doublet ground and first excited states (denoted as D0,
D1). The results of the E(ϕ) calculations are summarized in Fig. 8.2. We find
that ZnPc+ and MgPc+ in the ground and trion states have double-well energy
landscapes (Figs. 8.2a,b), separated by a barrier of ∼200 meV (for the switching
of the molecular geometry), with equilibrium azimuthal angle value of ϕ0 ≈ ±15◦

, somewhat higher compared to previously reported results [131, 254]. The H2Pc+

energy landscape consists of a single well with the lowest energy configuration at
i.e. ϕ0 = 45◦ (Fig. 8.2c). For the transitions D1 → D0 in ZnPc+ and MgPc+,
parabolic fits of E(ϕ) around the equilibrium angle (Fig. 8.2d and Table F.2)
quantify a shift in the equilibrium angle ∆ϕ0 of about 0.3◦ and a change in the
stiffness of a few percent. The nonzero ∆ϕ0 is a result of the different asym-
metry of substrate electrostatic interaction acting between the NaCl substrate
and the ground and excited states of the chirally adsorbed molecules. H2Pc+

also shows a comparable change in the stiffness of the potential well upon exci-
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tation, but at the same time it does not rotate its equilibrium configuration (i.e.
∆ϕ0 = 0 ), due to its symmetrical adsorption geometry with respect to NaCl.
Having learned from the calculations that at the lower energy limit (well below

Figure 8.2: TD-DFT evaluation of the potential energy landscape for rota-
tion of phthalocyanines on NaCl. a ZnPc+, b MgPc+ and b H2Pc+ total energy
(relative to the energy of the minima E0min) as a function of rotation by angle ϕ for
the ground and excited states. The computed energy is plotted with crosses and the
corresponding parabolic fits around the local minima with solid lines. The insets show
the schematic models of the respective ground state cations in their equilibrium posi-
tions. The angle ϕ is defined as between the molecule x-axes (crossing two opposing
isoindole groups along N–N atom direction) and the nearest of the [110] and [110] NaCl
crystallographic direction, as shown in the inset of a. d Detailed comparison of the
potential well minima of the three cationic chromophores (computed as a difference
with the energy of their respective minima E0min or E1min) as a function of the shift
in the equilibrium angle positions ∆ϕ0 between the ground and excited states. MgPc+

and H2Pc+ ground and excited state are vertically offset by increments of 1 meV for
clarity. Note the zero ∆ϕ0 for H2Pc+, imposed by the symmetry of the system.

the barriers) librating molecules can be treated as harmonic torsional oscillators,
we created a simple model for simulating the spectra. This model, based on
the Franck-Condon principle, will allow us to extract relevant quantities of each
studied system by fitting. That is, using a harmonic molecule-surface interaction
potential V (ϕ), defined by the stiffness according to the electronic state (k0 for
ground state and k1 for excited state) and moment of inertia J , we can deter-
mine the corresponding librational eigenenergies (ϵ0

i , ϵ1
i , respectively) and wave

functions ψ0
i , ψ1

i separately in the ground and excited state as a function of ψ,
by solving numerically the stationary 1D Schrödinger equation[︄

V (ϕ) − ℏ2

2J
∂2

∂ϕ2

]︄
ψi(ϕ) = ϵiψi(ϕ). (8.1)

For the description of exciton-libron coupling we employ the Franck-Condon prin-
ciple in analogy with the description of vertical vibronic transitions between ex-
cited and ground states in molecular systems (see Fig. 8.3a,b). Accordingly, the
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intensity Imn of an emission peak associated with the decay from the electroni-
cally excited librational state m (ψ1

m) to the electronic ground librational state n
(ψ0

n) can be approximated as:

Imn ∝ µ2ωm⟨ψ1
m|ψ0

n⟩2, (8.2)

where µ is the electronic transition dipole moment between the ground and ex-
cited electronic states, and ⟨ψ1

m|ψ0
n⟩2 is the squared modulus of the overlap integral

between the wave functions ψ of librational states, i.e. the Franck-Condon factors.
ωm describes the probability of the system to be in the initial state m of energy
ϵ1

m at the moment of emission, and we model it by an exponential distribution,
using an effective temperature Teff of the system:

ωm = 1
Z

exp(−ϵ1
m/(kBTeff)), (8.3)

where kB is the Boltzmann constant and Z = ∑︁
i exp(−ϵ1

m/(kBTeff)) is the parti-
tion function, whose sum runs over all libronic states i.

Next, we simulate the emission spectrum as the sum of all emission lines (up
to m,n = 20) with energy shifts ϵ1

m − ϵ0
n and intensity Imn , convolved with a

dressing Gaussian (Lorentzian for H2Pc+, see Methods) function to account for
the additional spectral broadening, with a parametrically imposed full width at
half maximum (γ).

In order to yield an estimation of physically relevant values for each studied
case we perform a qualitative comparison between the measured spectra and the
spectra simulated with the harmonic model, using different combinations of the
potential stiffnesses k1, k0 and the angular displacement ∆ϕ0 (shown in Fig. F.5,
for more details see Methods). Thus, for ∆ϕ0 ≈ 0 the simulation resembles the
spectrum of H2Pc+, and for nonzero ∆ϕ0 and a k1/k0 ratio above 1.10 approx-
imates the spectra observable in the case of ZnPc+ and MgPc+. Although the
envelope and energetic distribution of the simulated peaks are in close agreement
with the experiments, the relative peak intensities for ZnPc+, MgPc+ cannot be
perfectly reproduced for any combination of parameters using the initial state
population probability defined in Eq. (8.3). In particular, the overall intensity
of the central peaks (including the zero-phonon line with energy E00) generated
by the m = n transitions is significantly lower than the one originating from
m − n = ±1. We suggest that this can be caused by an efficient depopulation
channel for the lowest energy libron mode of the system in the excited state (i.e.
the upper parabola in Fig. 8.3a). To reflect this in the theoretical model we mod-
ified the distribution ω′

m in Eq. (8.3) by reducing the probability of the zero-level
libron excited state, using a reducing factor A < 1 (ω′

0 = A · ω0 ) and fitted the
experimental spectra (parameters optimized by fitting are summarized in Table
8.1).

H2Pc represents a case in which the molecule does not undergo any change
of the equilibrium angle upon the excitation due to the symmetrical adsorption
geometry (Fig. 8.2d). As a result, the m ̸= n transitions are mostly forbidden,
except for the ones with non-negligible Franck-Condon factors resulting from
the change in the stiffness of the potential (k1/k0 ̸= 1). Conversely, due to
non-negligible ∆ϕ0, fitting of the rich spectral features on ZnPc+ and MgPc+

allows a precise determination of the k0, k1, ∆ϕ0 parameters (Fig. 8.3 c,d) which
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Figure 8.3: Scheme of the electron-libron coupling model and fitting of the
spectra. a Scheme of the energy curves of ground and excited states illustrating the
libronic vertical downward transitions. Excited-state population probability is consid-
ered as exponential distribution or modified exponential distribution with suppressed
probability of m = 0 state. b Scheme of the lowest-energy libronic transitions coupled
to the electronic D1 → D0 transition with colours matching the peaks in the panels c-e.
c-e Comparison of experimental (black dots) and simulated (solid blue line) STM-EL
fine spectra of Q+ peak of ZnPc+ and MgPc+ (c,d) and Q+

y1 and Q+
y2 of H2Pc+. Mea-

surement parameters were -2.8 V, 50 pA in c; -3 V, 60 pA in d; -3 V, 100 pA in e. The
Franck-Condon factors are calculated including the modified exponential distribution
and are colour-coded according to the librational quantum number difference between
the initial and final state, i.e. m − n (red – negative, blue – positive, grey – null). The
energies E00 obtained through the fitting are set as the reference in each spectrum.
Parameters of the simulated spectra are listed in Table 8.1.

k0 (meV/(◦)2) k1 (meV/(◦)2) ∆ϕ0 (◦) Teff (K) A γ (meV) E00 (eV)
ZnPc+ 4 ML 1.64 1.84 0.603 62 0.5 0.64 1.5186
MgPc+ 4 ML 1.41 1.69 0.698 75 0.69 0.95 1.5147

H2Pc+ 3 ML (Qy1) 1.57* 1.63* 0.001 50* 1* 0.91 1.3938

Table 8.1: Parameters of the simulated spectra in Fig. 8.3c-e. Parameter values
for H2Pc+ denoted by an asterisk (*) were fixed; k0 and k1 were taken from the TD-
DFT simulations and A was set to unity. For fitting of the H2Pc+ spectrum minor
component, three additional free parameters (not listed in the table) characterizing
the emission peak Q+

y2 of the second tautomer were used: relative intensity I = 0.29,
FWHM of dressing function γ2 = 0.31 meV and mutual energy separation of the tau-
tomers ∆E00 = 1.17 meV.
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are in accord with the values estimated from the calculations (see Table F.2).
The effective temperature above 50 K resulting from the fitting indicates that
the excess energy of inelastic tunnelling electrons of a few eV can excite high
librational states and create a transient initial state population above the zero-
level libron state [255].

8.2.3 Nanocavity tuning of the initial zero-level libron
state probability

In order to shed light on the mechanisms leading to the modulation of the peak
around zero-phonon line in the spectra of the asymmetrically adsorbed molecules,
we measure how it is affected by opening/closing the nanocavity. Since it is
known [176] that the effective lifetime of the excitation in the phthalocyanines is
reduced by the confinement of the optical density of states (Purcell factor), we
are expecting a modulation of w′

0 due to a variable radiative quenching by the
nanocavity. The resulting dependence of the MgPc+/4ML-NaCl spectra on the
tip-sample distance is presented in Fig. 8.4a, along with the parameters A(∆z),
the E00(∆z) and the overall line broadening γ in Fig. 8.4b,c that we determined
by fitting of each spectrum individually. At the first glance, a significant in-
crease of the central peak intensity with decreasing tip-sample distance ∆z is
apparent; there is also an overall redshift of the entire spectra (decreasing E00)
and peak broadening (increasing γ). The latter two can be attributed to the
known Lamb/Stark shift resulting from the coupling of the excited states to the
nanocavity [77]. However, the striking variation of the central peak intensity,
with factor A changing from 0.40 to 0.93, is indicating a possible suppression of
the deexcitation channel due to the faster radiative rate induced by compressing
the nanocavity. At the moment, the mechanism responsible for the decreasing
intensity of the peak near the zero-phonon line in ZnPc+ and MgPc+ is not fully
clear to us. Nonetheless, a competition between the radiative and nonradiative
decay rates from the zero-vibration excited states to the vibrational ground state
of the trion is a likely explanation for this phenomenon.

At this point, one may wonder if librational peak manifolds could be also
observed for the neutral excitons of the molecules. Based on the theoretical cal-
culations on neutral molecules (see Fig. F.6 and Table F.2), revealing very similar
values of ∆ϕ0, k0 and k1 as the cations (Fig. 8.2), we believe the manifolds are
also present in the Q peak of neutral ZnPc and MgPc spectra, although indistin-
guishable due to a naturally broad energy character of the electroluminescence
emission (see Fig. F.3). This might be overcome with a resonant STM-PL that al-
ready demonstrated its resolution capability on Qx of H2Pc/4ML NaCl (0.5 meV
linewidth) [90].

To conclude, we found the link between the observation of libronic signatures
in the electroluminescence spectra and the chiral adsorption geometry of chro-
mophores on NaCl. The molecules with chirally asymmetric adsorption config-
urations (Zn-, MgPc+) change the orientation upon excitation, which according
to the Franck-Condon principle allows the transitions between different libra-
tion states. This gives rise to the observed manifolds of peaks in the spectra of
chirally adsorbed chromophores. In contrast, in the reference system (H2Pc+)
with a mirror-symmetrical adsorption geometry, the adsorption orientation re-

98



Figure 8.4: Evolution of libronic fingerprints with the gap size. a Experi-
mental (black dots) and simulated (solid blue lines) STM-EL fine spectra of Q+ peak
of MgPc+ as a function of increasing tip-sample separation by ∆z. U = −3 V, I
ranges from 113 pA (bottom spectrum) to 19 pA (top spectrum). Acquisition time
was 120 s for ∆z= 0, 0.5, 1 Å and 360 s for ∆z = 1.5 and 2 Å. b, c The energy E00,
linewidth γ and reducing factor A as a function of ∆z obtained from the fitting proce-
dure of data in a. Average values of fitting parameters: k0 = (1.42 ± 0.01) meV/(◦)2,
k1 = (1.69 ± 0.04) meV/(◦)2, ∆ϕ0 = (0.69 ± 0.03)◦, Teff = (82 ± 10) K.
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mains unchanged upon excitation and, therefore, librational sidebands are not
arising. From the analysis of the experimental spectra, it follows that the process
of excitation gives rise to a non-equilibrium initial libration states population,
corroborating one of the previously suggested mechanisms [90] for the spectral
broadening in STM-EL. Moreover, changes in the potential well stiffness of the
libration, associated with the excitation, leads to an additional peak broadening.
All these effects have to be considered for a correct interpretation of the STM-
EL spectra of molecules in neutral and charged excited states. Finally, we have
found experimental indication of a possible depopulation pathway predominantly
affecting the zero-libration state of the trion. It can be effectively suppressed by
overall increase of the radiative decay rate by closing the STM-EL nanocavity.
We anticipate that the newly emerging methodology of STM-PL [90], enhanced
with pump-probe capability could provide insight into the dynamics and physical
origin of such deexcitation mechanism.

8.3 Methods
STML measurements

Overview and high-resolution photon spectra were obtained using gratings of 150
and 1200 grooves/mm and 100 µm wide slit, which provide spectral resolutions of
1.2 and 0.2 nm respectively corresponding to the best achievable energy resolution
of 300, 400 and 600 µeV for H2Pc Q+

y , Q+ and Q of Mg/ZnPc peaks respectively.

DFT and TD-DFT calculations

The single-molecule calculations were run on H2Pc, ZnPc and MgPc in both
their neutral and cationic state. The ground state molecular structure was op-
timized in vacuo with density functional method (DFT) and ωB97X-D/6-31G*
level of theory [166]. The emission properties are obtained by optimization of the
first (and second for H2Pc) excited states with TD-ωB97X-D/6-31G* for neutral
and TDA-ωB97X-D/6-31G* for cations [194]. To calculate the total energy as a
function of the molecular adsorption orientation, the electrostatic field of NaCl
surface has been modelled as a slab of 3 layers of 6 × 6 point charges (+1 for
Na+ and -1 for Cl−) with fixed position, at 3 Å of distance with the molecular
plane. The optimized structure in vacuo of the neutral or cation molecule has
been employed (B3LYP/6-31G*) and all coordinates are kept fixed except for the
azimuthal angle ϕ, varying between 0 and 45◦ (step of 1◦) for ZnPc or MgPc, and
between 0 and 90◦ (step of 5◦) for H2Pc. All calculations were performed with
the Gaussian16 package [175].

Spectroscopic fitting procedure

We used an iterative fitting procedure (described below) to minimize the sum of
absolute differences between the simulated spectra intensities and experimental
data points, by optimization of the free parameters of the model, i.e. the vector
v = (k0, k1, E00,∆ϕ0, Teff , A, γ). First, the Schrödinger equation in (8.1) is solved
for the excited and ground state using the parameters k0, k1, ∆ϕ0. In the next
step, from the wave functions and energies, Franck-Condon factors are calculated
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using the parameters T eff and A. The Franck-Condon factors are plotted in
Fig. 8.3 as vertical bars at their corresponding energies. The entire spectrum is
calculated by summing all Franck-Condon factors, each broadened by convolution
with a broadening function of FWHM = γ. Finally, the spectrum energy range
is offset by E00 and the simulated spectrum is resampled onto the experimental
datapoint energy range. The normalized sum of absolute differences between the
simulated and experimental intensity values, corresponding by energy (Isim

i and
Iexp

i respectively), called R-factor is calculated as

R =
∑︁

i |Iexp
i − cIsim

i |∑︁
i |Iexp

i |
,where c =

∑︁
i |Iexp

i |∑︁
i |Isim

i |
. (8.4)

The value of R describes the agreement (R = 0 – perfect match).
The iterative optimization procedure first calculates the R(v0) for an initial

guess of the parameters - vector v0. Subsequently, the parameters are repeatedly
adjusted by introducing random adjustments (∆v). For each ∆v that generates
improvement of the R-factor such that R(vj) < R(vj−1) (index j being the
number of iteration), the change in the vector is retained, i.e. vj = vj−1 + ∆v,
otherwise vj = vj−1 is used. After several thousand iterations (n) we plot the
simulated spectrum for vn. The initial parameters (v0) were chosen from the
calculations (k0, k1, ∆ϕ0) or from initial guesses based on the typology of spectra
for different parameters shown in Fig. F.5. To avoid underdetermination of the
fit of H2Pc+ and to account for its tautomerization-related dual-peak structure,
we fixed parameters k0, k1,Teff and A as described in the caption of Table 8.1 and
fitted simultaneously the Q+

y1 and Q+
y2 peaks, using independent center energies

E00(Q+
y1) and E00(Q+

y2), broadening factors γ1 and γ2 and with a common ∆ϕ0.
The z-axis moment of inertia of the molecules was calculated from the ground
state cation optimized structure (B3LYP/6-31G*). The resulting Jz values are
113.7 mpnm2 for ZnPc+, 114.3 mpnm2 for MgPc+ and 113.2 mpnm2 for H2Pc+,
where mp is the proton mass. Spectrum of ZnPc+ molecule (Fig. 8.3c) was fitted
in the energy range (E00 −5 meV, E00 +10 meV) and spectra of MgPc+ molecules
(Fig. 8.3d, Fig. 8.4a) were fitted in the energy range (E00 − 4 meV, E00 + 10
meV). The spectrum of H2Pc+ (Fig. 8.3e) was fitted in the range (E00 ± 4 meV).
(Gaussian for Zn- and MgPc+, Lorentzian for H2Pc+). The fitting code with an
example file is provided in ref. [256].
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Conclusion
During my PhD, I had the opportunity to explore the luminescence of single
molecules with a state-of-the-art instrument in nanoscience – the low-temperature
UHV SPM microscope. Being at the forefront of a rapidly developing field which
has been mastered by less than ten experimental groups worldwide is a dream for
a curious physicist. There were a lot of questions at the beginning of fundamental
nature. Tackling some of them resulted in a better understanding of the phenom-
ena commonly observed by the community and inevitably generated a plethora
of others. My best understanding of STM-induced luminescence, which has been
shaped by the literature research, our own experiments, stimulating discussions
in the scientific community and peer reviews in journals is summarised in chapter
1. The experimental aspects of this work are summarized in chapter 2. In partic-
ular, I focused on giving a clear message to the reader about how the experiments
can be performed. Although this ”know-how” is often preserved only within the
research groups, I find this important for creating good standards in science and
making our experimental results more reproducible and credible.

We have proven in chapter 3 that tip functionalization with a CO-molecule, a
key ingredient for submolecular resolved AFM, is suitable for utilisation in STM-
EL measurements. However, it turned out that the enhanced contrast in photon
maps of ZnPc originates mainly from the highly localized tunneling current be-
tween the CO and ZnPc orbitals. Photoluminescence excitation might overcome
this problem and reveal the role of the CO on the picocavity field enhancement.
Moreover, CO-functionalization offers great advantages to the TERS methodol-
ogy, where the vibrational Stark shift of the CO stretching mode can be detected
[114, 122]. This allows for obtaining not only the map of the Raman modes in the
molecule but also information about the electric field distribution. In combination
with AFM, this can provide a very powerful multichannel spectromicroscopy.

We have further shown the different work functions of the Ag(111) and
Au(111) substrates change the alignment of the molecular orbitals with respect
to the substrate Fermi level. As a result, various transient charge states and their
electroluminescence fingerprints can be observed at different bias polarities. This
concept was later used in the thesis in chapter 7 for observation of the second
excited state of the PTCDA anion. The substrate work function is therefore a
well-defined tuning parameter in the study of fundamental processes such as the
excitation mechanism in single molecule emitters in nanocavity.

The study of how the NaCl environment influences the exciton energy is pre-
sented in chapter 4. The CuPc molecule can be reproducibly switched between
two stable adsorption configurations by tip manipulations permitting precise po-
sitioning of the molecule on the NaCl ionic crystal lattice. The molecule centered
either on Na+ or Cl− ion changes its electronic and optical bandgaps and the
exciton binding energy by tens of meV. With the help of TD-DFT theory, we
explain this effect by spatially dependent Coulomb interaction occurring at the
molecule-insulator interface, which tunes the local dielectric environment of the
emitter in analogy to solvatochromic effects known from molecular fluorescence
in solutions.

In chapter 5 we have chosen a system of ZnPc/3 ML NaCl/Ag(111) where
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both exciton and trion peaks are observed at negative bias voltages. We mapped
the exciton and trion emission in real space and explained the photon maps as
the probability of exciton and trion formation superimposed on the ”expected”
photon map image [71]. The proposed RF-PS fluorometry method likely does
not have the resolution to measure the intrinsic lifetime of the excited molecu-
lar state in the nanocavity with the expected sub-ps to ps range as explained
in the comment in chapter 5. Nevertheless, it can bring insights into the ex-
citation mechanism and provide rates of electron tunneling through NaCl layer
[38]. The measurement of the real lifetimes of the excited states in nanocavity
remains elusive. To some extent, their estimate can be obtained from the emis-
sion linewidth measured with the resonant photoluminescence [90, 96], where no
excess energy permitting the broadening by n − n vibronic transitions [90] as
well as homogeneous broadening by heating the system is present. Pump-probe
optical spectroscopy [102] with fs short pulses might be suitable to measure the
lifetimes directly if they can be detected, e.g. by the change of the tunneling
current when varying the pump-probe delay-time.

The calibration method for measuring the amplitude of RF-bias modulation in
tunneling junction is presented in chapter 6. This is a key prerequisite of electron
paramagnetic or stochastic resonance in STM [7, 257]. This direct optical method
is based on the broadening of the plasmon energy cutoff of the photons observed
in electroluminescence. We managed to calculate the transfer function in the
GHz range of our RF line terminated with an antenna capacitively coupled to
the tip wire. This paves the way for future experiments in coherent control of
quantum states in our STM with the possibility of optical writing and readout.

In chapter 7 we have shown the entanglement of single excitonic states in
molecular aggregates of PTCDA anion molecules. We took advantage of the
self-assembly process during sample annealing up to 150 K. We implemented the
model for the photon map simulation proposed in ref. [71] in the probe-particle
model [50]. The comparison of simulated photon maps of the aggregates based
on the TD-DFT calculations shows a perfect agreement with the hyperspectral
mapping and revealed the involvement of the transverse second excited state
within perpendicular aggregates. We used the electric field of the tip to control
the total charge state of the PTCDA trimer, which showed up in the photon map
contrast. Our experiment provides a platform for the future study of e.g. dark
and bright excitonic states, topological excitons or exciton-phonon coupling.

Finally, in chapter 8 we have investigated the exciton lineshape of phthalo-
cyanines. The 10 meV linewidth of neutral exciton observed in STML has been
previously attributed mainly to the coupling with the NCP [86]. However, the
trion linewidth can be one order of magnitude narrower as shown in chapter 7
and ref. [94]. This facilitated the observation of a comblike manifold in trion
Q+ lineshape of molecules which are chirally adsorbed on NaCl. On a mirror-
symmetrically adsorbed H2Pc molecule, the trion peak is narrow and featureless.
We attributed the observed spectral features of chirally adsorbed phthalocyanines
to the coupling of quantized librational states to the exciton. We create a model
of the libronic coupling based on the Franck-Condon principle to simulate the
spectral features. Experimentally measured librational spectra match very well
the theoretically calculated librational eigenenergies and peak intensities (Franck-
Condon factors). However, the observed depopulation of the zeroth librational
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excited state which can be tuned by the nanocavity remains an unexplained phe-
nomenon.

I expect new methodologies such as STM-PL and TERS will provide access to
various novel model systems such as transition metal dichalcogenides or molecules
on thicker insulating NaCl layers where tunneling is suppressed. Photoexcitation
has the potential of performing plasmon-induced chemical reactions [258] and
the AFM and TERS have great abilities to characterize the products. It can be
also used for both nm-resolved near-field and µm resolved far-field spectroscopies
on the same system in STML. Another standing question is whether the strong-
coupling regime [78] can be realized in the STM junction. For that, the vertical
orientation of a molecular dipole would be probably necessary, likely with a better-
defined tip geometry obtained e.g. by ion milling [118] or lithography.
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A. Supplementary Information
for chapter 3

Figure A.1: Plasmonic spectra of the tips used in the experiments. Typical STML
spectra recorded prior to taking the STML photon maps on 3ML-NaCl/substrate on
both 3ML-NaCl/Au(111), showing the plasmonic electroluminescence of the tips used
in the measurements, presented in the main text. In all cases it was ensured that
this plasmonic emission spectrally overlaps with the excitonic line of the ZnPc, for an
efficient near-to-far-field coupling, such that they reach maximum around the excitonic
line of the neutral ZnPc.The tunneling conditions and integration times are specified in
the respective panels. The data are presented as they are, i.e. without any smoothing
or filtering.
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Figure A.2: Overview of the area showing the locations of measured molecules and
their STML spectra.a) STM constant-current overview of the area with the stable and
dynamic ZnPc/3ML-NaCl/Au(111) molecules used for electroluminescence mapping
(marked by white squares). Size 50×50nm2, setpoint 2.2 V, 3 pA. b,c) STM constant-
current details of the stable and dynamic molecule, size 3.6 × 3.6 nm2, setpoint 2.2 V,
1 pA. d) Electroluminescence spectra for the stable (blue) and dynamic (red) ZnPc,
taken at positions marked in b) and c), at setpoint 2.2 V.

Figure A.3: Analysis of rotational angles of ZnPc molecule from frequency shift maps
taken at constant height. a) first and b) second metastable position of the molecule
in its rotational state. c) image of a molecule stabilized at a step edge. The blue and
red arrows denote orientations of the molecules for comparison. Black arrows mark the
directions of principal axes of the NaCl(001) substrate, transferred from STM images.
All images are presented at the same scale 2.2 × 2.2 nm2, including the padding in c).
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Figure A.4: AFM constant-height image of a dynamically switching molecule. The
peripheral benzene rings maintain the same distance from the center of the molecule
after rotation, which demonstrates that the molecule does not move laterally while
switching. Size of the image is 2.2 × 2.2 nm2, bias 25 mV.

Figure A.5: Test of correspondence between STM contrasts of a dynamic molecule,
and a composed image derived from averaging data of a stable molecule rotated com-
putationally. a) The original constant height current map of a stable molecule. b)
ideal image of a stable molecule, symmetrized by averaging vertically and horizontally
flipped original images in a) and rotated +11°. c) symmetrized image b) rotated -11°.
d) an average of b) and c). e) the original constant height current map of a dynamic
molecule. Physical size of images a)-e) are 2.2 × 2.2 nm2. f) The original constant
current image of a stable molecule. g) ideal image of a stable molecule, symmetrized
by averaging vertically and horizontally flipped original images in f) and rotated +11°.
h) symmetrized image g) rotated -11°. i) average of g) and h). j) the original constant
current image of a dynamic molecule. Physical size of images f)–j) are 3.6 × 3.6 nm2.
All the 2D transformations and averaging have been performed in the GNU Data Lan-
guage program.
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Figure A.6: Example of unpinning of a stable ZnPc/3ML-NaCl/Au(111), starting in
one of the rotational orientations. Blue solid lines denote the registry of the molecule
center above the Cl-sites and red arrow marks the relative position with respect to a
reference dynamic ZnPc. Blue dashed line and dashed arrow show the registry and rel-
ative position as it was before the manipulation. The lateral movement of the molecule
corresponds to one unit vector of NaCl(001). Dark streaks in the lower part of the
image are CO molecules, moved by the tip in the process of scanning. A composite
color scale is used to enhance the contrast of the substrate.

Figure A.7: Tip state and position of the intensity minimum in the photon maps.
ZnPc/3ML-NaCl/Au(111) STM CC, STM CC and luminescence CH maps with two
different Au tips, measured at 2.2 V. The luminescence maps show pronounced dips
in two distinct positions near the center of the molecule. The position of the intensity
dip in the photon maps is tip-dependent. The measurements have been taken in two
separate sessions, each after a new tip preparation by nanoindentation. A very likely
explanation for the variation of the dip position is a strong dependence of the plasmonic
coupling of the tip to the molecular emitter on the mesoscopic shape of the tip as implied
by other works [135, 71]
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Figure A.8: Differential conductance spectra for ZnPc on the two substrates. a)
dI/dV spectrum of ZnPc/3ML-NaCl/Au(111) measured at the molecule lobe. The
setpoint was -2.5 V and 200 pA. b) dI/dV spectrum of ZnPc/3ML-NaCl/Ag(111)
measured at the molecule lobe as a function of ∆z setpoint change, demonstrating a
negligible voltage drop effect across the 3ML-NaCl on the HOMO/LUMO energy. The
reference ∆z = 0 was set at 1.3 V, 25 pA. The inset shows a detail dI/dV of the
interface state near to the Fermi level, detectable at the ∆z = −2 Å (interface state
is not changed on the molecule). Dashed lines in mark the positions of HOMO and
LUMO.
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B. Supplementary Information
for chapter 4

B.1 AFM simulations of NaCl and adsorbed
CuPc molecule.

Figure B.1: Comparison of the AFM frequency shift: experimental data (left) and
theoretical simulation (right) of CuPc on 2 ML - NaCl in the steady configuration,
scanned with a CO-functionalized tip. The images of the NaCl lattice (bottom parts)
are obtained with 300 pm smaller tip-sample distance with respect to the CuPc re-
gion. The image sizes are 1.70 × 2.95 nm2. Bars (light blue) of 3 NaCl unit cell
lengths are added for size comparison. Simulated AFM images were obtained using the
ProbeParticle code [259, 21], which takes into account the van der Waals (vdW) and
the electrostatic interactions between the surface and the CO tip. All the simulations
were done with a charge scaling of −0.5 e− a lateral stiffness of 0.25 N/m. The Hartree
potential calculated from the DFT calculations was used to obtain the electrostatic
forces.
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B.2 AFM images of the steady and dynamic
configurations.

Figure B.2: Comparison of the AFM images of the dynamic (left) and steady (right)
states on 2 ML of NaCl on Ag(111), scanned with a CO-functionalized tip. In the
dynamic image the fast rotational switching of the CuPc leads to a double appearance
of the peripheral benzene rings, as a result of temporal averaging of the AFM signal.
The fourfold symmetry of the dynamic configuration indicates that the molecule stays
on the same Cl− ion after its rotation. Image parameters: 1.6 × 1.6nm2, ∆fmin = −9.5
Hz, ∆fmax = 2.6 Hz, 5 mV setpoint.

114



B.3 Statistical analysis of the exciton switching
on 2 ML and 3 ML of NaCl.
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Figure B.3: Overview and fit of STML spectra obtained on CuPc molecules before
(green) and after stabilization (violet). Spectra are normalized to their maxima. Main
fitted components corresponding to the D1 → D0 transitions (dashed lines) are rescaled
to 80% of their original amplitude for clarity. The measurements were performed for 4
molecules on 2 ML - NaCl (lower half of the plot) and for 4 molecules on 3 ML (upper
half of the plot). For fitting of all excitonic components, pseudo Voigt profiles were
used with a gaussian full width at half maximum fixed to 10 meV, equivalent to 3.5
nm spectral resolution at 650 nm (1.907 eV). Spectra were fitted using the program
KolXPD.[260]
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Steady CuPc Dynamic CuPc Difference Avg. broad.
ENa

OPT[eV] fNa
L [meV] ECl

OPT[eV] fCl
L [meV] [meV] fNa

L /fCl
L %

3ML NaCl

average 1.873 20.0 1.893 13.1 20.6 1.63 63
st. dev. 0.002 2.6 0.002 1.5 3.4 - -
max 1.876 24.0 1.895 14.1 25.0 1.74 74
min 1.870 16.4 1.890 10.4 15.6 1.42 42

2ML NaCl

average 1.862 38.4 1.896 19.4 34.0 2.03 103
st. dev. 0.002 8.7 0.003 3.3 3.5 - -
max 1.864 52.0 1.899 23.6 37.0 2.41 141
min 1.860 28.0 1.892 14.5 28.0 1.67 67

Table B.1: Fitting and statistical parameters of optical spectra acquired on the steady
and dynamic configurations of CuPc on 2 ML and 3 ML - NaCl. The parameters ENa,Cl

OPT
and fL denote the energy position of the line and the full width at half maximum of the
Lorentzian component of the Voigt profile used for the fitting, respectively. Difference
is defined as ECl

OPT − ENa
OPT.

B.4 Switching steady and dynamic state.

Figure B.4: (a-f) Series of constant current STM images taken with a CO-tip (-2.6
V, 1 pA) showing the same CuPc molecule on a 3 ML - NaCl island being switched
back and forth between dynamic and steady states by atomic scale voltage-induced and
lateral-force manipulation. Translation, scale and rotation are applied to each image
to achieve a correct position in a common reference frame of 77 nm2, according to their
recorded scanning parameters.
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B.5 Kelvin probe measurement on steady and
dynamic states.

Figure B.5: Kelvin probe measurements on the CuPc / 3 ML - NaCl, switched
from dynamic to steady configurations, taken at the molecular lobe position. The
data were evaluated using a parabolic fit. The local potential difference on the steady
configuration is shifted by -45 meV with respect to the dynamic configuration.

B.6 Theoretical stability of steady and dynamic
states.

CuPc orientation to
NaCl[100] on top of Na+ [eV] on top of Cl− [eV]

0◦ 0.58 0.09

15◦ 0.49 0.11
(rotates to 9◦)

30◦ rotates toward 45◦ rotates toward 15◦

45◦ 0.000 0.46

Table B.2: Comparison of the total energy offsets, calculated for various adsorption
configurations of CuPc on 2 ML - NaCl(100). The steady configuration (on top of the
Na ion, 45◦ with respect to the [100] NaCl axis) with the minimum total energy is taken
as a reference.
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B.7 2D representation of the Hartree potential
for the dynamic and steady states.

Figure B.6: Calculated Hartree potential of CuPc on NaCl for the steady and dynamic
configurations (metal core on Na and Cl atoms respectively) obtained from the DFT
calculations, projected onto the isosurface of constant total charge density 0.025 e−/Å3.
Low potential values correspond to blue color and high potential values to red color,
respectively. Minimum and maximum values are identical for both panels. The Hartree
potentials reveal intramolecular charge transfer between the pyrrole rings and imine
nitrogens.

B.8 Exciton energy calculations

unrelaxed transition geometrically optimized

method configuration spin up
(↑)

spin down
(↓) EOPT↓-EOPT↑ spin up

(↑)
spin down

(↓) EOPT↓-EOPT↑

LC-ωHPBE isolated 1.968 2.009 0.041 1.693 1.734 0.041
wB97XD isolated 1.823 1.86 0.037 1.65 1.686 0.036

LC-ωHPBE
on Na 1.961 2.002 0.041 - - -
on Cl 1.983 2.024 0.041 - - -

ECl
OPT - ENa

OPT 0.022 0.022

wB97XD
on Na 1.811 1.848 0.037 - - -
on Cl 1.855* 1.864 0.009* - - -

ECl
OPT - ENa

OPT 0.044* 0.022

Table B.3: Summary of the unrelaxed and geometrically optimized exciton energies
for the isolated CuPc and CuPc subjected to the field of 2 ML - NaCl, represented by
point charges, with geometries corresponding to the steady and dynamic configurations.
The indices of the exciton energies (EOPT) denote the adsorption site/configuration (Na
- steady, Cl - dynamic). The arrows mark the spin subsystem in which the electron has
been transferred from HOMO to LUMO. The energies marked by an asterisk (*) were
obtained from the last step before the simulated system relaxed to its ground-state
(D0) orbital occupancy, due to instability of the wB97XD simulation method in the
case of the dynamic configuration, with excitation within the spin-up subsystem. The
differences EOPT↓-EOPT↑ are given to demonstrate independence of the result among
the used methods and configurations, which allows a reliable estimate of the difference
in the exciton energies ECl

OPT - ENa
OPT. All energies are given in eV.
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C. Supplementary Information
for chapter 5

C.1 Relation of the phase shift and delay
The base concept of the RF-PS method is a harmonically-modulated electrical
driving of the system with frequency f and detection of the variation in photon
output [261]. The electroluminescent response, i.e. the decay rate of the excitons
formed as a result of the electric field, will follow this driving, however, its finite
lifetime will cause a phase shift ∆ϕ with respect to the phase of the driving signal.
Given that the probability of finding the system in the excited state at time t
after excitation decreases monoexponentially following the expression exp(−t/τ),
where τ is the intrinsic lifetime characteristic of the exciton, it can be shown that
the relation of ∆ϕ and τ is

tan(∆ϕ) = 2πfτ. (C.1)
This implies that for optimum detection of the lifetime, the corresponding ∆ϕ has
to be well below π/2 (to avoid divergence of the tangent function and excessive
attenuation of the output) but at the same time sufficiently high to allow precise-
enough detection. This can be ensured by setting an adequate value of f . From
the simulated ∆ϕ dependence on f and τ in Fig. C.1, we can see that for example
f = 200 MHz is suitable for a lifetime range of 70–1200 ps and f = 50 for the
range of 0.250–5 ns.

Figure C.1: Simulation of phase shifts dependence on lifetime-related electrolumines-
cent response delay of a system for different voltage modulation frequencies.

C.2 Determination of the phase shift, ampli-
tude and error bars of the RF-PS waves

The periodic photon arrival time histograms (waves) are represented as N couples
of discrete bin time tag and photon counts (ti, ci). The absolute phase of each
wave has been determined as

ϕ = arctan
(︄∑︁N

i=1 ci sin(2πfti)∑︁N
i=1 ci cos(2πfti)

)︄
(C.2)
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and the amplitude A as

A2 = [
N∑︂

i=1
ci sin(2πfti)]2 + [

N∑︂
i=1

ci cos(2πfti)]2. (C.3)

For representation in the graphs, the measured waves (ten periods) have been
folded in a single period by performing a modulo operation on the ti values,
obtaining (ti mod 1/f, ci). We should note that the ϕ changes by π upon changing
the offset bias polarity at the tunneling junction.

If we assume the noise in the data is white and neglect any quantization noise
in the waves, the variance of the phase and amplitude determination scales with
by the standard deviation σ and N as σ2 2

N
. Value of σ is calculated as the

difference of the wave and its idealized form

σ2 = 1
N − 1

N∑︂
i=1

[ci − ⟨ci⟩ − A sin(2πfti + ϕ)]. (C.4)

Higher and lower error bars of the τ are then obtained in a standard way by
combining the Eqs. (C.2) and (C.4) and considering that ∆ϕ = ϕ − ϕref where
ϕref is the reference phase measured using plasmonic emission. It is important
to note that the effect of detector jitter leads to temporal smearing of the signal
and a decrease of A, however, these effects are very mild if jitter is well below the
1/f , which is the case in our experiments. Therefore σ can be significantly lower
than the jitter.

C.3 Measurement of the reference phase

Impedance of the instrumental wiring causes a significant change of the modula-
tion phase and amplitude reaching the junction with respect to the input from
the radio frequency generator. The reference phase at the junction can be mea-
sured with a high precision using the plasmonic emission from the picocavity
formed between tip and substrate. The same setup and tip conditions are used
right after for measuring the phase-shift (and lifetime) of the modulated light
of excitonic origin. Plasmon lifetimes are typically in the fs range, resulting in
a negligible shift in comparison to excitons, making it therefore an ideal cali-
bration measurement of the absolute radio-frequency phase reaching the cavity.
Nevertheless, the speed of light propagation through the optical system (mostly
through the fibers) is influenced by wavelength-dependent refraction index, which
can result in a difference of up to 150 ps between the time-of-flight of photons
at 650 and 825 nm using a 2 m fiber leading to the APD. The reference phases
for the f = 200 MHz used in the experiments were therefore determined for X
and X+ wavelengths independently, taking advantage of the broad nature of the
plasmon spectrum and using exclusively the plasmonic photons filtered by the
same filters that have been used for measurements of the neutral exciton and
trion histograms. The typical error in determining the reference phase, evaluated
according to the scheme described above, was below 15 ps.
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C.4 Advantages of the phase fluorometry
We are aware of the following main three advantages of the RF-PS technique
compared to HBT, which stem from its distinct principle: i) In the case of RF-
PS, jitter in general has no effect on the phase and therefore the error only
depends on the statistical error, as explained in the previous section. Only at
values comparable to the period of modulation, it could lead to a low S/N and
long acquisition times. So as long as the jitter of the APD is well below the
1/f (which is 5 ns at 200 MHz), the technique provides a significant advantage
over the HBT, where the jitter is directly posing a limit on the minimum width
of the anticorrelation or correlation feature. ii) The accumulation times and
demands on signal strength are significantly more favourable than for HBT, since
the S/N of the useful signal scales as N−1/2, unlike the HBT which scales only as
N−1/4. (N = total radiative events). This is especially useful for systems with
lower photon yields and allows to study otherwise inaccessible phenomena. iii)
As mentioned above, the HBT essentially evaluates the entire cycle of excitation
and deexcitation, i.e. the fitted mean time constant cannot be attributed to
an individual time interval comprising the chain of events in the cycle between
subsequent photons. On the other hand, our technique measures a characteristic
time interval between the electrically-modulated process and the emission of a
photon, which in the case of a single-molecule emitter should indeed correspond
to the exciton effective lifetime.

C.5 Implementation of the state model simula-
tion

The kinetic model is based on discrete states between which the system changes
stochastically with defined rates ka (a being the index of a particular allowed
transition). The decay rates from the S1 and D+

1 states are kept fixed in time,
as they characterize the intrinsic lifetimes of the excitations which are assumed
to stay constant in the voltage ranges used in the experiments. However, all
other transition rates which represent the charging probability rates (i.e. hole
injections and electron captures) are simulated by periodic functions of time, i.e.
ka(t) which account for the varying tunnelling probability at different bias volt-
ages. The numerical simulation is performed as a sequence of homogeneous and
inhomogeneous Poissonian processes, with the aim to obtain a series of individual
event times tn , and its subsets T a

j for each allowed transition. For a large enough
total number of transitions j (typically on the order of 106), the distributions of
the transition events T a

j (which correspond to theX and X+ emission events) in
a single period can be directly compared to the experimental data.

For an increased efficiency of the simulation, we choose to simulate the time
intervals it takes the system to change from one state to another by any of the
allowed transitions. For a homogeneous Poissonian process they can be obtained
as

T a
j = − ln(rn)∑︁

x kx

, (C.5)

where rn is a random number with uniform distribution in the range (0,1) gener-
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Name Transition Movement of charge Rate
k1 S0 → D+

0 h+ injection κ1[1 + α sin(2πft)]
k2 D+

0 → S1 e− capture κ2[1 + α sin(2πft)]

k3 S1 → D+
1 h+ injection sin(2πft) > L: κ3[sin(2πft) − L]ω

sin(2πft) ≤ L : 0
τ−1

1 S1 → S0 recombination 1/τ1
τ−1

2 D+
1 → D+

0 recombination 1/τ2

Table C.1: Transitions allowed in the minimalistic four-state model and their corre-
sponding time-dependent rates.

ated for each transition [262] and the sum runs over all possible states that can
follow the current state. The moment of transition T a

j will be

T a
j = tn = tn−1 + ∆T a

j . (C.6)

The probability that a transition will undergo a particular allowed transition is

P a
j = ka∑︁

x kx

, (C.7)

which is simulated by a Monte Carlo approach in a straightforward manner using
a second uniformly distributed random variable qn.

In the case of time-dependent rates ka(t), for the simulation of the T a
j , a

general analytical solution is not feasible, however it can be estimated numerically
with a very good precision using again the random variable rn. The T a

j can be
obtained by integrating the total time-variable rate, from the last event at time
tn−1, until the value of the randomized value of rn is reached [262]:

rn =
∫︂ ∆T

0

∑︂
x

kx(tn−1 + s)ds. (C.8)

The 1/f periodicity of ka(t) gives the possibility to speed up the algorithm by
precalculating the integral and creating a lookup function to quickly find T a

j for
each pair of rn and tn−1 mod 1/f . Our discrete-step integration is done with a
step ds = 1 ps, up to s = 5.104 ps. For such rn and tn−1 mod 1/f that reach
the upper bound of s, the T a

j is laid equal to the value at the maximum s.
The probability of transition P a

j follows Eq. (C.7), however with the time-
variable rates at time tn

P a
j = ka(tn)∑︁

x kx(tn) . (C.9)

In the four-state model, we included the transitions and the time-variable rates
listed in Table C.1.

The k1 rate of hole injection into the molecule is a product of the base rate κ1
sinusoidally modulated with amplitude α set to 0.5. The rate of electron capture
into ZnPc+ k2 is analogous to k1, however with its own rate κ2. The hole injection
probability into exciton k3 is modulated by a sine above a threshold L, raised to
the power w and multiplied with its respective base rate κ3. The w and L have
the purpose of accounting for the nonlinear rise of the X+ above the threshold,
and we set them to w = 1.4, L = 0.1. Lifetimes τ1 and τ2 defining the S1 and D+

0
decay rates are kept at 750 and 50 ps, respectively, which are the characteristic

122



values measured around V = Vth. The κ1, κ2 and κ3 are optimized by iterative
least-squares approach to the best match of the simulated and experimental X
andX+ decay histograms. The experimental histogram for theX+ was multiplied
by a factor accounting for different relative sensitivities of the entire optical setup
to the wavelengths of X and X+.

C.6 Lifetime measurements on different loca-
tions of a molecular trimer

In order to test the role of the injection position on the determination of the
excitonic lifetime we have constructed a ZnPc trimer and measured the neutral
exciton lifetime across the structure by means of RF-PS. Porphyrin chains have
been shown to behave as single photon emitters due to dipole-dipole coupling
of the individual monomers, which results in superluminescence of the coupled
emitters [12]. The lifetimes of the excitons in the chains as measured by Hanbury
Brown-Twiss interferometry, however, remain close to the one observed for single
molecules (see Ref. [86] for details). In Fig. C.2 we show that lifetime values
measured along the long axis of a trimer remain constant within the error of the
measurement. The small modulation observed may be indicative of the different
charge injection efficiencies due to the spatial modulation of the molecular or-
bitals, and highlights the convenience of using RF-PS measurements for studying
the photophysics of coupled emitters.

Figure C.2: (a) Lifetime as a function of the tip position above the ZnPc trimer,
measured along its long axis. Frequency was 200 MHz, VDC = −2.2 V and VAC = 100
mV, It = 100 pA. (b) Constant current STM image (VDC = −2.2 V, It = 2 pA). Red
crosses denote the locations of the lifetime measurements drawn in (a).
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C.7 Lifetime measurements of ZnPc on 4 ML-
NaCl/Au(111)

We performed lifetime measurements of ZnPc on 4 ML-NaCl/Au(111), in which
neutral exciton appears also at positive bias voltages where the trion is absent
(Fig. C.3) [81]. The very sharp bias onset of the measured exciton intensity and
high quantum yield allowed us to measure lifetimes up to 4.8 ns at 10 pA current.
The tip is closer to the molecule at the same current due to the reduced conduc-
tivity of 4 ML of NaCl than on 3 ML. The resulting lifetimes are approximately
5 times longer than for ZnPc on 3 ML-NaCl/Ag(111) and comparable to values
reported for ZnPc in solutions [190]. This showcases the usefulness of the method
for measurements of longer lifetimes.

Figure C.3: Dependence of lifetime of neutral exciton in ZnPc/4 ML-NaCl/Au(111)
on picocavity size measured at positive bias voltage of 1.9 V. A 50 MHz harmonic signal
with 100 mV amplitude is used for measuring the phase shift and determination of the
lifetimes. Range of It was 10 to 60 pA.

C.8 Redshift maps measured with a metallic tip
To complement the redshift map presented in Fig. 5.2d obtained with a CO-tip
we also derive an analogous picture using the data taken with a metallic tip.
The map in Fig. C.4 is showing the spectral shift of the X peak as a func-
tion of the tip position (and hence primary charge carrier injection location). It
closely resembles the data recently reported for photonic Lamb shift in photolu-
minescence maps of ZnPc [72]. The observed shift can be explained by means
of plasmon-exciton interactions at the submolecular level and proves that in the
electroluminescent process the picocavity plays a crucial role and can be used
for fine tuning of the emission energy. Indeed, comparison of Fig. C.4 with Fig.
5.2d demonstrates how a subtle modification (by picking up a CO molecule with
the tip) can alter the spatial character of the photonic Lamb shifts; redshift map
with CO-functionalized tip presents eight lobes whereas with metallic tip we ob-
served only four. Future simulations taking into account the presence of the CO
probe particles in the picocavities may help to elucidate the photophysical origin
of these apparent differences.
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Figure C.4: Peak redshift map of neutral exciton on a single ZnPc measured with a
metallic tip at VDC = −3.1 V. The redshifts are derived from the dataset presented in
Fig. 5.2a.

Energy (eV) f wf. composition
ZnPc 1.92 0.511 94% HOMO → LUMO
ZnPc+ 1.63 0.205 89% SOMOα → LUMOα

Table C.2: Computed emission energies, oscillator strength (f) and main transitions
involved in the first excited states of ZnPc (neutral) and ZnPc+ (cation).

C.9 Dependence of the spectrum on the bias
In Fig. C.5 we plot the raw bias-dependent spectra of the exciton/trion emis-
sion measured at constant current tunneling conditions, demonstrating that the
position and width of the peaks remain constant in the bias range used in the
mapping experiment. This is strong evidence of the optical transition occur-
ring on the molecule and of the absence of an inelastic mechanism mediated by
tunnelling from/to initial/final tip states.

C.10 TD-DFT calculations
We performed calculations of the optical properties of the molecule, with the aim
of elucidating the difference of the exciton and trion photon maps experimentally
measured. The computed excited states of interest are the first singlet excited
states of ZnPc and the first doublet excited state of ZnPc+ (Table C.2). The
oscillator strengths indicate bright excitons and their emission energy are in very
close agreement with the experimentally recorded spectra (see Fig. 5.2c), further
corroborating the assignment of the emission peaks. The excited state of ZnPc is
doubly degenerate and involves transitions between HOMO to each of the degen-
erate LUMO orbitals (Fig. C.6). Upon oxidation to generate ZnPc+, an electron
is removed from the HOMO orbital with a renormalization of the orbital energies
(Fig. C.6). The transition corresponding to trion emission takes place between
SOMO (originating from half-occupied HOMO of neutral ZnPc) and each LU-
MOs in the same spin branch (LUMO1

α or LUMO2
α) (Table C.2). Because of the

close similarities of the orbitals involved in the transitions from the ground to the
first excited state of interest between ZnPc and ZnPc+, the calculated transition
densities (Fig. C.7) are very similar and in line with previous calculations.
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Figure C.5: Spectra of the ZnPc measured as a function of the applied bias voltage.
All spectra have been taken above the ZnPc lobe, in a constant-current mode with It
= 100 pA.
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Figure C.6: Ground state frontier molecular orbitals of ZnPc (neutral, left) and
ZnPc+ (cation, right).

Figure C.7: Isosurfaces plots of the transition densities, related to transitions from
the ground to the first excited state of ZnPc (left) and ZnPc+ (right) (red negative
values, blue positive values of the density).
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C.11 STS of the ZnPc on 3 ML-NaCl/Ag(111)
Fig. C.8 shows the STS spectrum related to energetic positions of the molec-
ular frontier orbitals. The energies of the maximum of the molecular orbitals
resonances as measured by dI/dV on thin insulating layers do not reflect the
real energies of the orbitals, in contrast to molecules adsorbed directly on met-
als. The peaks rather correspond to resonant electron tunneling channels from/to
the HOMO/LUMO, respectively, with energies shifted away from the Fermi level
compared to the molecule-on-metal case. Therefore, the spectra are useful mostly
for evaluating the energetics of the electrons involved in the tunneling.
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Figure C.8: dI/dV curves, measured on the lobes of ZnPc on 3 ML-NaCl/Ag(111),
with the CO-terminated tip and a metal tip.

A first significant increase in the bias dependence of the exciton emission
correlates with the voltage at which the peak generated by tunneling to HOMO
appears in the STS, i.e. in the -2.3 to -2.4 V range (Fig. 5.1d). In contrast,
the relatively sharp onset of the trionic signal observed in the range -2.6 to -2.8
does not have a significant peak in the dI/dV , which supports our interpretation
that the trion onset is not triggered by opening any primary tunneling channel.
In this sense, STS alone is unable to provide a detailed understanding about the
internal exciton formation mechanism or the exciton-trion conversion.
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D. Supplementary information
for chapter 6

D.1 Comparison between transmission deter-
mined from plasmon cutoff detection and
from dI/dV at the Ag(111) surface state

For the benchmark of the transfer function magnitude obtained through our opti-
cal method (TRFplasm), we performed a comparison to the same function obtained
using the conventional procedure (TRFdI/dV ) which relies on evaluation of a sharp
dI/dV feature broadening. We adopted the procedure from Paul et al. [205]
and modified it to perform the two methods simultaneously. We used the lockin
technique (modulation of 63 Hz) to obtain broadening of the Ag(111) surface
state feature in the dI/dV at the onset energy of the surface state (see spectrum
in the inset in Fig. D.1) for the frequency range 0.5–5 GHz. For each frequency
point, the tunneling feedback with 3 nA setpoint has been engaged for 20 ms
to compensate for any z-drift and after 1 s initial settling time the dI/dV value
was measured at bias -70 mV for 2 s. We used a constant driving amplitude of
500 mV.

Because of the generally nonlinear dependence of the dI/dV on the ampli-
tude at the junction (A′), mapping was done (shown in Fig. D.1) for a range of
driving amplitudes (A) at 3800 MHz, for which the T = 0.118 (obtained with
high-precision plasmon cutoff) and therefore A′ = 0.118A. To have a smooth con-
tinuous lookup function of the dI/dV magnitude vs. amplitude, we interpolated
the experimental points by a cubic spline.

Figure D.1: Dependence of the dI/dV signal measured on the surface state feature
of the Ag(111) shown in the inset, on the driving amplitude A at frequency 3800 MHz
(blue dots) where T = 0.118. The orange line represents the cubic spline interpolation
used to obtain a smooth mapping of the dI/dV to the amplitudes at the junction.

The resulting TRFdI/dV (f) and TRFplasm(f) are plotted in the Fig. D.2 (with
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the red and black dots, respectively) for the entire measured frequency range.
The agreement between the methods is excellent except for the regions of high
attenuation (around to 1.2, 1.6 and 2.0 GHz, T < 0.01), where the error of both
methods sharply increases, as it can be appreciated in the second plot which
represents the difference TRFdI/dV (f)−TRFplasm(f). All values in this measurement
are effectively reduced by 3 dB due to the use of a 6 dB attenuator located at
the air side of the RF line.

Figure D.2: (top) Transfer function magnitudes (T) simultaneously obtained by the
broadening of a sharp dI/dV feature corresponding to Ag(111) surface state (black
dots) and by the optical plasmon cutoff method (red dots). The integration time for
the plasmonic spectra measured at -1.85 V, 5 nA was 2 s, and 2 s (after 1 s initialization)
for the averaging of the dI/dV signal from the lockin. Modulation frequency of the
lockin was set to 63 Hz and time constant to 300 ms. (bottom) The difference of the
transfer function magnitudes for the two methods (TRFdI/dV − TRFplasm).

D.2 Dependence of the transfer function mag-
nitude on the current and changes in the
tip-sample distance

In order to investigate the influence of the current and z-distance on the plasmon
cutoff, we have performed a detailed evaluation of the T (f) at various tunneling
current setpoints (It) in the range 5–200 nA, which correspond to a total change
in the tip-sample distance of 150 pm. The Fig.D.3(a) shows the TRF measured
for frequency range 3.8–4.2 GHz, specifically chosen to avoid sharp minima in
the transmission (T < 0.01). The shapes of individual curves are very similar,
proving that the influence of the tunneling parameters on the spectral profile of
TRF is negligible. However, a detailed look at the spectra is needed to see any
systematic shift or smearing affecting the plasmonic cutoff due to high electron
flow, associated local heating or nanocavity modification. Fig. D.1(b) shows a
set of high-precision plasmonic cutoffs without modulation (averaged each from
5 measurements) for the setpoints used for the TRF in Fig. D.3(a). There is a
hint of a trend in the precise cutoff energy, but still within the measurement error
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of the spectral cutoff (1.5 meV). For these conditions (1.9 V, 200 nA) there has
been no overbias emission which could have an impact on the cutoff evaluation.
Consequently, we can conclude that our optical method is providing very robust
results in a wide range of tunneling parameters.

Figure D.3: (a) Dependence of the transfer function magnitude (TRF) on tunneling
current setpoint (It) in a frequency range 3.8–4.2 GHz, measured from the cutoff of the
plasmon spectra. Except for the TRF measured at 5 nA (blue dots), each spectrum is
offset by an additional 5 dB. The semi-transparent horizontal bands mark the minimum
and maximum values measured with 5 nA It setpoint. The integration time per point
was set to 8, 4, 0.8, 0.4 and 0.2 s for It values of 5, 10, 50, 100 and 200 nA, respectively.
The spectral resolution was 0.5 nm at 650 nm (or 1.5 meV at 1.9 V), using a 1200
gr./mm grating. (b) Reference plasmon cutoffs for TRF in (a), measured without any
modulation (average of 5 spectra). Except for the cutoff measured at 5 nA, each curve
is offset by additional 25 counts for better comparison. A value of VDC is given for
every cutoff.
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E. Supplementary information
for chapter 7

E.1 Simulation of the photon maps
To compare the experimentally measured photon maps with the corresponding
theoretical predictions we developed a computationally efficient and universal
module within the freely available Probe-Particle package [50], which calculates
the interaction between the electric field of a tip-enhanced plasmon, and a molec-
ular or aggregate exciton in the sample. Following the approach developed by
Neuman et al. (based on Eq. (1) in ref. [71]), we evaluate the coulomb integral
g(r) between the transition density of the excitons ρS of the sample (e.g. the
molecular cluster) and the electric field VTIP of the metallic tip plasmon:

g(r) =
∫︂

r′
ρS(r′)VTIP(r − r′)dr′, (E.1)

where r represents the relative position of the tip over the sample, corresponding
to a pixel in the simulated photon map and r′ is a grid coordinate.

We use the calculated function |g(r)|2 directly to generate the photon maps.
This represents a simplification of Eq. (1) from ref. [71] by removing its energy
dependence, assuming that within the narrow energy range of molecular exciton
the spectrum of the plasmon is approximately constant. This approach is suffi-
cient to study the spatial dependence of the coupling (i.e. the dependence on tip
position r) and for the purpose of comparison with the normalized experimental
photon maps in which the background and spectral dependence is largely sup-
pressed. In our simulation, VTIP is currently approximated by damped multipole
expansion:

VTIP(r) =
∑︂

k

Ck

⎡⎣(︄(z − z0)
|r|

)︄(k−1) (︄ 1
(|r|2 −R2)

)︄(k/2)
⎤⎦ (E.2)

where k controls the order of multipole (k = 1 monopole, k = 2 dipole, etc.),
z0 represents the distance of the tip (the centre of the VTIP multipole) from the
sample, and R denotes the finite width of the tip (i.e. Lorentzian decay for the
dipole). In line with the approach employed in ref. [71], we approximated the tip
field plasmon function VTIP as an electric dipole oriented in the z-direction with
z0 = R = 5 Å. However, we verified that photon maps are qualitatively similar if
simulated using an electric monopole or a dipole oriented along the z-axis. The
transition densities ρS of the aggregates were obtained directly from the quantum-
chemical calculations (see below for details). Both VTIP and ρS are sampled on
a regular real-space grid with resolution ∼ 0.2 Å before the simulation, which
allows us to easily update our model in future to include e.g. more a realistic
shape of the tip. To calculate the convolution in Eq.(E.1) efficiently, we employ a
fast Fourier transform (FFT). This makes our simulation program very efficient
and general. For arbitrary spatial distribution of VTIP stored on a real space grid
it can simulate photon maps in a few seconds on a standard PC.
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E.2 RF-PS measurements
For the RF-PS spectroscopy on a PTCDA anion we used the methodology de-
scribed in chapter 5. The transmission of the wiring was calibrated at 200 MHz
using broadening of a plasmon high-energy cutoff at 1.8 V on a clean substrate
described in chapter 6. The time frame is 50 ns and we used 64 ps bin width. For
filtering the emission line we used a hard-coated 25 nm bandpass filter (Edmund
optics) with center wavelength 925 nm. Histograms are accumulated for approx-
imately 20 min, depending on the strength of the modulation and the resulting
signal-to-noise ratio in the waves (Fig. E.1). At the bias of -2.1 V (onset of the
luminescence), the obtained effective lifetime of the excited anionic state is within
the measurement error, which is < 70 ps in this case.

Figure E.1: Radio-frequency phase-shifted waves obtained for a plasmonic reference
(black) VDC = 1.5 V, It = 1 nA, VAC = 200 mV, integration time 1200 s on Ag(111).
First excited anionic state (red) was measured with VDC = −2.1 V, It = 50 pA,
VAC = 200 mV, integration time 1200 s at oxygen termination position on a single
PTCDA on 3ML-NaCl. Sinus function with calculated phase-shift, amplitude, constant
term and period as parameters is plotted with a solid line for both plasmonic reference
and excited state. The difference between the reference and the excited state is marked
by a vertical line.

E.3 Assembly formation on NaCl/Ag(111)
To generate the molecular assemblies of different configurations we have tested
several methodologies. While molecular manipulation with the tip of the
AFM/STM could be used to form molecular dimers, in order to efficiently form
larger assemblies, we have adopted the thermally activated process previously
described in the literature [234, 235, 238]. We successfully applied this concept
to the PTCDA deposited on NaCl on Ag(111) (evaporation temperature was
380 ◦C, substrate at 10 K) and subsequently annealed for 1 min by taking the
sample with a manipulator (at RT) and putting it in contact with the LN cryostat
shield. With the sample cooled back below 10 K, the STM topography shows an
abundance of small 2D molecular assemblies (examples at low coverage can be
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seen in Fig. E.2). Here the driving interaction of the self-assembly stems from the
attraction between the carbonyl oxygens and the hydrogen- termination along the
sides of the perylene backbone of the molecules, which pushes the nearest neigh-
bors in the clusters to perpendicular arrangements. The result of the process is
sensitive to the concentration of PTCDA on the surface, annealing duration and
the number of NaCl layers on which the molecules diffuse. Higher concentrations
and higher annealing times tend to produce larger islands (we have prepared clus-
ters of up to 20 units); the largest islands tend to be formed at 3 layers of NaCl
compared to 2 and 4-layer NaCl.

Figure E.2: Example STM topography overview of the PTCDA aggregates on 2 ML-
and 3 ML-NaCl/Ag(111) system, formed by allowing diffusion of the molecules. White
rectangles mark a monomer (1), two types of dimers (2,3) and a trimer (4) that were
the subject of this study. The image parameters were 40 × 40 nm2, 1.2 V.

E.4 Single PTCDA on 3 layers of NaCl/Au(111)
at positive bias voltage

For the lack of features and a low signal yield in the photon spectra of PTCDA
at energies higher than the anion first excited state, we performed an additional
measurement at positive bias voltages. Unfortunately, under these conditions
the single molecule experiences instability. Nevertheless, we have discovered that
on NaCl/Au(111) it remains relatively stable and therefore we were able to per-
form the photon spectroscopy and hyperspectral mapping at a single molecule
on this surface (Fig. E.3). We found the dominant contribution of the first ex-
cited anion state at 1.332 eV and a number of higher-energy peaks with a large
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plasmonic background. In particular, the spectra taken over the H-terminated
sides present a significantly larger contribution of the signal at 1.493 eV, with
respect to the intensity of the first excited state. A photon map at this energy
(Fig. E.3c reveals a distribution of the intensity in the real space, indicative of
an excited state independent of the D−

1 −→ D−
0 transition. We link this feature

with the decay of a second excited state (D−
2 ), based on the comparison with the

theoretical prediction (Fig. E.3d,e), which associates it with a transition dipole
moment perpendicular to the longitudinal plane of the molecule, resulting in a
characteristic photon map with the intensity localized above the H-terminations
of the molecule.

Figure E.3: (a) Averaged electroluminescence spectra of PTCDA anion measured
on 3ML-NaCl/Au(111), before and after (top and bottom panels, respectively) nor-
malization by the plasmon. Measurement parameters were set to +2.5 V, 100 pA.
(b,c) Photon maps evaluated in the spectral ranges denoted in (a). (d) Energy level
schemes and corresponding orbitals obtained from calculations on the PTCDA neutral
and anion states (ωB97XD/6-31G*). Green and magenta arrows are marking the main
transitions involved in the first two anion excited states D−

1 and D−
2 and their weight

in percent. (e,f) Transition densities and their corresponding simulated photon maps
of the D−

1 and D−
2 states, respectively.

E.5 Determination of the adsorption geometries
with AFM

For a single PTCDA molecule, both types of dimers and the tetramer, we per-
formed a geometrical registration with the substrate (Fig. E.4). We used CO-
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functionalized tips to scan the molecule and the surrounding areas of NaCl sub-
strate, each at relative tip-sample distances that yield the atomic resolution. By
extrapolating the lattice of the NaCl, we determined the preferred positioning of
the PTCDA, which is always on top of a Cl− ion, with the two principal mirror
planes aligned with the Cl rows.

Figure E.4: AFM analysis of adsorption configurations of the single PTCDA molecules
(a), perpendicular dimer (b), parallel dimer (c) and tetramer (d) on NaCl(001) layers on
Ag(111). Purple dashed lines mark the Cl rows which cross the centers of the PTCDA,
green vectors denote the mutual displacements of the molecules in the aggregates. The
bright spots in the lattice correspond to Cl− ion locations. All images have been taken
with CO-functionalized tips at bias voltage of 5 mV. The absolute scale of all images
can be unambiguously derived from the visible surface lattice of NaCl(001).

E.6 Normalization of the spectra and the pho-
ton maps

The individual electroluminescence spectra taken above the molecules are shaped
by the spectral character of the nanocavity and the tunneling current, which are
inherently dependent on the precise position of the tip relative to the sample
with the molecule, in addition to the instrumental function of the optical detec-
tion line. This will affect the intensity of emission lines as well as the background
in any STML spectrum and consequently the contrast of the photon maps. Ex-
perimentally it was observed that the influence on the background intensity is
partly mitigated on 3 ML of NaCl in contrast to 2 ML (as shown in our previous
work [137]), likely due to weaker direct tunneling of electrons between the tip
and the metal below the NaCl. However in the measurements in this study, per-
formed on 3 ML of NaCl the background still plays a non-negligible role, which
prevents correct interpretation of weaker excitonic contributions. Therefore we
seek a robust normalization procedure that would reliably correct the spurious
factors modulating a hyperspectral map.
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We assume that the detected photons originate either from plasmons (excited
by inelastic electrons directly transported across the tip-molecule-NaCl-metal sys-
tem) or from the excitons (generated by charge injection into the molecule), as
depicted in the scheme in the inset of Fig. E.5. Generation of such plasmonic
and excitonic photons would be in a first approximation proportional to the in-
tensity of the flow of charges (current) and the effectiveness of coupling to the
nanocavity according to the actual tip-sample geometry. Detected spectra of the
excitons and plasmons will finally be modulated by the spectral efficiency of the
optical detection setup. We represent the net effect of all these factors by a gen-
eral modulation function Φ(r, E), which depends on the tip position r and energy
E. The detected intensity of the photons can be then written as

I ′(r, E) = αI(r, E)Φ(r, E) + βp(E)Φ(r, E), (E.3)

where the I(r, E) is the excitonic emission spectrum, p(E) the plasmonic response
of the nanocavity material and α and β the respective exciton and plasmon
yields. For simplicity, we approximate p(E) as a constant and substitute the
term βΦ(r, E) for Φ′(r, E), which represents the effective measured plasmonic
background. With this we obtain

I(r, E) ∝ I ′(r, E) − Φ′(r, E)
Φ′(r, E) . (E.4)

By estimating the Φ′(r, E) for each position r in the hyperspectral map, we can
recover the excitonic spectra and normalize the photon maps for such r and E
that yield a nonzero Φ′. For estimation of the plasmonic background, we exploit
the continuous character of the plasmonic contribution as opposed to the exci-
tonic signal, which consists of individual lines and can thus be relatively simply
distinguished. An example of the photon map normalization is provided in Fig.
E.6, which shows the perpendicular dimer before and after the process, including
the intermediate step of the background subtraction. The comparison of the raw
and processed photon maps to the theoretical prediction demonstrates the neces-
sity of this step in suppressing the background signal of non-excitonic origin in
order to yield photon maps suitable for comparison with the theoretical simula-
tions. Nevertheless, a limitation of this approach arises from the assumption that
we can determine the Φ′(r, E) in each location, which fails at very low tunneling
currents, leading to a very low photon signal.
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Figure E.5: A visual explanation of the normalization procedure used for individual
spectra comprising the hyperspectral maps. The detected signal I ′(r, E) is plotted
by green color, the effective plasmonic background Φ′(r, E) by grey filled area. The
excitonic part of the signal, plotted in blue, is divided by this general background to
obtain the final normalized excitonic spectrum I(r, E) (in red). The inset schematically
depicts the basic concept of the electrons tunnelled directly between the tip and the
metal substrate, inducing plasmons, or being captured by the molecule, and leading to
exciton formation and radiative decay.

Figure E.6: An example of the background subtraction and normalization of the
hyperspectral maps taken at the perpendicular dimer.

E.7 DFT and TD-DFT calculations
All the quantum mechanical calculations were performed with the Gaussian16
package [175]. The ground state calculations were done with density functional
method (DFT) employing ωB97XD functional [166] and 6-31G* basis set. The
presence of a more stable open shell solution was checked via the stable option and
for open-shell systems UDFT has been used. The singlet excited state of neutral
systems was computed with time-dependent (TD) DFT at the TD-ωB97XD/6-
31G* level of theory. For the triplet neutral and all the charged states, the
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Tamm-Dancoff approximation (TDA) has been used (TDA-ωB97X-D/6-31G*).
The triplet to singlet excited states transitions were computed with the 50-50
option. PTCDA single molecule was optimized in vacuo in its neutral and an-
ion ground states. The vertical excited states were assessed at the ground state
equilibrium geometry and the emission properties were obtained by optimization
of the corresponding excited state geometry (Table E.1, Fig. E.7). All aggregate
model structures were built on the basis of the information provided by the analy-
sis of the AFM images (Fig. E.6), using the optimized PTCDA neutral geometry
as basic units and neglecting the role of the substrate. For each aggregate, sev-
eral anionic states have been considered, by varying the number of total negative
charges, and the most stable have been selected for further calculations (Table
E.2). In general, for each given total charge state, all relevant spin multiplicities
have been computed with UDFT and provided near degenerate energies, due to
a negligible spin interaction between the unpaired electrons. The total amount
of charge localized on each molecular unit has been estimated based on Mulliken
population analysis, by summing the partial charges on each atom within the
molecule [263]. The aggregate exciton states (Tables S3-S8 in [215]) were com-
puted as vertical excitations, at a fixed geometry, on a selected spin state for
each charge arrangement listed in Table E.2 along with their oscillator strengths
f, which characterize the linear absorption response of the system in the far field.
The transition densities of selected states are used to simulate the correspond-
ing photon maps. The transition densities were generated employing Multiwfn
software (grid spacing 0.2 Bohr; plot with isosurface value set to 0.0001 e/Bohr3)
[194].

E.8 Calculations on single molecule and aggre-
gates

For the neutral molecule, the first excited state is represented by the
HOMO→LUMO transition, with an energy value 2.50 eV at the full TD-DFT
level in excellent agreement with previously reported experimental data at 2.45 eV
[94]. The anion displays two low-lying excited states close in energy, with emis-
sions at 1.62 and 1.80 eV, respectively. These values are slightly overestimated
compared to the experimental emission (at 1.332 eV and 1.493 eV), consistently
with that of the neutral excited state predicted at 2.79 eV when employing the
TDA approximation. The corresponding transition dipole moments are oriented
along the long and short molecular axes, respectively (see Figs. 7.1 and E.3).
The calculation locates the triplet to singlet emission to lower energies, around
1.18 eV, also in agreement with the previous work [94]. The aggregate exci-
ton states computed with TD-DFT are linear combinations of single excitations
involving orbitals delocalized on the whole system. In these PTCDA systems,
the aggregate orbitals result from linear combinations of the molecular anionic
orbitals localized on each molecular unit. Thus, for each aggregate orbital, by
a simple visual inspection, the dominant contributions to the combinations of
molecular anionic orbitals can be identified. On the basis of this simple analysis
it is possible to relate the calculated aggregate excitonic states (along with their
corresponding transition densities) to the excitations localized on each molecu-
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lar unit (longitudinal and transversal modes), whose interaction generates the
excitonic states. The lookup tables and corresponding orbital energy schemes
are summarized in Tables S3–S8 and Figs. S8–S13 in ref. [215]. We denote the
molecular units in the aggregates with letters (a–d, see Table E.2). The notation
of the aggregate orbitals is chosen to reflect the base monomer orbital (H, L,
H+1, L+1, etc.), the sign of the orbital linear combination (sign present in the
upper index), and localization/delocalization on particular molecular units (a–d
in upper indices). The spin branches are marked as α and β.

Charge
state transition absorption

E/eV (f)
absorption

wave function c
emission
E/eV (f)

neutral S0 ↔ S1
a 2.91 (0.737) 0.98 (H→L) 2.50 (0.716)

S0 ↔ T1
b 1.77 (0) 0.90 (H→L) 1.18 (0)

anionb D−
0 ↔ D−

1 1.84 (0.020) 0.66 (H→L) + 0.30 (L→L+1) 1.62 (0.162)
D−

0 ↔ D−
2 2.08 (0.072) 0.92 (L→L+2) 1.80 (0.076)

a Calculation with TD-ωB97XD/6-31G*. b Calculation with TDA-ωB97XD/6-31G*.
c Molecular orbital naming refers to the order in the neutral molecule (see Fig. 7.1).

Table E.1: Computed emission energies (E), oscillator strengths (f) and wave func-
tions composition (wf), including the most relevant coefficients and orbitals involved in
the dominant excitations) for the isolated PTCDA molecule.

charge
(S) e-

Relative
E (eV)

charge localization Scheme
mol.a mol.b mol.c mol.d

monomer -1
(1/2) -2.65 - - - -

dimer
parallel

-2
(1 or 0) -3.63 -1.00 -1.00 - - a b

dimer
perp.

-2
(1 or 0) -3.64 -0.97 -1.03 - - a b

trimer
-2

(1 or 0) -4.67 -0.97 -0.06 -0.97 -

-3
(3/2 or 1/2) -4.09 -0.97 -1.06 -0.97 - a b c

tetramer
-3 (3/2) -3.95 -0.75 -0.75 -0.75 -0.75
-3 (1/2) -3.98 -0.50 -1.00 -0.50 -1.00

-2 (1 or 0) -4.01 -0.01 -0.99 -0.01 -0.99

Table E.2: Total charge and spin of each system, absolute energy difference with
respect to the neutral ground state, and amount of charge localized on each molecule
of the aggregate (labeled according to the scheme in the last column), computed at the
ωB97XD/6-31G* level of theory.
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Figure E.7: (a) Energy level scheme of the PTCDA neutral and anion monomer
excited states (see Table E.1). (b) Energy level scheme of PTCDA dimer excitonic
states (parallel dimer on the left and perpendicular dimer on the right, see also Tables
S3 and S4 in [215]): their relation with respect to the monomer states in terms of
energies and wave functions (represented by the transition dipole moment arrow) and
relation to the experimental spectra (Figs. 7.1, 7.2, 7.3). For the parallel dimer (left),
the comparison with the computed far-field spectrum is highlighted. (c) Energy level
scheme of PTCDA trimer excitonic states, for total charge -2 (left) and -3 (right) (see
Tables S3 and S4 in [215]) and their relation with the composing monomer states and
with the experimental spectra (Figs. 7.1, 7.2, 7.3).
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F. Supplementary information for
chapter 8

Figure F.1: Transition densities and transition dipole moments (white arrow) of the
first two excited states of H2Pc neutral (S1 and S2 states) and cation (D1 and D2
states), see Table F.1. Calculations TD(TDA)-ωB97XD/6-31G*. Isosurface 0.002 au.

n.state(sym) Exc/eV (osc.) band a exp.
H2Pc neutral S1 (B1u) 1.89 (0.472) Qx 1.80

S2 (B2u) 2.04 (0.542) Qy 1.93
H2Pc+ cation D1 (B2u) 1.50 (0.241) Q+

y 1.39
D2 (B1u) 1.71 (0.172) Q+

x -
ZnPc neutral S1 1.92 (0.510) Q 1.89
ZnPc+ cation D1 1.63 (0.205) Q+ 1.52
MgPc neutral S1 1.88 (0.502) Q 1.89
MgPc+ cation D1 1.59 (0.205) Q+ 1.51
a For H2Pc, x-axis oriented along N-H . . . . H-N direction, see Fig. F.1

Table F.1: Calculations TD- (TDA-)ωB97XD/6-31G* of H2Pc, ZnPc, MgPc neutral
(cation): state number (with symmetry label), emission energy, oscillator strengths
and band assignment. Comparison with experimental excitation energies taken from
the spectra of Fig. F.2.

143



Figure F.2: a-c Raw overview STM-EL spectra of the ZnPc, MgPc and H2Pc at -2.8
V, 100 pA, showing the neutral (Q, Qx, Qy) and cation (Q+, Q+

y ) emission fingerprints
plotted with blue solid lines. Grey-filled spectra on the background of each panel
are the responses of the nanocavities measured on a clean Ag(111) surface at 2.5 V,
1 nA. d-f Raw spectra measured at the same bias and tunnelling current with 400
µeV resolution on the ZnPc, MgPc and H2Pc cations, respectively, evidencing the fine
structure present in the first two cases. The scale is given relative to the peaks within
the spectral manifold, which manifest lower intensity with respect to their neighbours.
The reference energies E00 are set to the assumed zero phonon lines in each spectrum.

Figure F.3: High-resolution STM-EL spectra measured at the lobe position corre-
sponding to the neutral Q peak of ZnPc in a and MgPc molecule in b on 3 ML NaCl.
Acquisition parameters: energy resolution 600 µeV, a) US = −2.8 V , t = 60 s , I = 133
pA, b) US = −2.8 V, t = 60 s, I = 100 pA. The estimated FWHM is 13 meV in a and
20 meV in b.
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Figure F.4: Experimental (black dotted, US = −2.9 V, t = 180 s , I = 20 pA)
and simulated (solid blue line) STM-EL fine spectrum of Q+ peak of chirally adsorbed
step-edge stabilized MgPc+ on 4 ML NaCl/Au(111) (see inset image). The Franck-
Condon factors are calculated including the modified exponential distribution and are
colour-coded according to the vibration quantum number difference between the initial
and final state, i.e. m − n (red – negative, blue – positive, grey – null). The energies
E00 obtained through the fitting are set as the reference in each spectrum. Parameters
of the simulated spectrum: k0 = 1.60 meV/(◦)2, k1 = 1.86 meV/(◦)2 ,∆ϕ0 = 0.685◦,
Teff = 63 K, A = 0.68, γ = 0.65 meV, E00 = 1.5144 eV.

cation neutral
k0 (meV/(◦)2) k1 (meV/(◦)2) ∆ϕ0 (◦) k0 (meV/(◦)2) k1 (meV/(◦)2) ∆ϕ0 (◦)

ZnPc 1.769 1.904 0.31 1.459 1.527 0.42
MgPc 1.747 1.880 0.28 1.461 1.535 0.41
H2Pc 1.569 1.634 0.00 1.633 1.675 0.00

Table F.2: Parameters of parabolic fitting of total energies computed by TDDFT
(see also Fig. 8.2 and Fig. F.6).
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Figure F.5: Typology of simulated STM-EL spectra for varying values of ex-
cited/ground state equilibrium angle ∆ϕ0, potential stiffness ratio k1/k0 and reduction
factor A = 1 in a) and A = 0.5 in b) (using T = 70 K, γ = 0.83 meV, k1 = 1.83 meV/(◦)2

and J = 113mpnm2). In the limiting case of ϕ0 = 0 and k1/k0 = 1, the spectrum con-
sists of a single peak resulting from the sum of all m = n transitions. Increasing
∆ϕ0 > 0 leads to significant overlap among different initial and final librational states
(m − n ̸= 0) and consequent appearance of the red- and blue-shifted peak progressions.
The ratio k1/k0 ̸= 1 affects the asymmetry of the spectral envelope around E00 and
the energy spacings among the peaks. For k1/k0 > 1, the interpeak energy difference
in the red-shifted branch becomes smaller compared to the blue-shifted branch of the
spectrum.
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Figure F.6: ZnPc, b MgPc and b H2Pc total energy (relative to the energy of the min-
ima E0min) as a function of rotation by angle ϕ for the ground and excited states. The
computed energy is plotted with crosses and the corresponding parabolic fits around
the local minima with solid lines. The insets show the schematic models of the respec-
tive ground state cations in their equilibrium positions. d Detailed comparison of the
potential well minima of the three cationic chromophores (computed as a difference
with the energy of their respective minima E0min or E1min) as a function of the shift
in the equilibrium angle positions ∆ϕ0 between the ground and excited states. MgPc+

and H2Pc+ ground and excited state are vertically offset by increments of 1 meV for
clarity. Note the zero ∆ϕ0 for H2Pc+, imposed by the symmetry of the system. Fitting
parameters are summarized in Table F.2.
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19(6):3597–3602, 2019.

[119] Koen Lauwaet, Koen Schouteden, Ewald Janssens, Chris Van Haesendonck,
and Peter Lievens. Dependence of the nacl/au (111) interface state on
the thickness of the nacl layer. Journal of Physics: Condensed Matter,
24(47):475507, 2012.

[120] Katharina Kaiser, Leo Gross, and Fabian Schulz. A single-molecule chem-
ical reaction studied by high-resolution atomic force microscopy and scan-
ning tunneling microscopy induced light emission. ACS nano, 13(6):6947–
6954, 2019.

[121] Frédéric Rossel, Marina Pivetta, and Wolf-Dieter Schneider. Luminescence
experiments on supported molecules with the scanning tunneling micro-
scope. Surface Science Reports, 65(5):129–144, 2010.

[122] Joonhee Lee, Kevin T Crampton, Nicholas Tallarida, and V Apkarian. Vi-
sualizing vibrational normal modes of a single molecule with atomically
confined light. Nature, 568(7750):78–82, 2019.

[123] Christoph Große, Olle Gunnarsson, Pablo Merino, Klaus Kuhnke, and
Klaus Kern. Nanoscale imaging of charge carrier and exciton trapping
at structural defects in organic semiconductors. Nano Letters, 16(3):2084–
2089, 2016.

[124] Christoph Große, Pablo Merino, Anna Roslawska, Olle Gunnarsson, Klaus
Kuhnke, and Klaus Kern. Submolecular electroluminescence mapping of
organic semiconductors. ACS nano, 11(2):1230–1237, 2017.

[125] Gong Chen, Yang Luo, Hongying Gao, Jun Jiang, Yunjie Yu, Li Zhang,
Yang Zhang, Xiaoguang Li, Zhenyu Zhang, and Zhenchao Dong. Spin-
triplet-mediated up-conversion and crossover behavior in single-molecule
electroluminescence. Physical Review Letters, 122(17):177401, 2019.

[126] Leo Gross, Bruno Schuler, Niko Pavliček, Shadi Fatayer, Zsolt Majzik, Niko-
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Schull, Stéphane Berciaud, and Eric Le Moal. Scanning tunneling
microscope-induced excitonic luminescence of a two-dimensional semicon-
ductor. Physical Review Letters, 123(2):027402, 2019.

[222] C Toninelli, I Gerhardt, AS Clark, A Reserbat-Plantey, Stephan Götzinger,
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IBM International Business Machines Corporation
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optical setup, especially for publication No 6. Rodrigo Cezar de Campos Ferreira
Contributed to the measurements and data analysis in publications No 1 and 2.
Pablo Merino helped to conceive some of the experiments and contributed to the
data interpretation and writing of all manuscripts. Other people who contributed
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