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Abstract 

 

AI-powered video surveillance is a heated issue in the European Union which 

has given rise to a very polarised debate. On the one hand, proponents advocate 

for its ability to make cities safer and better protect people. On the other hand, 

opponents are concerned about the technology’s threat to fundamental rights 

and individual freedoms, such as the right to privacy or fear of the risk of 

discrimination. European institutions have started attempts at regulating the 

technology but have so far been struggling with the development of a broad 

regulation that accounts for the diversity of applications found in AI-powered 

video surveillance, protects citizens, and encourages innovation at the same time. 

This dissertation therefore investigates how to implement responsible use of AI-

powered video surveillance for predictive policing purposes. To do so, the 

analysis is divided into two parts which correspond to the two main branches of 

application of AI-powered video surveillance: object-centred and person-

centred AI-powered video surveillance. It first uses securitisation theory to 

situate the debate. Next, it uses Document Analysis and coding to analyse the 

qualitative data. The qualitative data encompasses policy and technical 

documents to allow for a nuanced approach to the issue that accounts for the 

actual capabilities and limitations of the technology. For each of these case 

studies, the author looks at the opportunities and challenges of the application 

of the technology. Opportunities include technical capabilities as well as 

positive implications to better protect citizens. Challenges include technical 

limitations as well as negative implications for human rights. Understanding the 

opportunities and challenges of AI-powered video surveillance is a necessary 

step toward the development of adequate and proportionate regulation. They are 

also used to develop a roadmap for responsible use of AI-powered video 

surveillance.  

Finally, this dissertation argues for the need to challenge the wider system in 

which AI-powered video surveillance is embedded to implement responsible 



8 
 

use of the technology. It claims that the debate should also look beyond the 

technology itself and question current crime prevention and predictive policing 

practices. The latter is focused on the notion of pre-crime, the belief that law 

enforcement should work towards the reduction and elimination of crime rather 

than responding and investigating it. Such an approach is characteristic of the 

risk society in which we live, a model of society obsessed with the control of 

risk rather than of harm. Thus, current crime prevention practices are embedded 

in policing practices, sometimes to the detriment of more sustainable and long-

term solutions based on broader socio-economic policies. The responsible 

development of the technology cannot be done without considering alternative 

options that may be more appropriate. 
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Chapter 1: Introduction 

 

The use of AI-powered video surveillance for predictive policing by law 

enforcement agencies is a particularly heated issue in the European Union (EU) 

at the moment. AI-powered video surveillance refers to the integration of 

artificial intelligence (AI), and more precisely machine learning (ML) 

algorithms in video surveillance camera systems. Algorithms process large 

amounts of visual data through pattern recognition to detect and track entities 

and flag abnormal events to law enforcement. It allows law enforcement 

agencies to predict crimes, to allow officers to act pre-emptively and improve 

crime prevention.  

The first part of this introduction gives a brief overview of the history of AI-

powered video surveillance to better understand the context and policing 

practices in which it emerged. Then, it highlights the current debate surrounding 

the use of the technology and defines the current position of the EU on the matter. 

Next, it details the research question and initial assumption of the research. 

Finally, it outlines the different chapters of this research that allow to tackle the 

issue.  

AI-powered video surveillance is a product of the wider proliferation of 

surveillance and innovation in technologies, supported by the rise of data 

analytics. 

The Second World War triggered the development of domestic mass 

surveillance, which continued to slowly develop during the Cold War and has 

grown exponentially since the fall of the Berlin Wall. From then on, Cold War 

military technologies were repurposed in the West for law enforcement uses, 

giving them extensive surveillance power (Milligan, 1999). This led to the 

emergence of the ‘surveillance society’. Surveillance societies are societies that 

partly operate through the large-scale collection and processing of information 

about individuals in their daily lives (Lyon, 1994). Furthermore, the changing 



10 
 

nature of the security threat environment has also contributed to the 

development of the surveillance society. In an increasingly globalised world, 

threats have become transnational and intrastate, such as organised crime and 

terrorism (McCahill, 2008). In particular, terrorism has led to the intensification 

of surveillance in the West (McCahill, 2008). The September 11, 2001 attacks 

in the United States (US) and subsequent terrorist attacks across the West have 

given rise to a war on terrorism1, which involved taking significant security 

measures to prevent terrorism (Milligan, 1999). The war on terror contributed 

to providing law enforcement agencies with extensive surveillance powers to 

monitor public spaces. As a result, surveillance in cities has gradually become 

a characteristic and a requirement of modern life, a kind of surveillance driven 

by a precautionary principle and a desire to control all risks (Delbecque, 2015).  

The increase in surveillance has also been supported by technological 

developments. The quality of cameras has improved and camera networks have 

proliferated drastically around the world over the last twenty years 

(Abdulghafoor and Abdullah, 2022). In addition, the rise of Big Data, the 

processing of large datasets by software, has revolutionised surveillance. In 

particular, AI, the ability of machines to perform human-like skills, and ML, a 

branch of AI that makes predictions and adapts to changing environments 

without being explicitly programmed to do so, have had a fundamental impact 

on surveillance in cities (Joshi, 2020).  The ability to process large amounts of 

data has given rise to predictive policing, a data-driven crime prevention 

practice that allows law enforcement to rely on algorithms to process large 

amounts of data through pattern recognition to better predict and prevent crime 

(Egbert and Leese, 2020). Predictive policing is part of a broader system of 

crime prevention that has moved towards the notion of pre-crime, the idea that 

law enforcement should focus on reducing and eliminating crime before it 

occurs, rather than reacting and investigating crimes after they have occurred 

 
1 Also known as ‘war on terror’. 
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(Asaro, 2019). This development is a direct result of the emergence of the ‘risk 

society’, a model of society obsessed with the control of risk rather than of harm, 

which has been promoting pre-emptive policing measures to combat crime since 

the late 20th century (Beck, 1986; Strikwerda, 2021). 

This revolution has also occurred in video surveillance, where ML 

algorithms were integrated into cameras to enable video analytics. Remote 

video surveillance is a traditionally time-consuming and human-error-prone 

activity that offers limited results for the prevention of crime. However, ML 

algorithms gave users the ability to process unprecedented amounts of visual 

data through pattern recognition to detect, recognise and track entities in real-

time and more efficiently. Video surveillance has thus moved from being a 

passive and reactive technology, whose main interest was to be used in post-

crime situations, towards becoming an active technology that can be used to 

prevent crime (Lindsey and Woolf, 2021). This ability to spot abnormal events 

through visual recognition has allowed video surveillance to become a tool of 

predictive policing.  

However, the use of AI-powered video surveillance for predictive 

policing has sparked a very heated and polarised debate within the EU. On the 

one hand, governments, and law enforcement agencies, largely supported by 

private security actors who develop these technologies, highlight the ability of 

AI-powered video surveillance to better predict and prevent crime to protect 

citizens. On the other hand, data rights and privacy advocates have called for a 

moratorium or ban on the technology, particularly facial recognition, due to 

concerns about the technology’s impacts on human rights, such as the threat to 

privacy and the risk of discrimination. 

Meanwhile, European institutions have started attempts at regulating the 

use of AI-powered video surveillance. Specifically, they have been working on 

the AI Act (2021), a legislation that proposes a risk-based approach to regulating 

AI more generally. As a result, live facial recognition could become prohibited. 
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However, the current draft does not provide adequate guidance, with clear 

procedures and safeguards, for the wider uses of AI in video surveillance, such 

as object-centred surveillance. The EU also fails at clearly stating its position, 

with the different institutions voicing different opinions on the matter. For 

example, the European Commission advocates a cautious use of facial 

recognition technology, while the European Data Protection Supervisor (EDPS) 

has called for a complete ban and the European Parliament promotes a 

moratorium (Ragazzi et al., 2021). At the same time, the European Parliament 

has also recently granted Europol, the EU law enforcement agency, extended 

powers to use AI for policing purposes (Bertuzzi, 2021).  

The technology offers promising possibilities to better fight crime and 

protect individuals, which by extension would also have a positive impact on 

human rights. However, it also poses significant challenges that, if left 

unaddressed, will undermine human rights and individual freedoms. This 

dissertation therefore explores how AI-powered video surveillance for 

predictive policing can be implemented responsibly, if at all.  

The initial assumption of the research is that responsible use could be achieved 

if the opportunities and challenges of the technology are better understood and 

considered by policymakers. A ban on the technology is not currently deemed 

a viable option, as it could prevent the possibility of innovation and 

improvement of the technology to match EU values. On the contrary, a ban 

could lead to the EU losing its normative power to other powers that continue 

to develop and deploy AI-powered video surveillance on a global scale and do 

not share the same human rights standards.  

To understand how to develop a responsible use of AI-powered video 

surveillance in the EU, this dissertation puts forward a realistic approach which 

considers the actual possibilities offered by the technology. It argues for the 

necessity to understand its technical capabilities and limitations to better 

understand its positive and negative implications. At present, European 
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policymakers are struggling to grasp the capabilities of the technology, although 

this should be the guiding principle for any regulatory development. The author 

therefore aims to provide a better understanding of some of the applications of 

AI in video surveillance, namely object-centred and person-centred AI-powered 

video surveillance, to provide a roadmap for responsible use of the technology 

by law enforcement for predictive policing. 

To investigate how AI-powered video surveillance can be implemented 

responsibly, this dissertation is divided into six chapters, of which this 

introduction is the first.  

In Chapter 2, the literature review first provides an overview of securitisation 

theory which is used as a starting point for the analysis in order to understand 

the debate surrounding the use of AI-powered video surveillance. The second 

part of the literature review looks at the wider practices of crime prevention and 

predictive policing, in which AI-powered video surveillance is embedded. 

Finally, it examines the literature on the opportunities and challenges of 

predictive policing and ML models in the context of AI-powered video 

surveillance, to lay the groundwork for a nuanced approach that considers the 

capabilities and limitations of the technologies for a better understanding of the 

implications of the technology.  

In Chapter 3, the research design and methodology chapter explain and justify 

the research methods chosen. The selected case studies are the two main 

branches of AI-powered video surveillance: object-centred and person-centred 

AI-powered video surveillance. The analysis relies on securitisation theory as a 

starting point to situate the public debate. Then, Document Analysis and coding 

are used to analyse the data, which originate from policy and technical 

documents to allow for a nuanced approach. The author uses an inductive 

approach to establish the opportunities and challenges of each branch of 

application, which allows the establishment of a roadmap for responsible use of 

AI-powered video surveillance. 
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Chapter 4 provides the analysis of the data through object-centred and person-

centred AI-powered video surveillance. The case studies are constructed 

similarly, starting with a presentation of the data analysed. It then looks at the 

securitisation of the application in the public debate. Next, it explores the 

opportunities and challenges offered by the technology, considering its technical 

capabilities and limitations, and its positive and negative implications.   

Chapter 5 presents a discussion of the main findings. Firstly, it sets out a 

roadmap for the responsible use of AI-powered video surveillance. Secondly, it 

challenges the current system in which AI-powered video surveillance is 

embedded, arguing that responsible use of the technology also involves 

questioning current practices of crime prevention and predictive policing.  

Finally, Chapter 6 presents the conclusion of this research.  
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Chapter 2: Literature Review 

 

The current debate around the use of AI-powered video surveillance is rooted 

in rhetoric. The first part of this literature review provides a brief overview of 

securitisation theory to show how proponents and opponents frame the issue and 

polarise the debate. 

As this dissertation argues that it is necessary to move beyond rhetoric, the 

second part of the literature review examines the wider policing practices in 

which AI-powered video surveillance is embedded. Indeed, much of the debate 

about the technology actually stems from the practice of predictive policing, of 

which AI-powered video surveillance is an application.  

Finally, the last part of the literature review focuses on the opportunities and 

challenges of predictive policing and ML models in the context of AI-powered 

video surveillance. This allows this dissertation to take a nuanced approach that 

considers the actual capabilities and limitations of the technology, in order to 

better regulate it. 

 

Securitising AI-powered video surveillance 

Much of the current debate on the use of AI-powered video surveillance stems 

from the securitisation of the technology in public discourse. A brief 

introduction to the theory of securitisation is therefore given, before identifying 

the different actors and objects of securitisation on both sides of the debate.  

Broadly conceived, securitisation refers to a process whereby actors, 

usually state actors, transform ordinary political issues into security issues 

enabling them to use extraordinary means in the name of security (Buzan et al., 

1998). Securitization theory was introduced by the Copenhagen School (CS), a 

school of thought that challenges traditional security studies by focusing on the 



16 
 

non-military aspects of security. CS emphasises speech act analysis to explain 

how securitisation works (Rychnovska, 2014). It argues that securitisation 

involves a securitising actor performing a securitising move through a speech 

act on a given audience, who must accept the move (Hanse et al., 2011; 

Bourbeau, 2015). Consequently, an issue does not need to be real to be 

securitised, instead, the discourse that frames it is more relevant (Balzacq, 2005). 

Here, securitisation is rooted in a logic of exception which turns a phenomenon 

into an existential threat that requires exceptional measures to be taken by 

security actors to be countered (Vultee, 2010; Bourbeau, 2015). 

Critics of CS challenge its over-focus on speech act, finding its approach 

objectivist, focused on static elements and restrictive for empirical research 

(Stritzel, 2007). Critics defend the importance of considering context to 

understand securitisation, which they find rooted in a logic of routine (Bourbeau 

2015). Here, an issue becomes securitised through routinised practices which 

go beyond speech act. Nevertheless, they also agree that an issue does not have 

to be real to be securitised. Accordingly, Stritzel (2007) argues that a securitised 

issue is the product of a negotiation between securitising agents and the 

securitised audience.  

In the case of AI-powered video surveillance, there are two distinct 

securitising actors and securitised objects to justify the adoption of two different 

sets of exceptional measures.  

On the one hand, the proponents of AI-powered video surveillance, embodied 

by law enforcement and governments, largely supported by the private 

companies that sell the technology (actors), securitise the threat environment 

(object) to justify the use of the technology (exceptional measure). Since the 

September 11 terrorist attacks in the US and the subsequent war on terror, the 

concept of ‘threat environment’ has been widely leveraged as a political tool to 

legitimate the enactment of exceptional measures to protect citizens (Romaniuk 

and Webb, 2015). In the context of AI-powered video surveillance, the ‘threat 

environment’ refers to the various threats of a criminal nature that can be found 



17 
 

in cities, from incivilities to theft, violence or assault, which justifies the actors’ 

desire to predict crime to better prevent it. 

On the other hand, opponents of AI-powered video surveillance, with data rights 

and privacy advocates, NGOs, and activists (actors), securitise the technology 

itself (object) to justify the need to ban it (exceptional measure). 

AI-powered video surveillance has therefore been securitised, although there is 

no academic literature on this specific issue at the time of writing this 

dissertation. The latter aims to go beyond the rhetoric, to understand the reality 

behind the framings proposed by the various actors in the debate and grasp what 

the technology can actually do. Thus, the following section provides a better 

understanding of the context in which the use of AI-powered video surveillance 

has emerged, namely crime prevention, and more specifically predictive 

policing. 

 

From crime prevention to predictive policing 

Crime prevention designates “[practices] shown to result in less crime than 

would occur without the practice” (Sherman et al., 1998, p.2). Crime prevention 

is conducted by actors beyond law enforcement, such as social workers, 

communities, and schools (Sherman et al., 1998). This literature review, 

however, focuses on crime prevention conducted by law enforcement. 

According to Egbert and Leese (2020), crime prevention is a long-standing 

practice, as the police have always sought to prevent criminality by examining 

patterns of crime occurrence to estimate potential future criminal trends, rather 

than investigating only the crimes that have been committed. However, the 

digital age has completely revolutionised crime prevention as digitisation allows 

for the continuous production of unprecedented amounts of data, nearly 

unlimited storage capacity and processing power, and new methods of 

extracting information from datasets (Egbert and Leese, 2020). Powerful IT 

systems in the 1990s allowed police officers to become “knowledge workers” 
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with “a managerial [role] supposed to assemble intelligence in order to 

administer threat” (Egbert and Leese, 2020, p.20). Data enabled the emergence 

of new capabilities in law enforcement, particularly concerning engagement and 

management of the future, with the idea that big data mining could provide new 

insights and improve crime prediction (Egbert and Leese, 2020). This 

development has been supported by two phenomena: the “scientification of 

police work” and the “turn toward digital futures”, with the growing desire to 

prevent adverse events before they occur (Egbert and Leese, 2020, p.21). First, 

the scientification of police work refers to the increasing use of advanced 

statistical models and academic theories in law enforcement work, supported by 

technological innovations and the growth of information and communication 

technology (ICT) (Egbert and Leese, 2020). Second, the turn to digital futures 

has seen a reorientation of crime processes toward future threats with the 

emergence of notions of ‘pre-crime’ (Asaro, 2019; Egbert and Leese, 2020). 

Strikwerda (2021) describes a shift from a post-crime to a pre-crime model, in 

which ordering practices are preventive, with law enforcement models moving 

from threat mitigation to threat anticipation. Crime fighting first took a 

‘preventive turn’ (Crawford and Evans, 2012, p.798) in the US in the 1970s and 

1980s, as the country faced a rise in criminality. It was politically motivated 

according to Egberts and Leese (2021), stemming from a political decision to 

bring crime levels down. This trend accelerated after the attacks of September 

11, 2001, with the advent of a ‘risk society’ obsessed with crime prevention and 

the control of risk rather than that of harm (Beck, 1986; Strikwerda, 2021).  

The practice of predictive policing emerged in this context, inscribed in 

larger trajectories of crime prevention strategies. Predictive policing is 

motivated by the same logic that explains why law enforcement agencies use 

technology: for practical reasons, with new capabilities and modes of action; for 

political and managerial reasons, as an opportunity to address shortcomings and 

failures in policing and increase efficiency; and to professionalise the police as 

an organisation (Egberts and Leese, 2021). Predictive policing came from a 
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desire to actively shape the future, but also from political and public pressure to 

lower crime levels as well as economic pressure of rendering police work more 

efficient and effective through a better allocation of resources (Egberts and 

Leese, 2021). Furthermore, predictive policing was supported by the rise of Big 

Data and the information society in the 2000s and the development and use of 

technical means for systematic data analysis by law enforcement (Egberts and 

Leese, 2021). ML models achieved to revolutionise the practice of predictive 

policing, enabling law enforcement users to process unprecedented amounts of 

data through pattern recognition and improve crime prediction and prevention 

(Kaufmann, Egbert and Leese, 2019).  

 

Defining predictive policing 

Predictive policing was coined in 2008 in the academic literature, referring to 

“data-driven, risk-oriented approaches to police operations” (Egberts and Leese, 

2021, p.27). It relies on large amounts of data and sophisticated algorithms and 

has been facilitated by a rapidly increasing storage capacity and computing 

power (Egbert and Leese, 2020). Broadly conceived, predictive policing simply 

refers to the ability of law enforcement agencies to predict crime using 

algorithms capable of processing large amounts of data through pattern 

recognition. In the academic literature, however, a clear definition of predictive 

policing is lacking, although the concept has been the subject of much research. 

Nonetheless, researchers agree on certain characteristics, described in the 

following paragraphs. 

The first characteristic of predictive policing is the desire to predict 

crime through pattern recognition in data analysis. Moses and Chan (2018) 

define predictive policing as a “term applied to a range of analytical tools and 

law enforcement practices” with a supposed ability to predict crime “combined 

with changes in law enforcement decision-making [...] based on these forecasts” 

(p.806). Analytical tools involve the use of algorithmic software to predict 
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where, when and by whom a crime will be committed (Moses and Chan, 2018). 

Such software can identify patterns that provide information about regular 

occurrences of crime in datasets that are otherwise difficult or impossible to 

detect by a human agent (Kaufmann, Egbert and Leese, 2019). The models 

provide spatial and temporal indications of the distribution of crime, which 

shape knowledge about “regular occurrences of crimes that lie hidden in 

datasets” (Kaufmann, Egbert and Leese, 2019, p.674). Predictive policing 

software is based on ML models, a branch of AI that is a method of automated 

data analysis that assumes that systems can learn from data, discover patterns 

and make predictions with little human interaction (Koza et al., 1996). ML is 

said to be ‘supervised’ when humans annotate the datasets and supervise how 

the system learns, ‘unsupervised’ when the system itself aggregates the data, or 

‘semi-supervised’ when only a portion of the data is labelled (Ragazzi et al., 

2021). ML models are built from training data, i.e. samples of data from the 

surrounding environment used to make predictions and decisions (El Naqa and 

Murphy, 2015). Algorithms thus enjoy ‘considerable authority’ (p.674) 

according to Kaufmann, Egbert and Leese (2019): they are designed and 

deployed for specific purposes of crime prediction, help to make sense of 

unintelligible datasets, and provide the “epistemic foundation for data-driven 

analyses” (p.674). More specifically, Meijer and Wessels (2019) describe 

predictive policing as the collection and analysis of past crime data to identify 

and make statistical predictions about ‘at-risk’ individuals and locations with a 

higher likelihood of criminal activity to implement police strategies and 

techniques to prevent crime. 

The second key characteristic is the belief and desire that crimes can be 

prevented based on the predictions through the adoption of policing strategies 

and tactics. Meijer and Wessels (2019) explain that predictive policing is based 

on the idea that policing can be ‘pre-emptive’ (p.1033), the notion that law 

enforcement officials can act before criminal activity occurs. Similarly, Uchida 

(2009) and Norton (2013) claim that predictive policing assumes that crime can 
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be predicted using data analytics, while Egbert and Leese (2021) argue that it 

offers estimates of possible futures as a basis for developing adaptable 

operational policing measures. Moses and Chan (2018) argue that law 

enforcement may prevent crime by adopting a proactive response and basing its 

decision-making on algorithmic predictions, with the adoption of preventive 

strategies such as the deployment of police personnel. Thus, for Leese (2021), 

predictive policing “[reinforces] the trend towards future-oriented knowledge 

and action” in the security field (p.151), while Perry et al. (2013) describe 

predictive policing as a cycle of activities and decision points that includes data 

gathering, analysis, police actions, criminal reaction, and return to data 

collecting. 

Nevertheless, even if scholars agree on key features, Egbert and Leese (2021) 

argue that predictive policing cannot be considered a unique phenomenon. 

Although Egbert and Leese (2021) agree on the general idea that predictive 

policing involves the use of algorithms to detect patterns in large datasets to 

predict and prevent crime, they explain that several models, processes, 

algorithms and software applications exist to perform predictive policing. The 

applications of predictive policing depend greatly on the desired outcome, such 

as the type of crimes targeted ranging from burglary to gang violence (Egbert 

and Leese, 2020). However, predictive policing is not limited to predicting the 

crime itself, it can also be applied to predicting potential victims. Perry et al. 

(2013) divide predictive policing methods into four categories (p.8):   

• “Methods for predicting crimes”, forecasting places and times where 

crime is likely to occur 

• “Methods for predicting offenders”, identifying individuals at risk of 

committing a crime in the future  

• “Methods for predicting perpetrators’ identities”, creating profiles that 

match likely offenders with specific past crimes  
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• “Methods for predicting victims of crimes”, identifying groups likely to 

become victims. 

Traditionally, predictive policing can be either person-based or place-based. 

Person-based predictive policing seeks to identify ‘at-risk’ individuals, such as 

potential perpetrators or victims and can include risk-profiling or social network 

approaches (Asaro, 2019; Egbert and Leese, 2020). The former aims at 

identifying who is likely to become a perpetrator or a victim, while the latter 

assesses risk according to the social contacts of an individual. Meanwhile, 

place-based predictive policing aims at identifying ‘at-risk’ geographical areas 

where crime is likely to occur (Asaro, 2019; Egbert and Leese, 2020).  

This brings to a final important element of predictive policing 

concerning the data itself and the means and tools to collect it. First, scholars 

agree that a large amount of data is needed for predictive policing. Meijer and 

Wessels (2019) emphasise “the usage of a broad variety of sorts of data” to 

conduct predictive policing, while Leese (2021) argues that predictive policing 

actually “[thrives] on the availability of data” (p.151). Kaufmann, Egbert and 

Leese (2019) explain that the belief that large amounts of data are sufficient to 

better predict the world is embedded in broader narratives of Big Data and data 

mining.  

As there are many ways to conduct predictive policing, the type of data input 

into algorithms depends on the goal that law enforcement wants to achieve. 

Most academic literature emphasises the use of historical and criminal data as 

the main data sources for predictive policing, but predictive policing can exploit 

other types of data depending on the targeted crime to be tackled, such as social 

media, mortgage defaults, traffic, etc. (Moses and Chan, 2018; Meijer and 

Wessels, 2019; Egbert and Leese, 2020). Law enforcement agencies often work 

with data generated by themselves or from secondary sources such as public 

administrations or commercial data purchased from private companies 

(Kaufmann, Egbert and Leese, 2019).   
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Similarly, the predictive policing tools and techniques used also depend on the 

desired outcome for law enforcement. These tools range from risk assessment 

algorithms to social media monitoring and video surveillance, again offering a 

variety of data sources that can be combined for increased performance (Moses 

and Chan, 2018). In that, Egbert and Leese (2021) conceive predictive policing 

as a scientific method that mobilises criminal theories and empirical knowledge 

about crime.  

Therefore, there are many ways to practice predictive policing. Visual data is 

one of many different data sources that can be used to develop predictive 

policing software, with computer programs that allow real-time video analysis 

to better predict and prevent crime using pattern recognition to analyse visual 

data. However, in the academic literature, AI-powered video surveillance is 

largely ignored in the field of predictive policing. This dissertation therefore 

adopts a broad understanding of predictive policing: the use of a large amount 

of any type of data to find patterns to better predict and prevent crime. It 

considers AI-powered video surveillance and its different applications, such as 

object recognition or facial recognition, as one way of doing predictive policing 

since it processes large amounts of visual data to predict and identify threats. 

ML models have revolutionised video surveillance to become a proactive 

technology, thereby suitable for predictive policing purposes. Video 

surveillance was originally reactive, focused on understanding crime after it had 

occurred rather than preventing it. Although law enforcement officers 

continuously watched videotapes to identify abnormal and suspicious activity, 

the ability to prevent crime using video surveillance was rather limited as this 

effort is time-consuming, detail-oriented, prone to human fatigue and bias. The 

use of ML models now allows to monitor a given scene in real-time and take 

proactive action to prevent crime.  
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Opportunities and challenges in predictive policing software used for 

video surveillance 

This next part of the literature review focuses on the challenges and 

opportunities posed by predictive policing software which apply to AI-powered 

video surveillance to lay the bases of the analysis.  

 

Opportunities 

Predictive policing aims to provide law enforcement with situational awareness 

to respond more quickly and effectively to criminal activity, better allocate 

resources and increase efficiency. This section examines the opportunities of 

predictive policing, specifically as applied to AI-powered video surveillance. 

Proponents of predictive policing point to its ability to reduce crime and 

improve safety in cities, as Mohler et al. (2015) and Ariel (2019) note in their 

work. Proponents argue that predictive policing allows for a better allocation of 

resources (Schlehahn et al., 2015; Meijer and Wessels, 2019).  Indeed, it allows 

the processing of unprecedented amounts of data and provides information that 

would be humanly impossible to obtain (Kaufmann, Egbert and Leese, 2019). 

By automating police work, predictive policing relieves officers of the burden 

of analysis and allows them to focus on other tasks, based on accurate 

information provided by the software (Leese, 2021). This allows for a more 

targeted deployment of law enforcement resources in time and place and makes 

predictive policing a more effective and efficient policing method (Meijer and 

Wessels, 2019). According to Raajmakers (2019) and Jenkins and Purves (2020), 

the use of AI in predictive policing makes law enforcement work faster and 

more cost-effective. These cost-efficiency arguments apply to AI-powered 

video surveillance since the data compiled by the video analysis makes it 

possible to better identify places and individuals at risk (Barroca, 2021; Kwet, 

2020). Video surveillance is a difficult task for human agents, as their ability to 

monitor a given space in real-time while analysing and reacting to threats, is 
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extremely limited. AI-powered video surveillance therefore allows for real-time, 

faster analysis that enables law enforcement to react more quickly. It turns video 

surveillance into a proactive technology able to prevent crime rather than a 

reactive technology only used to analyse a crime scene after a crime already 

occurred (Lindsey and Woolf, 2021).  

Furthermore, proponents of predictive policing argue that algorithms are 

less prone to error than humans. They argue that humans are likely to make 

many mistakes, either because they are distracted, tired or because of a lack of 

skill (Egbert and Leese, 2020). According to these proponents, this is not the 

case with algorithms, which they argue are more accurate than humans due to 

their data-driven nature (Browning and Arrigo, 2020). Specifically with video 

surveillance, Lindsey and Woolf (2021) argue that AI can create intelligent 

systems that can better focus on specific security objectives by removing noise 

in the environment, widening the field of view and increasing flexibility. They 

also claim that AI-powered systems significantly reduce the number of false 

positives, making their analysis more accurate and reliable than humans’. 

Finally, proponents of predictive policing argue that algorithms are less 

biased than humans. They claim that just as humans are inherently biased, so 

too are law enforcement analyses. Human cognitive biases would influence 

decision-making and systematically lead to biased results. In contrast, 

algorithms would be unbiased, neutral and impartial, offering opportunities to 

overcome human bias and provide more equitable results (Egbert and Leese, 

2020). This argument can also be found in the academic literature in favour of 

AI-powered video surveillance, notably by proponents of facial recognition who 

consider that algorithms can overcome human racial bias, although this view is 

also widely disputed. 

Predictive policing is said to be more cost-effective, more accurate and more 

reliable and therefore superior to error-prone human analysis. This argument is 

part of a broader narrative that invokes science as the sacrosanct solution and 
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believes in a kind of ‘technological solutionism’, the belief that technology can 

solve all problems (Bigo, 2020). However, the actual effectiveness of predictive 

policing in reducing crime remains to be confirmed, with Meijer and Wessels 

(2019) highlighting a lack of empirical evidence. It is true, for instance, that AI-

powered video surveillance has promising applications for the recognition of 

visual data, such as the recognition of objects, license plates, faces, events, 

abnormal behaviour and even emotions, among others (Kwet, 2020). However, 

the practice of predictive policing and the applications of AI-powered video 

surveillance have been subject to multiple criticisms in the academic literature, 

explained in the next section. 

 

Challenges 

Critics of predictive policing argue that it is based on false assumptions derived 

from a lack of understanding of what software can actually do. Many of these 

limitations have to do with that of ML models used in predictive policing 

software. The next paragraph provides a literature review on the intrinsic issues 

of predictive policing software and ML models, with the perspective of AI-

powered video surveillance. 

Critics first argue that predictive policing does not address the root 

causes of crime, but only its symptoms. Moses and Chan (2018) explain that 

predictive policing assumes that the future will be the same as the past, and 

Egbert and Leese (2021) point out that the practice relies on historical data rather 

than live data, allowing only a retrospective analysis of criminal behaviour. 

They further argue that it is a reactionary technology designed to identify 

correlations, an argument shared by Meijer and Wessels (2019) who consider 

this focus excessive. The latter also highlights a lack of empirical evidence to 

assess predictive policing technologies’ ability to reduce crime effectively 

(Meijer and Wessels, 2019). These criticisms are highly relevant to AI-powered 
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video surveillance, as this technology does not address the root causes of crime, 

but rather offers a short-term solution to prevent imminent crime. 

The second set of criticisms concerns the data itself. Predictive policing 

algorithms are supposed to provide an accurate representation of reality by 

searching for patterns of crime in large datasets, yet this is not the case (Moses 

and Chan, 2018). Data is subject to errors: it may be incomplete, wrongly 

entered or overlooked (Leese, 2020; Egbert and Leese, 2020). Crime data are 

particularly known to be partial and unreliable and change throughout 

investigations, requiring frequent updates that are not always made (Leese, 

2020). Thus, data is a partial representation of reality and reflects the 

observations of an individual working for a particular purpose and in a particular 

context (Leese, 2020). ML models remove this context and offer a skewed 

version of reality (Meijer and Wessels, 2019).  

Data is also subject to selection bias and is inherently inaccurate and biased 

(Browning and Arrigo, 2020; Leese, 2020). Policing is a historically biased 

practice and police data is subject to geographical, political and social biases 

(Schlehahn et al., 2015; Browning and Arrigo, 2020). Historical crime data is 

particularly prone to selection bias, as some of the data collected comes from 

periods when police practices were discriminatory.  For example, there is an 

overrepresentation of ‘street crime’, such as robberies or drug dealing, in 

comparison to ‘white-collar crime’, such as corporate fraud or embezzlement.  

Some criminal data, such as domestic abuse, even goes unreported and is 

undetected in datasets, creating data gaps which further distort reality (Egbert 

and Leese, 2020; Buil-Gil et al., 2021). This creates a criminal type that does 

not fit the reality and leads neighbourhoods associated with street crime to be 

overrepresented in datasets and over-policed with increased police patrols and 

identity checks (Access Now, 2018; Asaro, 2019; European Union Agency for 

Fundamental Rights, 2020).  

Data errors lead to biases in predictions and misjudgements in law enforcement 

decision-making, which reinforces prejudice and stigmatisation of some 
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communities. It leads to their over-policing, promotes discriminatory policing 

practices and exacerbates inequalities. However, Meijer and Wessels (2019) 

point to the lack of empirical evidence to assess the risk of increased 

discrimination, while Yen and Hung (2021) argue that it is ridiculous to expect 

algorithms to correct prejudices that society itself constantly reproduces. For 

them, the fault lies with the system in which the algorithms operate rather than 

with the algorithms themselves. In that, according to Egbert and Leese (2020), 

predictive policing algorithms may not be the ones producing bias but surely 

reproduce and perpetuate it.  

The ability of the algorithms themselves to correct these biases is also 

disputed. Sandhu and Fussey (2021) question the ability of ML models used for 

predictive policing to eliminate bias and subjective error. Predictive policing 

software only do what they are taught to do and perceive the world through the 

data they are fed, hereby limiting their ability to correct bias (Kaufmann, Egbert 

and Leese, 2019; Egbert and Leese, 2020). Such an issue is prominent with AI-

powered video surveillance. For example, Garvie and Frankle (2016) explain 

that facial recognition is significantly less accurate for people of colour and 

women than for white men, because training datasets feature white men 

predominantly. Algorithms reproduce biases in datasets, they are not neutral 

according to critics of predictive policing. Many argue that this problem also 

stems from an inability to find a universal definition and evaluation of the 

concept of fairness in the ML community which makes it difficult to develop 

adequate standards (Sylvester and Raff, 2018; Green and Hu, 2018).  

Modelling allows for a simplification of reality, which reduces 

complexity but can lead to errors due to technical challenges inherent in ML 

models. Some prominent ones for AI-powered video surveillance are 

generalisation and classification issues. Generalisation refers to the ability of a 

model to adapt and process new data adequately to generate an accurate 

prediction (Mohri and Talwalkar, 2018). ML models struggle to adapt to new 
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and previously unseen data, especially if the data has undergone a distribution 

shift, i.e. the input data is different in the live environment from what it was in 

the training environment (Mohri and Talwalkar, 2018).  Shifts in distributions 

in unpredictable environments therefore lead to errors (Mohri and Talwalkar, 

2018). These include classification errors. Classification is a model’s ability to 

classify new observations into categories based on its training data (Kotsiantis, 

2007). It is a prominent issue in AI-powered video surveillance, as visual data 

is particularly shifting and unstable. This makes the deployment of ML models 

for visual recognition particularly challenging, as the above example of facial 

recognition difficulties due to the predominance of white males in training 

datasets shows. 

Moreover, predictive policing algorithms raise important concerns 

around transparency and accountability. They rely on opaque and complex ML 

models that have been described as ‘black boxes’, as experts themselves cannot 

always explain how they work and formulate decisions (Meijer and Wessels, 

2019; Couchman, 2019; Egbert and Leese, 2020). Additionally, the software is 

usually owned by private companies that are not required to disclose their codes, 

which further hinders transparency (Busuioc, 2021; Egbert and Leese, 2020). 

The lack of transparency makes access to information difficult, prevents the 

auditing of algorithms and leads to a lack of explicability, which is crucial for 

law enforcement to legitimise their actions and be held accountable (Asaro, 

2019; Meijer and Wessels, 2019; Busuioc, 2021). Indeed, according to Busuioc 

(2021), more than transparency, law enforcement decisions must be explicable 

and verifiable to achieve accountability. Yen and Hung (2021) also support this 

argument and state that it is more important to understand why the algorithm is 

used and whether it serves its purpose, rather than how it exactly works to 

achieve transparency in explanation. Finally, this lack of transparency and 

accountability hampers trust between citizens and their government and 

undermines fundamental rights such as the right to privacy (Meijer and Wessels, 

2019). Thus, according to Egbert and Leese (2020), predictive policing creates 



30 
 

a culture of suspicion and fosters a culture of mass surveillance while Amodei 

et al. (2016) stress the importance of protecting sensitive data used in ML 

models. These challenges are particularly tangible with AI-powered video 

surveillance due to the direct exposure to the camera and the sensitivity of visual 

data, such as biometric data. 

The last criticism relates to surveillance avoidance, a major challenge of AI-

powered video surveillance. Surveillance avoidance refers to the ability to avoid 

being monitored, as seen in the Hong Kong protests, where protesters avoided 

facial recognition tools by hiding their faces (Mahtani and Hassan, 2019), or in 

the Black Lives Matter protests (Doffman, 2020), where protesters turned off 

their phones to prevent law enforcement from accessing their location data. 

Indeed, even if law enforcement was able to develop an ethical and bulletproof 

video surveillance system, the issue of video surveillance would still arise. At a 

more technical level, surveillance avoidance is a robustness issue. In the field 

of ML, robustness refers to the ability of a model to deal with erroneous inputs 

so as not to be fooled during execution (Fernandez et al., 2005). ML models are 

developed in benign environments during the training and evaluation phases of 

the algorithms (Goodfellow et al., 2018). Benign environments are 

environments in which there are no adversaries, which can be defined as 

misleading inputs that aim to deceive the ML models, for example to deceive 

the classifiers (Kurakin et al., 2017). When ML models are deployed in non-

benign environments, they may encounter adversaries (Goodfellow et al., 2018). 

As mentioned earlier in this literature review, ML models do what they are 

trained and tested to do, and they struggle to adapt to novel data in unpredictable 

situations. Surveillance avoidance therefore exploits this vulnerability of ML 

models and undermines the utility of using AI-powered video surveillance in 

the first place as it can be fooled. However, this issue remains largely ignored 

in the academic literature, especially when discussing visual recognition 

applications other than facial recognition.   
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Conclusion 

This literature review provides an overview of the main considerations for 

regulating the use of AI-powered video surveillance. It shows that the current 

public debate is rooted in rhetoric, with both sides engaging in a securitisation 

process to justify the enactment of exceptional measures. It further demonstrates 

that much of the debate stems from issues with wider crime prevention practices, 

in particular predictive policing. The literature review lays the groundwork for 

understanding the current state of opportunities and challenges for predictive 

policing in relation to AI-powered video surveillance. These opportunities and 

challenges are analysed in Chapter 4 to develop a roadmap for responsible use 

of AI-powered video surveillance in Chapter 5.  
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Chapter 3: Research Design and Methodology 

 

This chapter details the research design and methodology that is followed 

throughout this work. First, the relevance of the choice of topic and research 

objectives are explained: the definition of AI-powered video surveillance and 

how it works helps to better understand the debate between proponents and 

opponents and justify the relevance of the topic. 

Second, the selection of the case studies is explained, with the analysis divided 

into two case studies, object-centred AI-powered video surveillance and person-

centred AI-powered video surveillance. 

Once the selection of case studies is justified, the data collection and the 

different steps that constitute the data analysis are explained. This research relies 

on Document Analysis and coding to make sense of the information found in 

the collected data. However, the starting point of the analysis is anchored in 

securitisation theory to better understand the polarisation of the debate on the 

use of AI-powered video surveillance. This lays the foundations to go beyond 

the frames imposed by each side of the debate to understand the real capabilities 

of the technology. 

Document Analysis is then used to collect and analyse the data, in combination 

with the coding of the qualitative data. Two types of data sources and documents 

are used – policy documents and technical documents – to confront different 

perspectives. Document Analysis and coding together allow extracting the 

opportunities and challenges of each application of AI-powered video 

surveillance to give a comprehensive overview. 

 

Relevance of choice of topic and research objectives 

This dissertation aims to provide a roadmap for responsible use of AI-powered 

video surveillance for predictive policing by law enforcement. AI-powered 

video surveillance refers to the use of AI in video surveillance, with the 
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recognition of visual data – objects, humans, emotions, events, etc. This 

technology was popularised by the proliferation of surveillance cameras and the 

emergence of video analytics (VA), the processing of videos with algorithms to 

complete security-related tasks (Norman, 2017; Olatunji and Cheng, 2019). AI-

powered video surveillance is an application of video analytics, the “automatic 

processing and understanding of video content in order to determine or detect 

spatio-temporal events and extract information or knowledge about the 

observed scene” (Olatunji and Cheng, 2019, p.3). Its development comes from 

a desire to fight crime through video surveillance more efficiently by 

automating the analysis of videos and fully exploiting the vast amount of data 

produced by cameras (Olatunji and Cheng, 2019). It constantly incorporates 

newly developed techniques and algorithms, combining cameras with different 

data sources such as social media, and has several application areas, from 

healthcare to transport or security (Olatunji and Cheng, 2019). In security, it is 

applied to biometrics, detection and tracking, and behaviour analysis, among 

others. Video is segmented into millions of frames and sets of still images 

(Olatunji and Cheng, 2019). Many images are needed to feed the algorithms and 

allow AI systems to analyse what a given entity looks like (IPVM, 2022). At the 

most basic level, the algorithm detects an object, then, whether the object is a 

person or not, finally categorises it as either person, vehicle, animal or inanimate 

object (IPVM, 2022). Beyond entity detection, there are some more complex 

applications which include behaviour detection of people but also of objects, for 

instance intrusion, people counting, and objects left behind or removed (IPVM, 

2022). 

However, the use of this technology has led to a polarised debate around 

the world, including in the EU, on whether to ban it, particularly in the case of 

person-centred video surveillance. Data protection and privacy advocates have 

drawn attention to several ethical issues related to the risk of false alerts, errors 

and misclassifications (IPVM, 2022). The large amount of data required to run 

the algorithms is of concern as it promotes increased harvesting of personal data 



34 
 

and the proliferation of mass surveillance, as well as a potential infringement of 

the right to privacy. These challenges can lead to many other human rights 

violations, such as increased discrimination. 

Yet the technology offers significant opportunities to better fight crime, 

which by extension would also have a positive impact on human rights by 

saving lives. Rather than investigating a cost-benefit ratio in terms of security 

vs. freedom, this dissertation argues for the need to understand the real 

capabilities of technology, avoiding technological sensationalism. The choice 

to study the challenges and opportunities of AI-powered video surveillance 

therefore stems from the observation that EU institutions struggle to grasp the 

real capabilities of the technology, which should however be the guiding 

principle of any regulatory development. The author aims to provide a better 

understanding of some of the applications of AI in video surveillance to offer a 

roadmap for a responsible use for more appropriate regulation that considers a 

realistic approach to the possibilities supported by the technology. As such, the 

research objectives are summarised as follows: 

1. Build and analyse a database of existing policies and technical 

documents on AI-powered video surveillance  

2. Synthesise challenges and opportunities of AI-powered video 

surveillance  

3. Provide a roadmap for responsible use of AI-powered video surveillance 

to EU policymakers. 

 

Selection and definition of the case studies 

This dissertation focuses on how AI-powered video surveillance for predictive 

policing by law enforcement can be responsibly implemented in the EU. To do 

this, it relies on a selection of specific documents that allow to determine 

opportunities and challenges, to establish a roadmap for responsible use of AI-
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powered video surveillance. The analysis is divided into two parts, hereafter 

referred to as case studies, corresponding to two different types of applications 

of AI-powered video surveillance used for visual recognition: object-centred 

AI-powered video surveillance and person-centred AI-powered video 

surveillance.  

• Object-centred AI-powered video surveillance refers to AI-powered 

video surveillance that focuses on objects, with applications such as 

object recognition or detection of object intrusion into a scene.  

• Person-centred AI-powered video surveillance refers to AI-powered 

video surveillance focused on individuals, with for example facial 

recognition technologies, crowd monitoring or violence detection.  

The choice to structure applications into two distinct groups is explained by the 

fact that each variety of topic of interest brings its own opportunities and 

challenges, although there are sometimes overlaps. For example, the stakes for 

AI-powered video surveillance focused on people are much higher than those 

focused on objects. Indeed, surveillance technologies are much more intrusive 

and problematic for individuals’ privacy rights than for objects, which are more 

impersonal and whose surveillance therefore seems more justifiable. Therefore, 

these opportunities and challenges need to be considered to develop a 

proportionate and effective regulation. 

 

Starting from securitisation theory 

The first step of the analysis is to briefly situate the public debate surrounding 

the given application. Using securitisation theory, previously defined in the 

literature review as a process whereby actors transform ordinary political issues 

into security issues to legitimate the use of extraordinary measures in the name 

of security, the analysis of each case study begins by giving an account of how 

each side of the debate frames the use of the AI-powered video surveillance. 
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This account does not constitute the core of the analysis of this research and is 

not concerned with collecting data to analyse discourse. Rather, the use of 

securitisation theory corresponds to a contextualisation effort which must be 

understood as the starting point of the analysis. Hence, it lays the basis to go 

beyond such frames in the analysis, where qualitative data is collected and 

analysed to understand the actual opportunities and challenges of the AI 

applications and establish a roadmap for a responsible use of the technology.  

 

Towards collecting the qualitative data 

The second step of this dissertation is to build a database that gathers different 

documents that will constitute the qualitative data that will then be analysed 

using Document Analysis and coding of the qualitative data.   

As the field of AI-powered video surveillance is relatively new, the 

author includes sources from different countries to offer a variety of approaches. 

Ultimately, this dissertation aims to inform regulatory action in the EU on the 

responsible use of AI-powered video surveillance by understanding the 

challenges and opportunities. Thus, while the roadmap for responsible use is 

intended for EU policymakers, the case studies are enriched by lessons learned 

in other countries, if applicable to EU concerns.  

The types of documents collected are grouped into two different types. 

These correspond to different types of data sources, which allow the author to 

triangulate the results to identify the opportunities and challenges of AI 

applications while taking the most objective approach possible. This choice is 

made to have a nuanced and balanced approach between policy choices, realistic 

observations of what the different applications can do and a better understanding 

of their implications. The two types of documents are defined as follows: 

• Policy documents: 
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Policy documents firstly consist of existing regulations and legislations from the 

EU itself, but also from within the Member States and relevant third countries, 

originating from governmental and institutional sources. They also include 

policy briefs and governance recommendations from relevant independent 

regulatory bodies, parliamentarian groups or think tanks.  

• Technical documents:  

Technical documents firstly consist of press releases and websites of private 

entities developing and selling AI-powered video surveillance solutions. The 

internal workings of the technologies being confidential and protected by their 

proprietary nature pose limitations to understanding the actual performance of 

the solutions. To go beyond the marketing communication aspect of the latter 

documents, which tends to overestimate the capabilities, technical academic 

articles are also included, offering a more objective view of the technologies’ 

capabilities. 

This research is limited in terms of accessibility of literature due to the language 

limitation of the author. The research is therefore mainly based on primary 

sources available in French and English, as well as secondary sources to gather 

insights from other regions. Further limitations specific to the applications are 

specified in the ‘Presenting the data’ section of each case. 

 

Analysing the data through Document Analysis and Coding 

Once the data is selected, the author proceeds to the analysis of the collected 

qualitative data through Document Analysis. The author assigns codes to 

categorise the data and conducts inductive reasoning that goes from the specific 

to generalisations to establish key opportunities and challenges of each branch 

of application determined. The same steps are followed for each of the case 

studies.   
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Document Analysis is “a systematic procedure for reviewing or 

evaluating documents” (Bowen, 2009, p.27). Document analysis procedure 

includes “finding, selecting, appraising (making sense of), and synthesising data 

contained in documents” and “yields data […] that are then organised into major 

themes, categories, and case examples specifically through content analysis” 

(Bowen, 2009, p.28).  

Document Analysis is particularly applicable to qualitative case studies, 

although some limitations can be found such as a potential selection bias 

(Bowen, 2009). According to Bowen (2009), such selection bias can be 

overcome through triangulation. The latter refers to “a method used to increase 

the credibility and validity of research findings” (Noble and Heale, 2019). For 

instance, conducting interviews is a method that can be used to complement 

Document Analysis (Bowen, 2009). Still, Document Analysis can also be used 

as a stand-alone method (Bowen, 2009). It is the case in this research, which is 

based on analysing documents by extracting opportunities and challenges of the 

technology. However, to increase reliability, this research uses different data 

sources. This allows for a triangulation that gives a complete understanding of 

the phenomenon of AI-powered video surveillance, seeking convergence, and 

corroboration but also finding gaps between the different sources.  

The author then adopts an inductive approach by reading and assigning 

codes throughout the research to reach general conclusions about the 

opportunities and challenges offered by each branch of application. Coding 

plays an important role in the analysis of qualitative data as it allows for the 

categorisation and to sort the information found in the documents. Codes can be 

simple words, sentences or paragraphs (Basit, 2003). They help to make sense 

of the documents by finding commonalities, differences and patterns that allow 

the researcher to make generalisations about a phenomenon and understand the 

situation as a whole (Basit, 2003). The established list of codes for each branch 

of application can be found in the ‘Presenting the data’ sections of each case.  
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Finally, this analysis helps to establish a roadmap for responsible use of AI-

powered video surveillance, provided in the first part of the discussion in 

Chapter 5. The second part of Chapter 5 also goes beyond the technology itself 

and questions the wider system in which AI-powered video surveillance is 

embedded and serves. It argues that responsible use of AI-powered video 

surveillance can only really be achieved if wider policing practices are 

challenged. 
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Chapter 4: Analysis 

 

The case analysed focuses on object-centred AI-powered video surveillance, 

while the second one focuses on person-centred AI-powered video surveillance.  

 

Object-centred AI-powered video surveillance 

 

Object-centred AI-powered video surveillance refers to AI-powered video 

surveillance that focuses on objects, with applications such as object recognition 

or detection of object intrusion into and across a scene. First, the selected data 

used for the analysis is presented, acknowledging its limitations. Second, the 

issue of securitisation is tackled as a starting point for the analysis. Third, the 

opportunities of the technology are established from the database, starting with 

its technical capabilities, and followed by its positive implications for the better 

protection of citizens. Fourth, the challenges of the technology are established 

from the database, starting with its technical limitations, and followed by its 

negative implications for human rights. Finally, a roadmap for responsible use 

of the technology is provided. 

 

Presenting the data  

The database encompasses 42 documents in total which can be found in 

Appendix I. These were divided into two main categories: 1) technical 

documents; 2) policy documents. Each of these categories was divided into two 

sub-categories:  

• Technical documents: 

o Solutions offered by businesses to predict and prevent crime: 

websites of companies, white papers produced by companies, 
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but also news articles testifying on a given solution when the 

latter was not available anymore: 14 documents 

o Technical academic papers to verify capabilities: 9 documents  

• Policy documents: 

o Existing legislations and regulations in the EU and beyond that 

can be leveraged and applied to the technology: 9 documents 

o Reports with considerations and recommendations on the use of 

the technology from independent bodies (regulatory and 

independent bodies, parliamentary discussion groups, think 

tanks): 10 documents  

The inductive reasoning allowed to go from specific observations to general 

conclusions to analyse the key opportunities and challenges of the technology. 

The generated codes are classified into four different categories and several sub-

codes. The codes can be found in the following table: 

Table 1: Codes taken from the collected and analysed data on object-centred 

AI-powered video surveillance 

Code category  Sub-codes and key information found and analysed 

in the database 

Technical 

capabilities 

• Available algorithms: CNN, R-CNN, Fast and 

Faster R-CNN, YOLO v1-5 

• Available datasets: COCO  

• Available applications and techniques: object 

detection; object tracking, object classification  

Technical limitations  • Processing power, accuracy and speed 

• Limited datasets 

• Variability: size, shape, occlusion, deformation, 

viewpoints variations, lighting conditions, 

background subtractions,  
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Positive implications • Crime prediction and prevention solutions, kinds 

of crimes covered: dangerous objects, unattended 

objects, stolen objects, suspicious objects 

• Support to law enforcement: efficiency, cost, 

reallocation of resources 

• Improvement of human rights: prediction and 

prevention of crime, opportunities for privacy  

Negative 

implications  

• Threats/implications for human rights: 

normalisation of mass surveillance, increased 

mistrust in population, data protection and privacy 

threats, accountability issues, technological 

solutionism  

 

Several limitations must be considered. Firstly, the legislation and regulations 

governing the use of this technology are currently limited to those governing 

traditional video surveillance of public space. Independent bodies are beginning 

to address the opportunities and challenges posed by the technology to 

encourage legislators to update regulations to consider the risk posed by object 

surveillance too. Ultimately, concerns about the technology are related to human 

rights, as object-centred AI-powered video surveillance involves extensive 

surveillance of public spaces where people also appear, and objects can reveal 

information about people, providing a back channel for the leakage of 

potentially sensitive data about individuals. Finally, business solutions tended 

to largely oversell their products, a challenge which was mitigated using 

academic technical paper to understand its real capabilities.  

 

Securitising object-centred AI-powered video surveillance  

Object-centred AI-powered video surveillance is not per se at the forefront of 

the general debate on the use of AI video surveillance. It is a much less hot topic 



43 
 

than person-centred AI-powered video surveillance, for obvious reasons: it 

involves objects, which are not people, and are therefore not subject to the same 

scrutiny regarding ethical issues such as data protection and privacy.  

Proponents of the technology securitise the threat environment, 

advocating object recognition to detect suspicious and dangerous objects 

commonly used in crime such as guns or knives, to better prevent street crime. 

This research found that private security actors providing the technology play a 

very active role in securitising the threat environment to incite law enforcement 

but also private individuals to use their systems. This research finds that their 

marketing strategies put forward crime rates, violent crimes such as terrorism 

or mass shootings, but also non-violent crimes such as theft or incivility, and 

highlight the lack of resources of law enforcement agencies. Other securitising 

actors include governmental and law enforcement authorities.  

In contrast, critics securitise the tool, automated smart cameras, pointing to the 

risk of invasion of privacy as these cameras are widely deployed in public spaces. 

For them, automated smart cameras promote mass surveillance and threaten 

human rights. Securitising actors include data rights and privacy advocates, and 

more broadly human rights NGOs.  

In the end, the securitisation of object-centred AI-powered video surveillance is 

very much linked to people: on the one hand, governments and law enforcement 

claim their desire to use all possible means to better protect populations, 

supported by private companies who securitise the threat environment to market 

their product, while critics legitimately warn against privacy threats. 

The debate on the development of smart cities is a good example object-

centred AI-powered application that sparks the securitisation of video 

surveillance. Smart cities are urban centres that harness a network of sensors 

that collect real-time information from multiple interconnected devices to 

improve city management and service delivery (Feldstein, 2019). Multiple 

automated smart cameras used for object-centred AI-powered video 

surveillance are installed all over cities to allow law enforcement to access a 
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continuous stream of information to better predict and manage crime in real-

time. Proponents see an opportunity to improve crime prevention, build safer 

cities and maximise resources through remote surveillance, while critics warn 

against normalising and promoting mass surveillance under the guise of 

improving the lives of citizens.  

Object-centred AI-powered video surveillance offers opportunities to better 

fight crime but also raises legitimate concerns, which are tackled in the 

following sections.  

 

Exploring opportunities and challenges of object-centred AI-powered 

video surveillance  

Opportunities  

This section first focuses on the technical capabilities of object-centred AI-

powered video surveillance found in the database to understand what the 

technology can do. Then, it looks at its positive implications, including 

protecting citizens, saving resources, and potentially improving privacy.  

Technical capabilities 

Object-centred AI-powered video surveillance usually uses Deep Learning (DL) 

for machines to recognise, classify visual data and learn from experience. DL is 

a type of ML that mimics the way humans acquire knowledge. Several DL 

models are used for visual recognition, the most popular and performant being 

region-based models and single-shot detector models (Jha et al., 2021). The 

choice of model depends on what needs to be achieved, and there is often a 

trade-off between speed and accuracy (Deci, 2021). For instance, within region-

based models, Convolutional Neural Networks (CNN) are particularly efficient 

to detect, distinguish and classify objects. They are frequently used due to their 

robust structure, processing performance, and ability to reduce classification 

errors (Araujo et al., 2020; Jang et, al. 2020). Other kinds of DL algorithms 

include single-shot detectors such as You Only Look Once (YOLO) algorithms, 
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popular due to their speed (Jang et al., 2020). Therefore, algorithms used to 

monitor objects largely depend on the objective sought and allow to build 

solutions adapted to the needs. Beyond algorithms, high-quality cameras and 

high-performance computers are required to process the large quantity of visual 

data needed to feed the algorithms (Fundee et al., 2019; Abdulghafoor and 

Abdullah, 2022). 

Object-centred AI-powered video surveillance includes several 

applications, prominent ones being object detection and tracking. Generally, 

algorithms are firstly trained to detect whether a given object is present within 

a frame in real-time, to recognise which object it is and where it is in the image, 

and eventually, to track it across frames, throughout the sequence of images that 

constitute videos (Idrees and Shah, 2017; Fundee et al., 2019).  

Object detection is achieved by training classifiers, which assign labels to a set 

of images allowing programs to recognise objects by mathematically 

differentiating them (Indrees and Shah, 2017). Humans select relevant features 

from videos to label, a process known as the extraction of a bounding box, to 

build a collection of images that algorithms learn to recognise that will be 

classified into these pre-defined categories during deployment (Porikli and 

Yilmaz, 2012; Indrees and Shah, 2017; Araujo et al., 2020). Multiple datasets 

are available to train models, such as the COCO dataset provided by Microsoft 

which includes a collection of over 300,000 images and 80 object categories 

(Saikia et al., 2017).  

Object tracking is done in different ways, by tracking the area where the moving 

object is located, or by tracking the contours or certain characteristics of the 

object (Zhang and Klette, 2003). Algorithms detect changes in the pixelation 

state of an image between video frames, a process called ‘change detection’. It 

uses different techniques too, such as ‘frame differentiation’, which recognises 

the differences between two successive frames through a change in pixelation 

that implies that the image is changing; ‘background subtraction’, which 

consists of constructing a representation of the background and detecting 
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deviations from this representation; or ‘motion segmentation’, which assigns 

different classes to groups of pixels based on the speed and direction of their 

movements (Porikli and Yilmaz, 2012).  

Positive implications 

This next section looks at the positive implications of the technology gathered 

in the database. First, object-centred AI-powered video surveillance allows to 

better protect citizens through the detection and tracking of suspicious, 

dangerous and stolen objects. Then, the technology allows for saving resources. 

Finally, it has promising applications for improving privacy while monitoring 

public spaces.  

Protecting citizens through object detection and tracking to predict and prevent crime 

Algorithms can recognise suspicious objects, such as unattended luggage, 

dangerous objects, such as weapons, or stolen objects, such as cars (Jang et al., 

2022). The definition of what qualifies as suspicious is decided by the solution 

designers: for example, Jang et al. (2022) built their models on public data from 

the Korean government’s crime statistics to classify the objects most frequently 

used to commit a crime as dangerous. The solutions gathered in the database 

and analysed do not disclose their algorithms due to their property nature, but 

their capabilities matched what was gathered in the technical academic literature, 

although they often oversold their speed and accuracy. The detection of 

suspicious objects was the most common application found in the analysed data 

for object-centred AI-powered video surveillance, allowing to send alerts to law 

enforcement when flagging dangerous objects, with weapon detection and 

tracking being most prominent. None of the solutions analysed claimed to 

replace law enforcement, but rather to support them by taking charge of the first 

step in the response chain, namely alerting. BriefCam, for example, says to 

provide a quick review and real-time alert of suspicious objects to law 

enforcement, who then assess the threat and act (BriefCam, n.d.). Other 

widespread applications for suspicious objects found in the data include the 
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detection of unattended objects and the detection and tracking of stolen objects 

to prevent thefts in real-time. Finally, Automatic Licence Plate Recognition 

(ALPR) links the collection of number plates with law enforcement databases 

to recognise car owners and track their movements. In the context of predictive 

policing, ALPRs are used in cases of traffic incivilities, escapes from crime 

scenes or attempted kidnappings.  

Saving resources 

The data analysed argues that object-centred AI-powered video surveillance 

reduces the workload of law enforcement officers. It is an effective technology 

that allows to automate police work and reallocate resources so that officers can 

focus on other essential tasks. Automated smart cameras are more efficient and 

provide continuous surveillance. They are not prone to fatigue and detect even 

small objects at a distance which are difficult for the human eye to see, while 

the proliferation of cameras has made it impossible for a human to review all 

the visual data collected. Additionally, the rarity of abnormal events does not 

justify losing officers to this task. 

The technology is therefore cost-effective, with the solutions collected in the 

database showing that software can simply be implemented on existing camera 

networks rather than requiring the purchase of new smart cameras (La Vigne et 

al., 2011). Moreover, such cameras can be purchased by private individuals and 

connected to law enforcement databases, thus increasing the coverage of 

monitored cameras at a lower cost (Ng, 2020). 

Improving privacy 

This of course raises questions of accountability, data protection and privacy 

since ultimately, object surveillance requires the surveillance of public spaces 

where individuals are present and whose personal data must be protected. This 

research did not find any regulation that specifically regulates the use of object-

centred AI-powered video surveillance, probably due to its focus on objects 

rather than people preventing it from being a ‘high risk’ use of AI-powered 
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video surveillance. The Commission Nationale de l’Informatique et des Libertés 

(CNIL), the French independent privacy regulator, however, points out the need 

for new regulations on intelligent smart cameras (2022). Existing regulations 

can also be used to prevent overburdening the use of the technology. This 

research finds that many legislations regulate the broader use of video 

surveillance, with indications such as stating the purpose of and justifying the 

need for video surveillance, placing a video surveillance warning sign, or 

determining limited data retention periods. An additional advantage of 

automated smart cameras is their ability to blur irrelevant entities, encrypt visual 

data and record and report only detected suspicious objects to agents, which 

ultimately offers possibilities to improve privacy as it prevents constant 

recording and watching by humans. The object recognition solution Keymakr 

for instance offers to secure data through encryption, data expiration and the use 

of VPNs (Nomerovska, 2021). 

Challenges  

This section first focuses on the technical limitations of object-centred AI-

powered video surveillance found in the database to understand what the 

technology cannot do. Then, it looks at its negative implications, including 

overlooking data protection and privacy issues, accountability and the risk of 

normalisation of mass surveillance and technological solutionism. 

Technical limitations 

The first set of limitations of object-centred AI-powered video surveillance 

stems from the datasets used to train the algorithms. The qualitative data 

analysed shows that solution designers face difficulties in training the 

algorithms because visual recognition algorithms require a large amount of 

visual data to operate, which is more difficult to collect than other types of data. 

For example, data protection and privacy issues may hinder the collection of 

visual data. In addition, visual data is not always of high quality depending on 

the camera model, and its processing requires a lot of computing power (Jha et 
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al., 2021). High-quality material is costly and can put a strain on law 

enforcement resources. The processing of visual data is even more complex 

when the technology is deployed in non-benign and unpredictable environments, 

as the algorithms will be confronted with some objects that they have never 

learned to recognise or track (Porikli and Yilmaz, 2012). This has implications 

for accuracy but also for the speed of detection and tracking, causing law 

enforcement agencies to lose valuable time in detecting potential future crimes. 

Beyond data collection and datasets issues, object-centred AI-powered 

video surveillance faces the problem of image variability: object detection and 

tracking algorithms need to generalise to important object variations such as 

occlusion, changes in lighting conditions and viewpoints or image quality 

(Porikli and Yilmaz, 2012). First, occlusion occurs when several objects come 

closer together in an image, with DL algorithms mistakenly identifying as one 

new object (Zhang and Klette, 2003; Meel, n.d.). This phenomenon is common 

as images contain numerous fast-moving visual data (Porikli and Yilmaz, 2012). 

The object of interest can quickly be masked by other objects, making detection, 

identification and tracking difficult. Occlusion can be partial or total, with 

partial occlusion being particularly difficult for DL algorithms to spot due to the 

new shape of objects that are missing some parts and features (Porikli and 

Yilmaz, 2012). As such, variations in viewpoints, deformation of objects, and 

even the variety of size, shape and colour of an object can render the task 

difficult (Porikli and Yilmaz, 2012).  

Additionally, background distractions can also occur. Backgrounds can 

be cluttered or textured, making object detection and tracking difficult (Meel, 

n.d.). Unfortunately, in non-benign environments, backgrounds are rarely 

monochrome (Meel, n.d.). This can lead to object recognition errors, especially 

when searching for small objects. Furthermore, changes in lighting conditions 

also make object detection and tracking difficult, as lighting has a significant 

impact on the definition of objects, which can look very different depending on 
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light exposure (Araujo et al., 2020). Moreover, rapidly changing video 

environments require algorithms to be trained to perform rapid analysis to detect, 

classify and track relevant objects accurately (Idrees and Shah, 2017). 

Algorithms therefore need to be trained to maintain their performance when 

faced with uncertainties, which means making them more robust to changes in 

distribution and adversaries. Errors can be made deliberately: object-centred AI 

video surveillance can be deliberately confused, avoided or even neutralised by 

adversaries. This brings the issue of surveillance avoidance back to the question 

of whether it is worth deploying technology that could be easily rendered 

ineffective.  

All these factors have an impact on the accuracy of the prediction and can lead 

to errors. These errors have real-life consequences as they prevent law 

enforcement agencies from fulfilling their mission. They must be considered, 

proving that law enforcement cannot just rely on technology and that they must 

always be included in the decision loop to prevent or mitigate potential 

algorithmic errors. 

Negative implications  

Negative implications of object-centred AI-powered video surveillance stem 

from the deployment of the technology on a large scale in public spaces and are 

ultimately connected to human rights issues.  

Overlooking data protection and privacy issues  

As mentioned, existing regulations and legislations analysed in the database do 

not cover object-centred AI-powered video surveillance, as automated smart 

cameras do not fall under specific regulations. However, regulatory bodies such 

as the French CNIL (2022) are calling on governments to legislate on the 

changing nature of cameras, arguing that automated data processing completely 

changes the nature and scope of video surveillance. Spaces are no longer simply 

filmed but analysed, which is not an evolution of traditional cameras but rather 

a profound change in their operating systems.  



51 
 

It is also difficult to determine which objects can be considered sensitive. 

ALPRs, for example, should be considered sensitive data because they are 

linked to the personal information of a human being. However, the scope of the 

analysed legislation in automated video surveillance is generally limited to 

biometric data, neglecting objects that may provide sensitive information about 

humans by extension. Existing European directives for instance are not 

sufficient since they only focus on data explicitly linked to persons such as 

biometrics.  

Moreover, this technology is versatile as the parameters can be easily changed 

from monitoring objects to monitoring people (CNIL, 2022). However, the data 

used for this analysis shows that the safeguards are not sufficient to prevent or 

monitor such a change. It is therefore necessary to set up verification and control 

bodies to ensure that the expected parameters are respected, not only to ensure 

that law enforcement agencies but also private companies providing the 

technology do not abuse their power. 

Accountability  

The object-centred AI-powered video surveillance solutions analysed in the 

database were provided by private companies. This is not a problem in itself: 

computers or firearms are not designed and produced by law enforcement 

officers who use them. However, these products are regulated by safeguards: 

for example, firearms must answer to certain norms and officers need a licence 

to use them. This research found that such safeguards are lacking for object-

centred AI-powered video surveillance solutions. The auditing of algorithms 

proves to be difficult not only due to their proprietary nature but also due to their 

complexity, as their designers themselves do not always understand how ML 

algorithms work (Leese, 2020). Even if they had access to them, supervisory 

bodies would therefore not necessarily be able to understand how the algorithms 

work, hence the need to find alternative means of accountability, for example 

by introducing mandatory result evaluations and impact assessments.  
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The normalisation of mass surveillance and risk of technological solutionism   

Object-centred AI-powered video surveillance requires a large amount of visual 

data, which requires the deployment of a vast network of cameras. This further 

normalises insidious and generalised mass surveillance of public spaces, which 

can increase citizens’ distrust and self-censorship. Furthermore, authorities 

must be careful not to fall into the trap of technological solutionism often 

promoted by smart cities, which claims that automated smart cameras will 

predict and prevent all crimes. The deployment of object-centred AI-powered 

video surveillance must be proportionate and justified. Furthermore, the use of 

this technology itself is not an answer to crime, it is simply a tool that can help 

to better predict it. A recurring example identified through this research is the 

use of gun detection to better prevent mass shootings in the US. While it is 

intended to save lives, the real issue to be addressed here is gun control. The use 

of technology will not neutralise the root causes of mass shootings in the country, 

but rather apply a band-aid solution until the next tragedy. Other solutions 

should therefore be considered to reduce crime rates in cities and provide a 

sustainable and effective response to crime.  
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Person-centred AI-powered video surveillance 

 

Person-centred AI-powered video surveillance refers to AI-powered video 

surveillance focused on individuals, with for example facial recognition 

technologies, crowd monitoring or violence detection. First, the selected data 

used for the analysis is presented, acknowledging its limitations. Second, the 

issue of securitisation is tackled as a starting point for the analysis. Third, the 

opportunities of the technology are established from the database, including its 

technical capabilities, and its positive implications for the better protection of 

citizens. Fourth, the challenges of the technology are established from the 

database, starting with its technical limitations, and followed by its negative 

implications for human rights.  

Presenting the data  

The database encompasses 57 documents in total which can be found in 

Appendix II. These were divided into two main categories: 1) technical 

documents; 2) policy documents. Each of these categories was divided into two 

sub-categories:  

• Technical documents: 

o Solutions proposed by companies and reports on solutions 

implemented by governments or law enforcement agencies: 9 

documents 

o Technical academic papers to verify capabilities: 22documents  

• Policy documents: 

o Existing legislations and regulations in the EU and beyond that 

can be leveraged and applied to the technology: 14 documents. 

Due to language barriers, some academic documents were also 

used to understand legislative frameworks in other countries. 
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o Reports with considerations and recommendations on the use of 

the technology from independent bodies (regulatory bodies, 

parliamentary discussion groups, think tanks): 12 documents  

The inductive reasoning allowed to go from specific observations to general 

conclusions to analyse the key opportunities and challenges of the technology. 

The generated codes are classified into four different categories and several sub-

codes. The codes can be found in the following table: 

Table 2: Codes taken from the collected and analysed data on person-

centred AI-powered video surveillance 

Code category  Sub-codes and key information found and analysed 

in the database 

Technical 

capabilities 

• Available databases: open source; proprietary 

(companies); criminal/non-criminal (law 

enforcement) 

• Available processing: real-time; post-event/crime 

• Available applications: person detection; face 

detection; abnormal behaviour and movement 

detection; facial recognition  

Technical limitations  • Challenges in training datasets: lack of data 

available; lack of diversity 

• Challenges in data captured: changing conditions; 

occlusion; mismatch between training/testing and 

deployment  

Positive implications  • Crime prediction and prevention solutions: 

spotting confirmed criminal behaviours; spotting 

the possibility of future crime 

• Specific kinds of crimes covered: abnormal and 

violent behaviours; identification, tracking and 
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apprehending of suspected and confirmed 

criminals 

• Improvement of human rights: mitigation of 

surveillance 

Negative 

implications  

• Threats to privacy including data protection and 

interoperability issues 

• Consequences of threat to privacy: threat to 

freedom of association, assembly and expression; 

power imbalance; mistrust and fear of mass 

surveillance 

• Bias in design; in training datasets; classification; 

data collection; processing (algorithmic bias)  

• Consequences of bias: discrimination; 

stigmatisation; errors  

 

A few points should be considered. There was more data available for person-

centred than for object-centred AI-powered video surveillance. In the laws and 

regulations analysed, regulatory efforts in person-centred AI-powered video 

surveillance fall under data protection and privacy laws as they concern the 

management of personal data considered sensitive. Regulatory efforts 

governing the use of AI specifically are still in their early stages, with the EU 

offering the most comprehensive regulatory text, the AI Act (2021), which is 

yet to be adopted. Much of the commercial solutions found for person-centred 

AI-powered video surveillance were not only destined for law enforcement 

purposes but also for market analytics, company premises and private individual 

home security. The overwhelming majority of person-centred AI-powered 

video surveillance concerned facial recognition. 
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Securitising person-centred AI-powered video surveillance  

Person-centred AI-powered video surveillance crystallises the debate around 

the use of AI-powered video surveillance, for the obvious reason that it directly 

involves people. Facial recognition features prominently, and more specifically 

live facial recognition.  

This research finds that proponents of the technology put forward its 

ability to keep cities and people safe, finding an unprecedented opportunity to 

improve crime prevention. They also advocate for its use in analysing post-

crime scenes and conducting investigations, applications which go beyond the 

scope of this dissertation. In this case, the securitised object is the threat 

environment: the use of the technology is being justified by increasing crime 

rates and incivilities in cities. The inability of law enforcement to tackle such 

threats due to strained resources is also put forward to justify the use of the 

technology that offers a cost-efficient response. Securitising actors are found in 

governmental authorities, on local, regional, and national levels alike. 

Meanwhile, critics are very worried about the effects of the use of 

technology on human rights. They fear widespread mass surveillance and 

chilling effects on individuals that would threaten fundamental rights such as 

freedom of association, the right to privacy or the presumption of innocence, 

among others. Thus, the securitised object is the tool itself as it poses risks to 

individual freedoms. Securitising actors in this case are found in human rights 

NGOs, data protection and privacy activists and advocacy groups, or political 

parties. 

The use of facial recognition applications is the most striking example 

of securitisation of the technology and polarisation of the debate. Proponents 

advocate its use to better protect citizens while opponents fear its impacts on 

fundamental rights. As such, proponents either actively promote the use of the 

technology or support its use under certain conditions, with safeguards (Ragazzi 

et al., 2021). In contrast, some opponents argue for a precautionary principle, 
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advocating for a moratorium on the use of the technology for the time being, to 

better identify the many unknown risks at present (Ragazzi et al., 2021). Other 

opponents advocate for an outright ban on the technology, deeming it 

completely incompatible with democratic values (Ragazzi et al., 2021).  

Finally, this research found that private companies may have played a 

less prominent role in securitising the threat environment to call for the use of 

the technology than in the case of object-centred AI-powered video surveillance. 

On the contrary, some companies have actually participated in securitising the 

tool, or more specifically law enforcement’s behaviour and their use of the tool, 

to justify stopping the development of their solutions. IBM, Microsoft, and 

Amazon, themselves have recently introduced a moratorium, restricted the use 

or stopped producing person-centred AI-powered video surveillance 

technologies (BBC, 2020a; BBC, 2020b; Hill, 2022). For instance, Amazon 

imposed a moratorium on the use of its facial recognition software Rekognition 

by law enforcement in the US following the murder of George Floyd, an 

African-American, by a police officer (BBC, 2020b). 

Person-centred AI-powered video surveillance offers opportunities to better 

fight crime but also raises legitimate concerns, which are tackled in the 

following sections.  

 

Exploring the challenges and opportunities of person-centred AI-powered 

video surveillance  

Opportunities 

This section focuses on the technical capabilities of person-centred AI-powered 

video surveillance found in the database to understand what the technology can 

do. Then, it looks at its positive implications, including identifying, tracking and 

apprehending suspected and confirmed criminals alike to prevent crime, as well 

as mitigating the impact of surveillance. 
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Technical capabilities 

At a basic level, person-centred AI-powered video surveillance works like 

object-centred AI-powered video surveillance. With person detection, the 

camera evaluates the presence of a person in an image: people are processed as 

a type of ‘object’, with the camera classifying the entity as ‘person’. Similarly, 

face detection specifically detects human faces and assesses the presence and 

position of individuals in the image (Ragazzi et al., 2021).  

At a more complex level, person-centred AI-powered video surveillance 

analyses human action and recognises specific human behaviours. It assumes 

that identifiable patterns of behaviour precede the perpetration of criminal 

activity. The identification and detection of these signs would therefore allow 

knowing that a crime is about to be committed and to act accordingly to prevent 

it (Podoletz, 2022). The technology typically works in two steps (Mabrouk and 

Zagrouba, 2018). It firstly detects the region of interest in which the person is 

moving and extracts relevant features. Then, it processes human actions to 

provide information about human behaviour. For abnormal behaviour detection, 

the technology assesses whether the action is ‘normal’. The algorithm is trained 

to recognise certain behaviours as ‘normal’: what does not follow this baseline 

is therefore considered ‘abnormal’ and triggers an alert warning (Kim et al., 

2021). More complex algorithms classify behaviour under more specific types 

of actions, for example violence detection (Deniz et al., 2014). This kind of 

application requires to be fast and accurate to spot rapid actions, strong 

processing power, and large training datasets (Sreenu and Durai, 2018). The 

latter comes from a variety of sources, and the classification of actions as 

‘abnormal’, ‘violent’ or other, depends greatly on the designers (Accattoli et al., 

2020). 

For facial recognition, algorithms build on face detection and recognise 

who is in the video image by comparing the collected visual data to a database 

to find a match. These databases are made up of pictures collected by law 
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enforcement or governments, for example from mugshots in criminal records 

but also from more controversial sources (Ragazzi et al., 2021). The technology 

can also extract relevant features and classify them into specific categories, such 

as ‘old’ or ‘woman’ (Black et al., 2021).  

Facial recognition also allows the user to follow and track the target through 

different frames. In this case, the algorithm confirms that the same individual 

appears in different frames rather than looking for a match (Ragazzi et al., 2021). 

Progressing from facial recognition, emotion recognition can also be conducted 

to understand the emotional state of people using their facial cues and body 

language to either understand existing criminal behaviour or the possibility of 

future crime (Black et al., 2021; Podoletz, 2022) However, emotion recognition 

is rare and its efficiency remains to be proven (Ragazzi et al., 2021; Podoletz, 

2022).  

Finally, person-centred AI-powered video surveillance can be carried 

out in real-time or not, both applications being suitable for predictive policing 

purposes. Live surveillance allows real-time alerts to be sent to identify 

suspicious behaviour and track targets while delayed surveillance allows to 

identify crime patterns, prevent offences and recidivism (Ragazzi et al., 2021). 

The technology is therefore broadly classified into two branches of application: 

the first one identifies confirmed criminal behaviour, while the second one 

identifies behavioural indicators that could point to the potential of future crime 

(Podoletz, 2022). Understanding these differences is important because they 

bring about different implications that should be considered in regulation. 

Positive implications 

This section examines the positive implications of the technology collected in 

the database. Since the argument of cost-efficiency tackled for object-centred 

AI-powered video surveillance applies here too, this section leaves out this 

opportunity. It first explores how the technology can help identify, track, and 
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apprehend suspected and confirmed criminals to prevent crime. It then explains 

how the technology can help mitigate the impact of surveillance. 

Identifying, tracking, and apprehending suspected and confirmed criminals to predict 

and prevent crime  

Person-centred AI-powered video surveillance can help apprehend suspected 

and confirmed criminals, prevent offences and recidivism, assuming that a 

criminal is likely to re-offend, and thus break patterns of crime. 

Person-centred AI-powered video surveillance, specifically face 

detection and facial recognition technologies, can help law enforcement 

agencies to authenticate, verify the identity of or identify suspected or confirmed 

criminals. Facial recognition, for example, can be used to search or monitor 

targeted individuals, enabling law enforcement to track and apprehend 

suspected and confirmed criminals alike (UK Parliamentary Office of Science 

and Technology, 2002). For example, the York Area Regional Police 

Department identified and located a man who had groomed online and sexually 

assaulted a teenager, finding a match after several months of cross-referencing 

his photo with its database through facial recognition (Schuetz, 2021). This 

arrest not only brought the man to justice but may also have prevented him from 

committing another crime, which ends up being an opportunity for breaking 

patterns of crime. 

Besides, person-centred AI video surveillance can help victims of crime as it 

can identify and locate victims of human trafficking or missing children, for 

example, allowing law enforcement to better support vulnerable and at-risk 

individuals (Leslie, 2020; Information Commissioner’s Opinion, 2021). 

Furthermore, the technology can spot behaviours indicating that crime 

may occur, thereby allowing law enforcement to act and prevent escalation. The 

technology monitors public areas to spot incidents and better coordinate law 

enforcement’s action. It can detect abnormal behaviours, such as incivilities, 

trespassing, loitering, falls and violence, to make cities safer (Kim et al., 2021). 

The prediction and identification of specific movements are particularly useful 
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in emergencies since it allows one to quickly spot a dangerous situation and 

notify law enforcement on time (ICO, 2021). Person detection, for example, can 

identify individuals who should not be on particular premises, while facial 

recognition could determine whether these individuals regularly return to the 

location, which could help identify stalkers or potential thieves. 

Violence detection provides another good example. The detection of 

violent actions can prevent the spread of mass violence by enabling law 

enforcement to act before human lives or properties are threatened (Halder and 

Chatterjee, 2020). It can also help law enforcement assess how dangerous a 

situation is and be better prepared to ensure their own safety and that of potential 

victims when arriving on the scene. Additionally, violence detection 

technologies could be used to monitor law enforcement itself and prevent police 

brutality and abuse, increasing officers’ accountability (Abo Software, n.d.). 

Mitigating the impact of surveillance  

Remote monitoring is often considered nonobtrusive by its advocates. Indeed, 

it may be considered less intrusive than police patrolling and randomly 

searching individuals across cities. It can also be optimised to be less intrusive. 

First, cameras can be programmed to record scenes only when events are 

reported. The faces of non-targeted people can be automatically blurred or 

hidden. Additionally, the collected data can be effectively protected through the 

automatic encryption of stored data and authentication methods to access the 

data (Casteel et al., 2006). 

Further steps may be found to render the technology less invasive. The 

development of X-ray machines at airports provides an example of good 

practice: originally, privacy advocates opposed them since they could give a 

view of the whole human body. However, technology evolved so that most 

revealing techniques were no longer used, although there is still room for 

improvement (Berti, 2020). Ultimately, this method allows not to be touched 

directly by the agents, guaranteeing the safety of people while limiting the 

feeling of intrusion. Solutions for adapting person-centred AI-powered video 
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surveillance could also be developed to ensure safety and comfort, allowing for 

remote surveillance that is less invasive than other kinds of biometrics such as 

DNA or fingerprints (Mann and Smith, 2017).  

Moreover, the collected literature suggests that the development of clear 

procedures for law enforcement to follow when using the technology 

strengthens safeguards and helps improve privacy by design. This includes a 

clear statement of purpose, data minimisation, the determination of a retention 

and access period for the data, and encryption of visual data. 

Challenges 

This section first focuses on the technical limitations of person-centred AI-

powered video surveillance found in the database to understand what the 

technology cannot do. Then, it looks at its negative implications, including 

impacts on privacy and related rights and issues of bias and discrimination. 

Technical limitations 

Technical limitations firstly emerge with the training datasets themselves. 

Person-centred AI-powered video surveillance requires large training datasets 

to adequately train the algorithm. The collection of such image databases is 

difficult, albeit legitimately, due to the sensitive nature of biometrics. 

Additionally, training data must be diverse for algorithms to be properly trained 

and tested so that they are accurate, robust, and adaptable when deployed in the 

real world. If requirements for accuracy and robustness are not met, risks of 

errors when deployed increase, which have dramatic consequences for 

individuals.  

Furthermore, technical limitations emerge from the data captured by the 

cameras themselves. Datasets are trained for specific purposes which do not 

necessarily correspond to real-life use, a mismatch that leads to errors (Ragazzi 

et al., 2021). Moreover, the training environment is much different from the 

real-life one where algorithms face numerous changing conditions. These 

include changes in lighting, physical characteristics of individuals that differ 
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from the training dataset but also change appearance throughout the video, 

putting on or taking off objects (glasses, hat, beard, etc.) (Mabrouk and 

Zagrouba, 2018; Ragazzi et al., 2021). Image resolution decreases greatly with 

these changing conditions, and the ability of cameras to monitor an area 

efficiently also greatly depends on the orientation and the area covered by the 

cameras. The latter is easily occluded in crowded scenes (Ragazzi et al., 2021). 

Occlusion can be voluntary or not: many opponents to person-centred AI video 

surveillance do not want to be monitored and deliberately confuse the 

algorithms. During the recent protests in Hong Kong, for example, protesters 

altered or masked their facial features to avoid facial recognition (Mahtani and 

Hassan, 2019).  

Most solutions found in the literature, whether academic or commercial, claim 

high-efficiency scores when testing their algorithms. However, testing takes 

place under optimal and controlled conditions that do not reflect real-world 

conditions (Ragazzi et al., 2021). Testing is therefore not sufficient and needs 

to be accompanied by frequent evaluation and impact assessment to effectively 

assess the efficiency of algorithms. This is currently not being done sufficiently, 

and guidelines for doing so are sorely lacking, as the data analysed in this 

research shows. If efficiency is not properly assessed, the risk of error will 

remain high, which in the case of person-centred AI video surveillance has 

important human rights implications. 

Negative implications for human rights 

This section looks at the negative implications of the technology for human 

rights, as gathered in the database. It focuses on the most salient issues to offer 

a deep understanding of the stakes, starting with the impacts on privacy and 

related rights and followed by issues of bias and discrimination.  

Impacts on privacy and related rights  

Person-centred AI-powered video surveillance demonstrates obvious risks for 

data protection and privacy rights. Data shows that it captures massive amounts 



64 
 

of personal data, some of which are very sensitive personal data, such as 

biometrics, but also associated sensitive data which can for instance map 

individuals’ habits (EDPB, 2020). Hence it poses heightened risks to data 

subjects’ rights, threatening privacy and anonymity (GDPR, 2016). 

Additionally, the technology threatens the right to informational self-

determination2, consent and individuals’ control of their personal data (Podoletz, 

2022).  

Beyond the obvious invasion of privacy related to the monitoring of 

public spaces, there are also concerns with law enforcement databases 

themselves. Reported cases show that law enforcement criminal databases such 

as mugshots have been mixed up with non-criminal databases such as driving 

license pictures (Turner Lee and Chin, 2022). The interoperability of these 

databases is an issue for privacy because non-criminals do not consent to have 

their pictures processed for criminal purposes and may not even beware of such 

developments. Additionally, reports show that law enforcement in the US has 

purchased data from data brokers or gained access from first-party service 

providers (Turner Lee and Chin, 2022). This practice threatens data subjects 

because there is a lack of consent, awareness and accountability among law 

enforcement and companies alike. 

Person-centred AI-powered video surveillance threatens privacy 

through the normalisation of mass and continuous surveillance. This research 

reveals a lack of awareness among citizens of the operation and implications of 

the technology, whether it is the changing nature of video surveillance from 

simply monitoring people to analysing them or the versatility of the technology 

and its implications for human rights (CNIL, 2022). It creates a power 

imbalance, with public agencies and private companies developing software 

retaining critical information to the public (Garvie et al., 2016). Citizens are not 

 
2 Power of an individual to decide for him/herself when and to what extent information about 

his/her private life may be communicated to third parties (Rouvroy and Poullet, 2009). 
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involved in the discussion while such an important change in the nature of 

surveillance should be subject to deliberation, allowing individuals to be aware, 

consulted and seek approval before implementing such technology (CNIL, 2022; 

Garvie et al., 2016). Individuals may not agree to such increased surveillance, 

feeling uncomfortable with being monitored continuously to the point of 

changing their behaviours because they fear behaving in a way that would be 

considered ‘abnormal’ (GDPR, 2016). This lack of privacy could put pressure 

on citizens, deter them and hinder their rights to freedom of movement, 

assembly or association, or freedom of expression, with a negative effect on 

democratic values and participation (Casteel et al., 2006; Leslie, 2020).  

The use of biometric collection tools in public spaces should therefore be 

accompanied by strict safeguards and procedures for law enforcement. This 

research finds that these are currently sorely lacking in the EU and elsewhere. 

Other types of biometrics, such as the collection of fingerprints for which a 

warrant is required, already benefit from strict and specific measures. Regarding 

person-centred AI-powered video surveillance, the policies reviewed in this 

analysis focus largely on when not to use the technology, but rarely on how to 

use it when authorised. Yet this is where regulation has the most important role 

to play, and where the EU could use its normative power to promote its 

democratic values to ensure that the information collected serves a defined 

purpose and avoid any misuse (Mann and Smith, 2017). 

Bias and discrimination  

Bias in person-centred AI video surveillance is complex and longstanding. The 

collection of visual data itself is linked to historical racism, with nineteenth-

century cameras able to capture light skins far better than black skins (Podoletz, 

2022). These biases in the design of cameras and visual data collection persist 

today and have even been reinforced by algorithms. New forms of 

discrimination have emerged due to biased sampling practices, data collection 

and labelling, datasets and data pre-processing and modelling (Podoletz, 2022). 
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Algorithms also carry normative choices: the purpose and way in which they 

are developed, as well as the data that feed them, are based on the operational 

choices, motivations, and intentions of the designers (CNIL, 2022).  

Bias already exists in the training stage of the algorithms. Training 

datasets lack diversity, which prevents algorithms from accurately detecting and 

classifying certain demographics, thus reinforcing societal biases (Buolawmini 

and Gebru, 2018). Numerous studies show that facial recognition algorithms are 

much less effective on darker-skinned women, leading to differential treatment, 

errors and abuse such as wrongful arrests (Buolawmini and Gebru, 2018; 

Grother et al., 2019). Existing algorithms tend to perpetuate confirmation bias: 

the outcome predicted by the algorithm reinforces the biases, unconscious or 

not, that were used to produce it (Ragazzi et al., 2021).  

Furthermore, the very idea of categorising humans by inventing 

classifications for their physical characteristics and behaviours is fraught with 

bias and builds on long-standing practices of mapping and profiling that are 

tainted by racism, sexism, and ableism (Mann and Smith, 2017; Wendehorst 

and Duller, 2021). The labelling of data is greatly subjective and lacks accuracy 

which leads to algorithmic discrimination. Indeed, classifications are often 

binary and fail to consider the nuance of the real world, unable to accurately 

reflect markers such as age, gender, or ethnicity (Ragazzi et al., 2021). 

Classification relies heavily on stereotypes and assumptions about people, 

which leads to risks of inappropriate inferences, stigmatisation, and 

discrimination (Wenderhost and Duller, 2021). This is particularly tangible in 

abnormal behaviour detection since what is deemed and classified abnormal in 

one situation or context may not be in another, with algorithms lacking the 

ability to contextualise.  

Thus, instead of correcting human biases, algorithms reinforce them leading to 

ever greater disparities and mistreatment. This can have dramatic consequences 

for individuals, with heightened discrimination such as the wrongful arrest of 
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innocent people. Minorities, marginalised and vulnerable people are particularly 

at risk of being misidentified for a crime with which they have not committed 

since algorithms are more likely to misclassify and produce errors with them 

(Turner Lee and Chin, 2022). 
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Chapter 5: Discussion 

 

This discussion chapter first presents the roadmap for responsible use of AI-

powered video surveillance, derived from the analysis. AI-powered video 

surveillance is considered a single practice that enables different applications, 

either object-centred or person-centred, each of which in turn has many other 

applications. Therefore, the five main considerations for responsible use are:  

• The nature of the collected visual data, purpose and alternative options 

• Technical limitations and how to overcome them 

• Leveraging and reviewing existing regulatory frameworks 

• Developing clear safeguards and procedures for use 

• Keeping humans in the loop. 

The second part of this discussion chapter argues that the responsible 

implementation of AI-powered video surveillance requires challenging the 

system in which the technology is embedded and which it serves. It questions 

current practices of crime prevention and predictive policing, highlights the role 

of securitisation in legitimising these practices and addresses the issue of 

surveillance avoidance. Overall, it proposes to go beyond the technology itself 

and challenge the current crime prevention system to move the debate on the 

use of AI-powered video surveillance forward. 

 

A roadmap for responsible use of AI-powered video surveillance 

Considering the nature of the collected visual data, purpose, and 

alternative options 

The first consideration for the responsible use of AI-powering video 

surveillance is the importance of considering the different types of applications 

of the technology. This includes taking into account the sensitivity of the visual 
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data being collected, the purpose and reason for the surveillance, as well as other 

potentially better-suited solutions. 

Beyond the monitored entity, person or object, the degree of sensitivity 

of the collected data should be considered. This research shows that object 

monitoring could be a backchannel to providing sensitive information about 

people, as is the case of ALPR. In the meantime, crowd monitoring, which is 

not aimed a specific people but can be used for instance for counting people in 

a given space, is not as intrusive and does not collect sensitive data since it does 

not provide specific information about people. What qualifies data as sensitive 

must be reassessed, considering the changing nature of video surveillance. The 

fact that cameras no longer only monitor areas but also analyse them presents 

increased risks. Data that was previously not seen as sensitive can become so 

because of the ability of algorithms to aggregate data and make sense of it to 

give information about people, regardless of the nature of the target entity – 

object or people. 

Furthermore, the type of automated surveillance is also to consider. AI-

powered video surveillance was classified into two types: a first one that 

identifies justified suspected and confirmed criminal behaviour, and a second 

one that identifies behavioural indicators that could point to the potential of 

future crime (Podoletz, 2022). This difference is fundamental. In the first case, 

law enforcement knows that a crime has been committed or has sufficient 

grounds for pursuing an investigation. It is therefore legally and ethically 

justified into taking actions such as monitoring suspected and confirmed 

criminals to apprehend individuals and prevent them from re-offending, or to 

apprehend the victims to better support them. AI-powered video surveillance 

also has an evidence collection and forensic role to play too, but this goes 

beyond the scope of this research.  

The second case is more problematic from an ethical and legal point of 

view because there is no real basis to justify the surveillance: it is not known 
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that a crime is going to be committed, nor who is being sought and for what 

reasons. It is general surveillance of a place to try to find clues that a crime 

might be committed. This practice highlights the contemporary desire to 

manage the unease and is fully representative of the ‘risk society’ obsessed with 

the notion of prevention and control of risk (Beck, 1986). 

Finally, when talking about purposes, alternative options should also be 

considered. Technology supports law enforcement to predict and prevent crime 

but cannot address the root causes of crime. Policymakers must be careful not 

to rely on technology to lower crime rates and fix issues that are endemic to 

society and requires a much more comprehensive response which considers the 

socio-economic factors of crime.  Impact assessment can be useful to assess 

what solution is better fitted to prevent crime and whether AI-powered video 

surveillance is necessary or if alternative solutions are better suited.  

Overcoming technical limitations 

The responsible use of AI-powered video surveillance also includes increasing 

the quality of the technology’s performance. Governments have a duty to ensure 

that technical challenges are overcome to ensure the safety, accuracy, and 

reliability of the technology by introducing relevant standards and supporting 

innovation to achieve such requirements. This section discusses the main 

technical issues that need to be resolved before deploying the technology.  

The first problem concerns the training datasets. Training algorithms 

require large and diverse datasets. Particular care should be taken to ensure that 

the algorithms are fed with diverse data for proper training and testing. This 

would increase ML robustness and confidence in predictions and avoid errors, 

false positives, and false negatives. 

However, it is not enough to have algorithms that perform well in a 

training environment: they also need to perform well when deployed in the real 

world, in non-benign environments. This requires frequent evaluation and 
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impact assessment to ensure the accuracy of ML models and that the algorithms 

perform as they are intended to.  

Finally, concerns could be addressed by improving the technology and 

incorporating security at the design stage, promoting ‘security by design’. For 

example, much of the debate about AI-powered video surveillance stems from 

privacy concerns. This research has shown that some technologies could be 

improved and modified to address these concerns, for example by only 

recording when an abnormal event is reported, by blurring ‘irrelevant’ entities, 

or by directly encrypting and protecting the visual data collected. 

Leveraging and reviewing existing regulatory frameworks  

Another important consideration for responsible use is to build on and review 

existing regulatory frameworks. This would avoid regulatory overload that 

could hamper innovation.  

This research firstly reveals that globally, AI-powered video 

surveillance is primarily regulated by data protection and privacy laws. In the 

US, there are currently no federal data protection and privacy laws for public 

and commercial use alike. The Fourth Amendment of the Constitution does 

however guarantee the right of people to be secure against unreasonable 

searches and seizures, which can be used to prevent abuse of video surveillance. 

Furthermore, some state and local governments have introduced data protection 

and privacy regulatory schemes to regulate the public sector, and some cities 

such as San Francisco have decided to ban facial recognition (Conger et al., 

2019). The UK further benefits from a Surveillance Camera Code of Practice 

which is currently going under revisions to guide the appropriate use of 

surveillance cameras by law enforcement and local authorities. Even China has 

just enacted its first Personal Information Protection Law (PIPL) (Luo and Gup, 

2021). Although it contains an article to regulate facial recognition, is still too 

fragile to adequately regulate the use of AI-powered video surveillance and 
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leaves the door open to many cases of abuse against targeted minorities such as 

the Uyghurs (Luo and Gup, 2021). 

Meanwhile, the European Union has opted for a uniform framework that offers 

the most extensive data protection and privacy laws with the introduction of the 

General Data Protection Regulation (GDPR, 2016). Additionally, the Law 

Enforcement Directive (LED, 2016) provides further guidance for the 

processing of criminal data to prevent, investigate, detect, and prosecute 

criminal offences. These two regulatory texts currently govern the rights of data 

subjects and law enforcement’s obligations in terms of video surveillance. 

More broadly, this research also shows that AI regulation is underway 

globally, regulation which could also govern the use of AI-powered video 

surveillance. The EU is developing the most advanced piece of regulation, the 

AI Act, which promotes a risk-based approach to differentiate ‘unacceptable’ 

risks from ‘high’ and ‘low to minimum’ risks. The AI Act would prohibit the 

‘most harmful AI systems’ which create ‘unacceptable risks’ while laying down 

mandatory requirements for ‘high risk’ AI systems, hence allowing for more 

freedom for ‘low to minimal risk’ systems and promoting an innovation-friendly 

framework. However, the AI Act has many shortcomings, including unclear 

definitions of what is considered ‘harmful’, of the definition of AI itself, as well 

as unclear guidelines for conformity assessments of high-risk systems, leaving 

providers to self-assess under certain conditions. Additionally, the obligations 

of users of AI systems are also unclear, while those of developers are simply 

lacking. 

Therefore, this research shows that there are applicable, but not necessarily 

comprehensive, frameworks for regulating the use of AI-powered video 

surveillance. These can serve as a basis for regulation but need to be reassessed 

given the changing nature of video surveillance and the re-evaluation of what 

makes the data sensitive. Finally, it would be useful to provide guidelines on 
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how to use the technology when it is allowed, rather than focusing the regulation 

on when it can be used or not. 

Developing clear safeguards and procedures for use 

Subsequently, policymakers must now focus on establishing clear rules, with 

safeguards and procedures, for when and how to use the technology. If these 

requirements are not met, the technology should simply not be used. It will 

require a massive effort to understand all the issues, combining a realistic 

approach to the applications that can actually be implemented with a good 

understanding of its human rights implications, to establish appropriate 

thresholds.  

These safeguards and procedures should be put in place for use by law 

enforcement, to offer data subjects guidelines to retrieve their data, and for 

private companies developing AI-powered video surveillance solutions, 

especially if these are intended for use by public actors. Based on the findings 

of this research, the following sections highlight key considerations for the 

development of such safeguards and procedures.  

Firstly, measures must already be taken to decide on the deployment of 

the technology. This should be subject to public consultation and a cost-benefit 

analysis including human rights impact assessments.  

Second, clear procedures must be established for the use of the 

technology by law enforcement, which includes a stated purpose, data 

minimisation, restricted data access, appropriate data retention and evaluation.  

The stated purpose of the surveillance must be legitimate and proportionate and 

set out clear limitations to understand the conditions under which the 

surveillance is permitted. For example, surveillance could only be allowed in 

cases of serious threats or reasonable suspicion of a crime (Casteel et al., 2006). 

Moreover, law enforcement authorities must meet data minimisation 

requirements so that only the data necessary for the stated purpose are collected. 
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Additionally, data access rules with strict limitations must be guaranteed by a 

clear legal basis and involve supervisory authorities. Certain measures can be 

taken to restrict access to data: for example, law enforcement authorities could 

be required to provide a warrant to access certain visual data from public 

surveillance systems, as they would to collect any other type of sensitive data 

such as DNA (Schuetz, 2021).  

Moreover, visual data must be stored appropriately: safeguards can be 

implemented, such as end-to-end protection or visual data encryption. Law 

enforcement databases should also be kept up to date and law enforcement 

agencies should ensure that criminal data is not mixed with non-criminal data.  

Finally, evaluation and impact assessment procedures are important safeguards 

to implement. These could be carried out externally under the supervision of an 

independent supervisory authority. The evaluation and impact assessment 

should also be reviewed frequently to ensure that potential impacts on 

fundamental rights are still properly addressed. They should be conducted to 

ensure data protection, accuracy and effectiveness of the systems.  

Thirdly, data protection procedures for data subjects must also be clearly 

established to respect people’s data and privacy rights. Individuals must always 

be informed that a given area is under surveillance by a warning sign, and be 

given additional information about the data collected, purpose, retention period 

and access on another platform, for example online. This is already provided for 

in most of the video-surveillance regulations analysed in this research. For their 

part, law enforcement authorities must respond to individuals who request 

access to their data. Finally, potential abuses should be regulated by safeguards 

and remedies should be available in case of harm and abuse. 

Finally, clear guidelines should be established for developers, solution providers 

and system integrators. Policymakers should encourage standardisation and 

certification and provide licences for the sale of technology. A fundamental 

change in the technology of a solution should thus be subject to re-licensing. 
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Developers and suppliers need to ensure the quality and accuracy of data and 

algorithms to be compliant and to guarantee security and privacy by design. 

Additional measures must also be taken to prohibit the sharing of data with third 

parties and to ensure that data access is respected. Finally, regarding the 

problems of bias and unfairness posed by algorithms, discriminatory practices 

should be clearly identified and prohibited. Solutions that do not meet the 

requirements of accuracy and robustness should simply not be put on the market. 

Frequent evaluation of the performance and accuracy of the systems could help 

take out such solutions from the market. 

Keeping (all) humans in the loop 

Finally, humans must always be kept in the loop. This firstly means keeping law 

enforcement in the loop. Whatever the application of AI-powered video 

surveillance, the technology should always be used to support law enforcement, 

not replace it. It should be seen as a tool for law enforcement to do their job. 

Under no circumstances should officers rely solely on the predictions of 

technology to make decisions. AI-powered video surveillance is there to 

complete the first step in the response chain by flagging abnormal events and 

sending alerts. Law enforcement must then make informed decisions, using their 

own training, experience, and critical analysis to assess a situation and take 

appropriate action. Finally, they should also be provided with the necessary 

training to ensure the good functioning of the technology. 

Furthermore, citizens must be included in the process of deployment of 

AI-powered video surveillance. This research shows that this is not the case 

anywhere in the world, except when civil society organisations unite to 

challenge policymakers and demand more regulation. This is a problem 

regardless of what technology can or cannot do. Citizens are the first to be 

affected by this technology, whether increased surveillance brings greater 

security or harms their privacy. They should therefore have a say in this debate.  



76 
 

After 9/11 and the subsequent war on terror, American citizens expected their 

government to take all necessary measures to better protect themselves 

(Romaniuk and Webb, 2015). The US government abused this trust. Citizens 

did not feel comfortable with the government monitoring their communications 

as it was. The outcry over Edward Snowden’s revelations in 2013 shows that 

the public cares about what governments exactly do to protect citizens (Lyon, 

2015; Tréguer, 2017). This is also the case in Europe, where the affair caused a 

stir (Lyon, 2015). Citizens expect to be protected, but they also expect to be at 

least a minimum informed about what is being done to achieve that goal (Lyon, 

2015). There should be a broader open conversation with citizens about the 

implications of data-driven surveillance.  

Fears and concerns about this technology are legitimate and should be 

acknowledged. AI-powered video surveillance is a technical subject that is not 

necessarily accessible to a non-technical audience. Providing citizens with the 

information and tools to understand what is being discussed is an essential first 

step in a democracy, before implementing a system that has far-reaching 

implications.  

Thus, awareness-raising campaigns should also be organised to inform and 

involve citizens so that they can make an informed choice about the model of 

society in which they wish to live. The changing nature and generalised use of 

AI-powered video surveillance should then be subject to public consultation and 

deliberation, and citizens’ approval should be sought. This would help decrease 

the power imbalance between governing bodies and citizens, ensuring greater 

transparency in the process, and is a necessary step in reducing public distrust 

of law enforcement and government. 

 

Going beyond the technology to challenge the system 

This section goes beyond the technology to question the role of the system in 

which AI-powered video surveillance is embedded in the responsible 
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implementation of the technology. Firstly, it links the findings to the literature 

review by questioning current crime prevention practices and predictive 

policing. Second, it highlights the role of securitisation in legitimising these 

practices and proposes to shift the debate from the technology itself to the 

broader crime prevention system. Finally, it addresses the issue of surveillance 

avoidance to reiterate the importance of public consultation, which is sorely 

lacking in the current system.  

The roadmap has highlighted the main considerations that need to be 

taken into account by policymakers to enable the responsible use of AI-powered 

video surveillance. The findings of this research show that it is not currently 

possible to implement all AI-powered video surveillance applications 

responsibly, but that some crucial steps can be taken to move in this direction. 

The technology has an undeniable ability to better predict and prevent crime, 

but not all applications have yet reached the same levels of maturity required 

for responsible use. In addition, some applications have far-reaching 

implications for human rights that need to be considered.  

However, understanding the opportunities and challenges to determine 

what improvements can be made to promote better practice in the use of 

technology is not enough to know how to deploy it responsibly. One must also 

consider the system that the technology will serve. Writer William Gibson (1995) 

states in an interview that “technologies are morally neutral until we apply them. 

It’s only when we use them for good or evil that they become good or evil”. 

This suggests that a tool is just a tool and that it is the users’ intended purposes 

that make the tool good or bad. Technology is therefore not neutral as its use 

can have positive or negative implications depending on the purpose.  Therefore, 

technology cannot and should not be expected to correct the problems of the 

system in which it is developed and implemented, as it actually reflects and 

serves that system. The ML models used for AI-powered video surveillance 

provide a tangible example of these expectations, as the algorithms were 
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originally intended to be able to correct human bias by providing neutral 

processing of the data. However, research shows that this is not the case: on the 

contrary, ML models reproduce and even reinforce the biases leading to 

erroneous predictions, due to the biases already present in the datasets and the 

training of the algorithms.  

Beyond these far-reaching technical limitations, the mere idea of 

preventing a crime that has not yet been committed seems problematic in a 

punitive pre-emption system. While technology could be used to improve crime 

prevention by addressing its root causes, it is instead used to focus on crime 

deterrence. Current law enforcement practices in crime prevention focus more 

on understanding how crimes are committed than why they are committed, 

which does not allow for the development of long-term solutions that would 

reduce crime by addressing its root causes. However, this issue goes beyond law 

enforcement: it is a broader policy issue. Indeed, crime prevention relies on law 

enforcement and their policing strategies and tactics to counter threats in a 

preventive manner, rather than integrating other crime prevention actors such as 

social workers or communities (Sherman et al., 1998). If law enforcement, and 

governments, must prevent crime wherever possible, they can choose how to do 

it, and how to use algorithmic predictions to develop a more sustainable 

response to crime. The debate about the use of AI-powered video surveillance, 

or any other law enforcement tool for that matter, should perhaps focus more on 

challenging the wider policing system and practices rather than the technology 

itself. 

To do so means challenging the current perspective on crime prevention.  

The latter is currently largely based on the notion of pre-crime, the idea that law 

enforcement should aim to reduce and eliminate crime, rather than reacting to 

and investigating crimes after they have occurred (Asaro, 2019; Egbert and 

Leese, 2020). Predictive policing is seen as a means of achieving this goal, using 

large amounts of data and pattern recognition to identify at-risk situations, 
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people or places. It makes estimates about the future and allows law 

enforcement to act based on an assessment of the risk and likelihood of the crime 

occurring (Egbert and Leese, 2020). AI-powered video surveillance is one of 

the tools that enable this type of policing, using visual data to determine crime 

patterns and allow law enforcement to react before the crime is committed. ML 

has enabled cameras to become a tool for predictive policing, as previously 

cameras were only a passive technology whose main interest was to analyse 

crime scenes (Lindsey and Woolf, 2021). This further shows that the current 

practice of AI-powered video surveillance, whether object-based or person-

based, is embedded in a particular type of crime prevention system based on 

predictive policing and the processing of large amounts of data through pattern 

recognition to predict crime.  

Securitisation plays an important role in legitimising these practices. It 

makes it possible to establish an issue as a security issue that requires 

exceptional measures to protect citizens (Romaniuk and Webb, 2015). This 

process is therefore a political choice that illustrates a desire to counter a threat, 

whether real or not, through the enactment of exceptional measures. In the case 

of AI-powered video surveillance, this research shows that the technology was 

subjected to a twofold securitisation process. First, government authorities and 

law enforcement agencies have been engaging in that process. They securitise 

the threat environment to legitimise the use of the technology, highlighting their 

desire to better protect citizens and reduce crime rates. They are largely 

supported by private security actors who have commercial interests in 

promoting the technology. These different actors therefore highlight the 

opportunities of the technology to justify its ability to fight crime. Conversely, 

the challenges posed by the technology provide fertile ground for critics to argue 

against its use. Data protection and privacy advocates securitise the technology 

itself to justify the need for introducing a moratorium or banning the technology 

altogether. To move forward in this particularly polarised debate, it is necessary 

to understand both sides of the issue, step back from the noise and understand 
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what the real opportunities and challenges of the technology are. It also means 

looking beyond the technology itself, since it is neither good, bad nor neutral, 

and questioning the wider policing system into which the technology is 

embedded and which it serves. 

Finally, the usefulness of the technology must be questioned as the problem of 

surveillance avoidance remains. Even if policymakers were to regulate the 

technology responsibly, adversaries could still decide to fool the algorithms 

used for AI-powered video surveillance, preventing it from working. What then 

is the point of implementing the technology if it can still be fooled? This 

question remains to be explored further in the academic literature. From a purely 

technical point of view, this means improving the robustness of the technology 

to defeat adversaries. Politically, it means convincing opponents not to fool the 

technology. There is only one way to do this in a democracy: to bring the issue 

to consultation and foster a healthy debate that considers those directly affected 

by the policies. Developing technology that is understood, negotiated, and 

accepted by individuals is the best way to avoid adversaries. 
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Chapter 6: Conclusion 

 

This dissertation investigates how AI-powered video surveillance for predictive 

policing purposes could be responsibly implemented, if at all. The initial 

assumption of the research was that responsible use could be achieved if the real 

opportunities and challenges of the technology were better understood and 

considered to develop an appropriate and proportionate regulatory approach. A 

ban on the technology was not seen as a viable option, as it prevents the 

possibility of innovation and improvement of the technology to match EU 

values. On the contrary, a ban can lead the EU to lose its normative power to 

other powers that continue to develop and deploy AI-powered video 

surveillance globally and do not share the same human rights standards. The 

findings confirm the initial assumption and further argue to challenge the wider 

crime prevention and predictive policing practices in which the technology is 

embedded and which it serves, to ensure responsible use, as summarised in the 

next paragraphs.  

The debate around the use of AI-powered video surveillance is highly 

polarised in the EU. Each actor in the debate is engaged in a securitisation 

process. On the one hand, the proponents of the technology, governments, law 

enforcement and private security actors, securitise the threat environment, crime 

in cities, to justify the introduction of exceptional measures, the use of AI-

powered video surveillance, to counter the threat.  On the other hand, opponents 

of the technology, data rights and privacy advocates, securitise AI-powered 

video surveillance itself, to justify exceptional measures, in this case a 

moratorium or ban on the technology. This debate, rooted in rhetoric, influences 

the different regulatory approaches to the use of AI-powered video surveillance.  

This research moves away from this polarised debate, as the academic space 

allows for a more nuanced approach to the issue. It argues that the 

implementation of AI-powered video surveillance firstly requires a 
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comprehensive understanding of the technology, considering what it can and 

cannot do. Determining the technical capabilities and limitations provides an 

understanding of the positive and negative implications of the technology which 

should form the basis of any regulatory approach. 

The first step in this direction is to consider the type of entity being 

monitored, which has a significant impact on decision-making. Targeting an 

object has very different implications than monitoring a person, due to the 

sensitive nature of personal data. Therefore, the analysis was divided into two 

parts: object-centred and person-centred AI-powered video surveillance. Within 

each of these branches, several applications were considered. Object-centred 

AI-powered video surveillance included object detection and tracking, while 

person-centred AI-powered video surveillance included person and face 

detection, abnormal behaviour detection, and facial and emotion recognition. 

Understanding that AI-powered video surveillance encompasses many different 

types of applications is essential for the development of proportionate regulation. 

These applications also do not meet the same level of maturity, efficiency, and 

accuracy. This gives rise to different implications that need to be considered for 

an appropriate regulatory framework. 

Through document and content analysis of policy and technical 

documents, this research establishes the opportunities and challenges for object-

centred and person-centred AI-powered video surveillance to develop a 

roadmap for the responsible use of the technology. The findings show many 

similarities in terms of technical capabilities and limitations, as well as positive 

and negative implications.  

Regarding technical capabilities, findings show that both branches of 

application detect, recognise, and classify a given entity. This is the first step 

toward any kind of visual recognition application. Additionally, applications 

can further offer the ability to track items across frames. The monitored entities 

depend on what the algorithms have been trained to recognise. Entities range 
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from a broad category of people (suspected or confirmed criminals, victims, etc), 

objects (knife, gun, blood, etc) and behaviours (violent actions, kicking, falling, 

etc) associated with crime. 

Similar technical limitations were also found in both cases. They firstly stem 

from the training datasets in the training phase since AI-powered video 

surveillance requires a large amount of visual data, which must be diverse and 

classified accurately. The research shows that training datasets often lack this 

diversity and that classifications are not always accurate which leads to 

prediction errors. Additionally, there is a mismatch between the training and 

testing environment in which the technology is developed and the real-world 

environment in which the technology is deployed. AI-powered video 

surveillance relies on ML algorithms which are trained in benign and 

predictable environments. When deployed in the real world, they encounter 

many adversaries and changing conditions which challenge algorithms and lead 

to prediction errors. Such changing conditions are particularly tangible in video 

surveillance, with visual data being subject to a rapidly changing environment 

due to changes in lighting, background noises, or occlusion.  

These technical capabilities and limitations have far-reaching implications. 

There is again a lot of overlap between object-centred and person-centred AI-

powered video surveillance. These implications, even if the entity monitored is 

an object, all have to do with impacts on humans.  

The positive implications fully converge. Both object-centred and person-

centred AI-powered video surveillance allow for better protection of citizens 

through identification and tracking. Moreover, both make a cost-effective 

argument, as the technology supports law enforcement in the time-consuming 

and human error-prone practice of video surveillance. Finally, the technology 

could even have a positive impact on improving the privacy of video 

surveillance and mitigating surveillance practices if it is adapted to current 

concerns. 



84 
 

The negative implications differ a little, as person-centred AI-powered video 

surveillance deals with particularly sensitive data and its impacts on citizens are 

much more direct. However, the findings show that object surveillance can be a 

back channel to reveal sensitive information about individuals too. Therefore, 

the first negative implication noted in each case is the threat to the privacy and 

data of individuals. In addition, AI-powered video surveillance as a whole 

presents risks of normalising mass surveillance with related threats to freedom 

of association, assembly and expression due to the continuous monitoring of 

public spaces. Moreover, there is also a tendency toward technological 

solutionism, with the idea that technology can solve all crime issues, at the 

expense of alternative solutions that are better suited to fighting crime in the 

long term. Furthermore, prediction errors can make law enforcement waste 

valuable time in the fight against crime, and lead to the unjustified arrest of 

innocent people. In particular, person-centred AI surveillance remains 

extremely prone to biases that lead to discrimination. Finally, accountability 

issues also arise due to the lack of transparency and safeguards surrounding the 

use of this technology. 

As a result, the responsible use of AI-powered video surveillance 

requires several considerations which are set out in the roadmap. The latter 

includes considering the nature of the collected visual data, purpose and 

alternative options; overcoming technical limitations; leveraging and reviewing 

existing regulatory frameworks; developing clear safeguards and procedures for 

use and evaluation; and keeping humans in the loop. These are all necessary to 

guarantee a clear framework which ensures protecting the rights of citizens, 

guaranteeing transparency and accountability while allowing for innovation to 

support law enforcement and improve crime prevention techniques. 

Beyond the technology itself, this research finds that the responsible use 

of the technology cannot be achieved without considering the system in which 

it is developed and which it serves. A tool is merely a tool, and what makes it 
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good or bad is the use that is made of it. The current crime prevention system is 

largely based on the notion of pre-crime with the idea that law enforcement 

should aim at reducing and even eliminating crime, instead of reacting and 

investigating crimes after they occur, using deterrence and punitive policing 

practices. This prevents the development of alternative and sustainable solutions 

to crime that address its root causes. It also links back to the risk of technical 

solutionism, the belief that technology can solve any issues at the expense of 

long-term socio-economic policies. Therefore, the debate and regulatory 

attempts should go beyond the technology itself and challenge the current crime 

prevention system to achieve responsible use of AI-powered video surveillance.  

Nevertheless, the findings of this research confirm the initial assumption that a 

total ban on the technology is not the right approach to regulating the use of AI-

enabled video surveillance in the EU. The diversity of applications of AI video 

surveillance does not justify a complete and outright ban. This research shows 

that measures can, and should, be put in place to improve each of these 

applications and guarantee responsible use. A ban on the technology would 

prevent the EU from taking advantage of the opportunities offered by the 

different applications to fight crime. It would also prevent the EU from fully 

understanding the negative implications of this technology, and from finding 

ways for adaptation to make it more responsible.  

Meanwhile, other powers that have not banned this technology will continue to 

develop it by setting their own standards that may not fit EU democratic 

principles. The EU would then lose its normative power and its ability to set 

standards that reflect its values. The GDPR has demonstrated the EU’s potential 

to set high standards of data protection and privacy that have been copied around 

the world: this shows that its normative power exists and that it could and should 

be harnessed in the case of AI-powered video surveillance. The forthcoming AI 

Act is an important step in the development of the responsible use of AI-

powered video surveillance and could have a similar normative impact to the 
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GDPR if it considers the real opportunities and challenges of AI, its multiple 

uses, and its positive and negative implications.  
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