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## Introduction

An intersection graph is a graph such that we can map each vertex $v$ of the graph to a set $S_{v}$ such that the assigned sets $S_{u}, S_{v}$ have a nonempty intersection if and only if the vertices $u$ and $v$ form an edge. The typically investigated classes of intersection graphs are then formed by restricting the properties of the sets $S_{v}$. For example, we may restrict the sets to be simple curves in the plane, which yields the class of string graphs. The considered classes of graphs will be defined precisely later in Chapter 1.

Quite often, these classes may be restricted by a numerical parameter. These restrictions come in various forms; e.g., in the case of string graphs, the restriction may be in the maximum number of intersections between a pair of curves. A string graph with a representation in which each pair of curves intersects in at most $k$ points is called a $k$-string graph.

A folklore result also says that the class of string graphs is equivalent to the class of intersection graphs of paths on a rectilinear grid, also abbreviated as VPG. Again, we may restrict the intersection representation further by requiring that the paths have at most $k$ bends, yielding the class $\mathrm{B}_{k}$-VPG [1]. A similar class arises when considering the class of edge intersection graphs of paths on a rectilinear grid, denoted by EPG. The classes VPG and EPG differ as follows: for a VPG graph, any shared point is enough to form an edge, while two vertices form an edge in an EPG graph if and only if their paths share an edge in the grid. Nevertheless, we may still restrict the paths to have at most $k$ bends, which results in the analogous class $\mathrm{B}_{k}$ - EPG [2].

We can easily observe that the class $\mathrm{B}_{0}-\mathrm{EPG}$ is equal to the class of interval graphs, the intersection graphs of intervals on a real line [2]. We can use interval graphs to extend the class further by allowing representations that are less restrictive. The first class, so-called $k$-interval graphs are the intersection graphs of unions of at most $k$ disjoint intervals on a single real line - this extends the class of interval graphs by allowing representations with one vertex being represented by more intervals [3, 4]. Another, this time slightly more restrictive, extension of interval graphs is the class of $k$-track graphs [5]. These are the intersection graphs of unions of $k$ intervals on $k$ disjoint parallel real lines (tracks) with one interval per track. When mentioning $k$-track and $k$-interval graphs, we should note that these classes are relevant in scheduling [6] or bioinformatics [7, 8].

When considering these restrictions by a numerical parameter, we often consider the hierarchy of inclusions of the classes depending on the parameter. In all of the cases mentioned above, increasing the number makes the class larger. Moreover, these inclusions are strict for $k$-string graphs (proved by Kratochvíl and Matoušek [9]) and $\mathrm{B}_{k}$-VPG (proved by Chaplick et al. [10]) among other classes.

As with other graph classes, it is customary to consider the complexity of recognition of the class or other decision problems on the class. In this thesis, we only focus on the problem of recognizing the classes. For the mentioned classes, the recognition problem is often NP-complete: $k$-string graphs for any fixed $k \geq 1$ [11], $\mathrm{B}_{k}$-VPG for any fixed $k \geq 0$ [11, 10], $k$-track and $k$-interval graphs for any fixed $k \geq 2$ [12, [13], $\mathrm{B}_{1}$-EPG [14] and $\mathrm{B}_{2}$-EPG [15] with $\mathrm{B}_{k}$-EPG
for any $k \geq 3$ being conjectured to be NP-complete to recognize by Epstein et al. [16] The cases of 1 -track, 1 -interval, and $\mathrm{B}_{0}$-EPG graphs are an exception as all of these classes are the same as interval graphs which are recognizable in polynomial time [17, 18]. We also point out that in the case of $k$-string graphs, the restriction on the number of intersections also quickly yields membership of their recognition in NP, which lies in stark contrast with the case of general string graphs, which were proven to be NP-hard to recognize by Kratochvíl [19] twelve years before Schaefer, Sedgwick, and Štefankovič [20] showed the membership in NP.

In the thesis, we focus on two particular cases of hierarchies of intersection graphs: we first turn to graph classes akin to $k$-interval and $k$-track graphs in the plane instead of on the real line, and then we introduce precisely- $k$-string graphs, which are exactly the $k$-string graphs such that each pair of curves intersects either in 0 or precisely $k$ points.

In Chapter 1, we review already studied related hierarchies in more detail. Chapter 2 then focuses on new graph classes, called pure- $k$-tile, pure- $k$-line, impure- $k$-tile, and impure- $k$-line graphs, their relations with each other, and relations with other graph parameters such as treewidth, degeneracy or maximum degree. In Chapter 3, motivated by a version of Euler's formula for intersection graphs of simple curves in the plane, we focus on precisely- $k$-string graphs, building a hierarchy in which neither of the two inclusions between precisely- $k$-string graphs and precisely- $(k+1)$-string graphs holds.

## Preliminaries

We use standard notation covered by most introductory courses on discrete mathematics. Notably, we use $[n]$ to denote the set $\{1,2, \ldots, n\}$ and $\binom{X}{k}$ to denote the set of all subsets of the set $X$ of size $k$. We also introduce a few concepts that are often mentioned in the thesis.

A representation $R$ of a graph $G=(V, E)$ is a family of sets $R=\{R(v)$ : $v \in V\}$ such that $\forall u, v \in V: R(v) \cap R(u) \neq \emptyset \Leftrightarrow\{u, v\} \in E$.

A string representation $R$ of a graph $G=(V, E)$ is a representation $R=$ $\{R(v): v \in V\}$ such that each $R(v)$ is a piecewise linear curve in the plane.

A string representation is proper if every curve is simple, there are finitely many bends and finitely many intersection points, and in every point of the plane, at most two curves intersect, and every such intersection is a crossing. Note that this implies that no two curves are allowed to touch and that an endpoint of a curve cannot lie on another curve.

A string graph is an intersection graph of simple curves in the plane. Equivalently, it is an intersection graph of simple piecewise linear curves in the plane.

An L-shape is the union of a horizontal line segment and a vertical line segment such that the only common point of the two line segments is the lowest point of the vertical line segment and the leftmost point of the horizontal line segment.

An L-representation is a string representation whose every curve is an Lshape.

An L-graph is a graph that admits a proper L-representation.

## 1. Related works

In this chapter, we focus on related works with special focus on hierarchies of intersection graphs. We also mention the motivation for the second chapter; the motivation for the concepts explored in the third chapter follows from an observation in the second chapter.

### 1.1 Previously studied hierarchies of intersection graphs

We start with three different hierarchies described in one of the initial papers investigating a hierarchy of classes by Kratochvíl and Matoušek [9].

Definition 1 ( $k$-string graph). A $k$-string representation is a proper string representation such that every two curves intersect in at most $k$ points.

A graph is a $k$-string graph if it has a $k$-string representation.
Definition 2 ( $k$-SEG graph). A $k$-SEG representation is a proper string representation such that each piecewise linear curve consists of at most $k$ segments.

A graph is a $k$-SEG graph if it has a $k$-SEG representation.
Instead of 1-SEG, we often write just SEG and call the graph a segment graph.
Definition 3 ( $k$-DIR graph). A $k$-DIR representation is a string representation such that each curve consists of a single line segment, and all segments have at most $k$ different slopes.

A graph is a $k$-DIR graph if it has a $k$-DIR representation.
Definition 4 (PURE- $k$-DIR graph). A PURE- $k$-DIR representation is a $k$-DIR representation with the additional constraint that no two parallel line segments intersect. (This is equivalent to saying that it is a proper $k$-DIR representation.)

A graph is a PURE-k-DIR graph if it has a PURE- $k$-DIR representation.
We can immediately observe that increasing the parameter in these cases always creates a larger class. Moreover, we can also see from the definition that $\forall k \geq 1:$ PURE- $k$-DIR $\subseteq k$-DIR. Kratochvíl and Matoušek [9] showed these inclusions to be strict while also showing the inclusion of $k$-SEG graphs in $k^{2}$ string graphs. The whole landscape of the hierarchies is as follows: $\forall k \geq 1$ : $k$-DIR $\subsetneq(k+1)$-DIR, PURE- $k$-DIR $\subsetneq$ PURE- $(k+1)$-DIR, $k$-SEG $\subsetneq(k+1)$ SEG, $k$-string $\subsetneq(k+1)$-string, PURE- $k$-DIR $\subsetneq k$-DIR, SEG $=\cup_{k \geq 0}$ PURE- $k$ $\mathrm{DIR}=\cup_{k \geq 0} k$-DIR (9).

It is also natural to ask about the complexity of recognizing the classes. Most of these have also been resolved by Kratochvíl and Matoušek [11, 21, 19], showing that the decision problems of recognizing $k$-string graphs, $k$-DIR graphs, PURE-$k$-DIR graphs, all with $k$ fixed, are NP-complete. Moreover, the problem of recognizing SEG graphs in $\exists \mathbb{R}$-complete [9]. (That is, it is polynomially equivalent to the problem of deciding the values of the existential theory of the real numbers. The class $\exists \mathbb{R}$ is defined as the class of all problems that can be reduced in polynomial time to the decision problem of the existential theory of the reals.

The class itself is known to contain NP and to be contained in PSPACE [22]. However, it is an open question whether these inclusions are strict or possibly equalities. For a thorough introduction, we recommend the expository paper on the topic by Matoušek [23].)

An alternative hierarchy of string graphs was introduced by Asinowski et al. [1] In this case, the restriction is similar to $k$-SEG graphs with the additional constraint that the segments are either horizontal or vertical.

Definition 5 ( $\mathrm{B}_{k^{-}}$VPG and VPG graph). A $B_{k^{-}}-V P G$ representation is a string representation such that each piecewise linear curve consists of at most $k$ segments and all of the segments.

A graph is a $B_{k}-V P G$ graph if it has a $\mathrm{B}_{k^{\prime}}$-VPG representation.
We also define the class VPG $=\bigcup_{k \geq 0} \mathrm{~B}_{k}$-VPG.
The abbreviation of the class may seem peculiar at first, meaning "Vertex intersection graphs of Paths on a Grid" which alludes to an alternative view of the representation: we may think of the vertices as being represented by paths on a rectangular grid with two vertices forming an edge if and only if the two respective paths share a vertex. This can be contrasted with the class EPG, "Edge intersection graphs of Paths on a Grid", introduced by Golumbic, Lipshteyn, and Stern [2], which is defined similarly, with the only difference being that two vertices of the graph form an edge if and only if their respective paths share an edge.

Definition 6 ( $\mathrm{B}_{k}$-EPG and EPG graph). A $B_{k}-E P G$ representation of a graph $G=(V, E)$ is a family of piecewise linear curves $R=\{R(v): v \in V\}$ such that $\forall v \in V: R(v)$ has at most $k$ bends and every line segment is either horizontal or vertical and $\forall u, v \in V:\{u, v\} \in E \Leftrightarrow|R(u) \cap R(v)|=\infty$.

A graph is a $B_{k}-E P G$ graph if it has a $\mathrm{B}_{k}$-EPG representation.
We also define the class EPG $=\bigcup_{k \geq 0} \mathrm{~B}_{k}$-EPG.
Before we focus on the known results about these hierarchies, we first compare the differences between VPG and EPG graphs. The two classes differ wildly: by a folklore result, VPG graphs are precisely string graphs, while Golumbic, Lipshteyn, and Stern [2] showed that every graph is an EPG graph. On the other hand, when comparing the zero-bend classes, $\mathrm{B}_{0}-\mathrm{EPG}$ is exactly the class of interval graphs [2], while $\mathrm{B}_{0}$-VPG is strictly larger as it contains all interval graphs by definition, and additionally, it is easy to observe that the four-cycle $C_{4}$ is a $\mathrm{B}_{0}-\mathrm{VPG}$ graph but not an interval graph. When comparing hierarchies, we note again that in both cases, increasing the number always yields an inclusion and in all cases, this inclusion is strict. In particular, $\forall k \geq 0: \mathrm{B}_{k^{-}} \mathrm{VPG} \subsetneq \mathrm{B}_{k+1^{-}}$ VPG as shown by Chaplick et al. [10] and $\forall k \geq 0: \mathrm{B}_{k}$ - $\mathrm{EPG} \subsetneq \mathrm{B}_{k+1}$ - EPG which was first proven by Asinowski and Suk for odd $k$ [24] and later strengthened for all $k$ by Heldt, Knauer, and Ueckerdt [14].

Again, we ask about the complexity of recognizing these classes. The classes $B_{k}$-VPG are all NP-complete to recognize as shown by Kratochvíl and Matoušek for $k=0$ [11] and Chaplick et al. for $k \geq 1$ [10]. Moreover, in the case of a single bend, even if we only have a single rotation of the L-shape at our disposal, the recognition decision problem still remains NP-complete [25, 26]. On the other hand, the only known results for $\mathrm{B}_{k}$ - EPG are restricted to $k \in\{0,1,2\}$. The case
of $\mathrm{B}_{0}$ - EPG is simple as we can recognize interval graphs in linear time [17, 18]. In the cases of $\mathrm{B}_{1}$-EPG and $\mathrm{B}_{2}$-EPG, we know that these classes are NP-complete to recognize as shown by Heldt, Knauer, and Ueckerdt [14] for the case $k=1$ and Cameron, Chaplick, and Hoàng [27] showed this also extends to all natural subclasses induced by all possible combinations of the four rotations of L-shapes. Pergel and Rzążewski [15] extended these results for the case $k=2$ and the natural subclasses.

We continue with two closely related hierarchies, both based on extending the class of interval graphs. Interval graphs are often applied to scheduling [28], but often we may wish for a scheduled lecture to have two or more disjoint parts. A similar extension can also be used in bioinformatics for modeling similar regions of DNA sequences [7]. This idea leads to two possible natural definitions. In the first definition, we only expect each vertex to be represented by a union of $k$ intervals on the real line with no other restrictions. The second definition is more restrictive, as in this case, we write the graph as a union of $k$ interval graphs. This is equivalent to a representation where we are given $k$ parallel lines, and each vertex is represented by a union of $k$ intervals, one from each line. We now present a formal definition.

Definition 7 ( $k$-interval graph). A $k$-interval representation of a graph $G=$ $(V, E)$ is a family of $k$-tuples of intervals on the real line $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right)\right.$ : $v \in V\}$ such that $\{u, v\} \in E \Leftrightarrow \exists \ell, m \in\{1, \ldots, k\}: R_{\ell}(u) \cap R_{m}(v) \neq \emptyset$.

A graph is a $k$-interval graph if it has a $k$-interval representation.
Definition 8 ( $k$-track graph). A $k$-track representation of a graph $G=(V, E)$ is a family of $k$-tuples of intervals $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right): v \in V\right\}$ such that $\forall v \in V, \forall i \in[k]: R_{i}(v) \subseteq \mathbb{R} \times\{i\}$ and $\{u, v\} \in E \Leftrightarrow \exists \ell \in\{1, \ldots, k\}: R_{\ell}(u) \cap$ $R_{\ell}(v) \neq \emptyset$.

A graph is a $k$-track graph if it has a $k$-track representation.
As with all previous hierarchies, increasing the parameter creates a graph class that is a strict superclass, which was shown for $k$-interval graphs by Trotter and Harary [3] and for $k$-track graphs by West and Shmoys [12] who also showed that these two classes are distinct, as for any $k \geq 2$, the complete bipartite graph $K_{k^{2}+k-1, k+1}$ is a $k$-interval graph, but not a $k$-track graph.

Regarding the complexity of recognizing these classes, West and Shmoys [12] also showed that recognizing $k$-interval graphs for any $k \geq 2$ is NP-complete. Gyarfás and West [5] showed the NP-completeness of recognition of 2-track graphs and conjectured that $k$-track graphs are NP-complete to recognize for any $k \geq 2$. The conjecture was proved by Jiang [13, who also extended the result to more subclasses such as unit $k$-track graphs ${ }^{11}$. All these results require $k \geq 2$ because 1 -track graphs are the same as 1-interval graphs, and interval graphs can be recognized in linear time, first shown by Booth and Lueker [17] using PQ-trees and later also by Habib et al. [18] using LexBFS.

We may also focus on other possible measures of complexity of a graph representation as the numerical parameter. Cabello and Jejčič [29] consider the classes of $k$-length segment graphs and $k$-size-disk graphs. In both cases, the number corresponds to the maximum number of lengths or sizes of the respective objects.

[^0]Definition 9 ( $k$-length-segment graph). A $k$-length-segment representation is a representation such that each curve consists of a single line segment, and all segments have at most $k$ different lengths.

A graph is a $k$-length-segment graph if it has a $k$-length-segment representation.

Definition 10 ( $k$-size-disk graph). A $k$-size-disk representation of a graph $G=$ $(V, E)$ is family of disks in the plane $R=\left\{R(v) \subseteq \mathbb{R}^{2}: v \in V\right\}$ such that $\forall u, v \in$ $V:\{u, v\} \in E \Leftrightarrow \exists \ell \in\{1, \ldots, k\}: R_{\ell}(u) \cap R_{\ell}(v) \neq \emptyset$ and all the disks in $R$ have at most $k$ distinct diameters.

A graph is a $k$-size-disk graph if it has a $k$-size-disk representation.
Considering the inclusions, Cabello and Jejčič [29] show that $k$-length-segment graphs form a strict subclass of $(k+1)$-length-segment graphs for any $k \geq 1$ and the same holds for $k$-size-disk graphs: for all $k \geq 1$, the class of $k$-size-disk graphs is strictly contained in the class of $(k+1)$-size-disk graphs.

The complexity of the recognition of these classes seems to be open with the only exception of 1 -size-disk graphs, which were shown to be NP-hard to recognize by Breu and Kirkpatrick [30] and later were shown to be $\exists \mathbb{R}$-complete by Kang and Müller [31.

### 1.1.1 The motivation

The original motivation for Chapter 2 is a paper by Mustaţă and Pergel [32] that considers the decision problem of recognizing classes of intersection graphs with bounded maximum degree. By way of context, we also mention that Kratochvíl and Pergel [33] considered the decision problem of recognizing classes of intersection graphs with large girth.

As Mustaţă and Pergel [32] exhibited classes of intersection graphs that are NP-complete to recognize with bounded degree, it is natural to ask whether there exist classes with bounded degree. In particular, our goal is to find a class of intersection graphs that is trivially recognizable in polynomial time when restricted to graphs with a fixed maximum degree, and it permits a representation that is as simple as possible.

## 2. Unions of line segments

We are searching for a hierarchy of classes of intersection graphs that satisfy two (conflicting) requirements: we want the representing sets to be as simple as possible, but at the same time, we want to be able to represent as many graphs as possible. To be more precise, our requirement on the simplicity of the sets is formulated via efficient implicit representations.

Definition 11 (Efficient implicit representation [34]). An efficient implicit representation of a family of graphs $\mathcal{F}$ is an assignment of a $\mathcal{O}(\log n)$-bit code to each vertex of any labeled $n$-vertex graph $G \in \mathcal{F}$ with an existing polynomialtime decoder depending only on $\mathcal{F}$, i.e., a function that, given two codes of two vertices, computes whether the two vertices are adjacent in the graph or not in polynomial time with respect to the representations.

It is natural to want our representations to be efficient implicit representations. This slightly restricts us as Kannan, Naor, and Rudich [34] observed that any graph class with efficient implicit representation has at most $2^{\mathcal{O}(n \log n)}$ graphs on $n$ vertices. In particular, we cannot hope to represent graphs with either bounded chromatic number or bounded clique number, as there are at least $2^{\Omega\left(n^{2} / 4\right)}$ bipartite graphs on $n$ vertices (just by considering all bipartite graphs on $n$ vertices with vertices $1, \ldots,\lfloor n / 2\rfloor$ in the first partition and $\lfloor 1+(n / 2)\rfloor, \ldots, n$ in the second partition). We, therefore, turn our attention to the classes with a bounded degree or bounded degeneracy.

In particular, we search for a hierarchy of classes of intersection graphs that contain all graphs of maximum degree $k$ or all $k$-degenerate graphs. As mentioned before, Mustaţă and Pergel [32] showed NP-completeness of recognition of string graphs with maximum degree 8. In contrast, our results will yield classes of intersection graphs that are trivially recognizable in polynomial time when restricted to graphs with maximum degree $k$.

It is easy to see that for maximum degree 2 , even 2-DIR graphs are enough as such graphs are unions of paths and cycles, and both are representable in 2-DIR.

However, a well-known argument by Sinden [35] shows that there exists a bipartite graph of maximum degree 3 that is not a string graph: the subdivision of $K_{3,3}$. Therefore, even for maximum degree 3, we have to resort to a more general model of intersection graphs inspired by $k$-track and $k$-interval graphs. In our case, we focus on the case of unions of horizontal and vertical line segments in the plane.

We will use analogous names: for the case where no restrictions are imposed, we call these $k$-line graphs $\|^{1}$ In the other case, where we effectively want to represent the graph as a union of $k$ (not necessarily disjoint) intersection graphs, we will use the name $k$-tile graphs. This naming represents the intuition that we may think of the plane divided into $k$ tiles and in each tile, each vertex is represented by a single line segment.

We may also consider two possibilities with respect to the permitted intersections. Historically, the classes of grid intersection graphs (PURE-2-DIR, sometimes also referred to as bipartite $\mathrm{B}_{0}$-VPG graphs) and 2-DIR graphs have both

[^1]been considered as the intersection graphs of horizontal and vertical line segments [9]. The only difference is that in PURE-2-DIR, we only permit intersections between a horizontal and a vertical line segment, while in 2-DIR, all intersections are permitted. To easily differentiate between these choices, we explicitly say whether the representations are pure (only intersections between a horizontal and a vertical line segment are allowed) or impure (all intersections are allowed).

These two choices are independent, hence we get four different possible representations.

Definition 12 (Impure-line representation). An impure-k-line representation of a graph $G=(V, E)$ is a family of $k$-tuples of horizontal or vertical line segments $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right): v \in V\right\}$ such that $\{u, v\} \in E \Leftrightarrow \exists \ell, m \in\{1, \ldots, k\}:$ $R_{\ell}(u) \cap R_{m}(v) \neq \emptyset$.

Definition 13 (Impure-tile representation). An impure- $k$-tile representation of a graph $G=(V, E)$ is an impure- $k$-line representation $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right)\right.$ : $v \in V\}$ such that $\forall u, v \in V: \forall \ell, m \in\{1, \ldots, k\}: \ell \neq m \Rightarrow R_{\ell}(u) \cap R_{m}(v)=\emptyset$.

Definition 14 (Pure-line representation). A pure- $k$-line representation of a graph $G=(V, E)$ is an impure- $k$-line representation $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right): v \in V\right\}$ such that $\forall u, v \in V, \forall \ell, m \in\{1, \ldots, k\}$, if $R_{\ell}(u) \cap R_{m}(v) \neq \emptyset$, then precisely one of $R_{\ell}(u), R_{m}(v)$ is a horizontal line segment.

Definition 15 (Pure-tile representation). A pure-k-tile representation of a graph $G=(V, E)$ is a pure- $k$-line representation $R=\left\{\left(R_{1}(v), \ldots, R_{k}(v)\right): v \in V\right\}$ such that $\forall u, v \in V: \forall \ell, m \in\{1, \ldots, k\}: \ell \neq m \Rightarrow R_{\ell}(u) \cap R_{m}(v)=\emptyset$.

Definition 16 (Parameters pure-tile, pure-line, impure-tile, impure-line). Given a graph $G$, we define the following four parameters:

- $\operatorname{il}(G)$ is the least $k$ such that $G$ has an impure- $k$-line representation,
- it $(G)$ is the least $k$ such that $G$ has an impure- $k$-tile representation,
- $\operatorname{pl}(G)$ is the least $k$ such that $G$ has a pure- $k$-line representation,
- $\operatorname{pt}(G)$ is the least $k$ such that $G$ has a pure- $k$-tile representation.

Additionally, all of the four representations yield efficient implicit representations whenever $k$ is a fixed constant. In fact, the length of the codes is $4 k \log n$ bits for tile versions, as we may assume all coordinates to be at most $n$ and every vertex is represented by $k$ line segments with two endpoints, which in total yields $4 k$ coordinates of size $\log n$. In the line versions, we have to be slightly more careful as we can only assume all coordinates to be at most $k n$, and therefore the codes will be $4 k \log (k n)$ bits long.

The polynomial-time decoder for tile versions then looks at the endpoints of the pair of line segments in each tile and checks whether they intersect - if at least one pair intersects, it returns that the two vertices are adjacent, and otherwise, it returns that the two vertices are not adjacent. The line version is slightly slower, as it has to check all $k^{2}$ pairs of line segments, but it still runs in polynomial time.

Observation 1. For any fixed $k \geq 1$, impure- $k$-line, impure- $k$-tile, pure- $k$-line, pure-k-tile graphs all have efficient implicit representations.

This satisfies our first requirement, and now we show that the second requirement is also satisfied. In particular, we show that all the degeneracy of a graph is an upper bound on its pure-tile parameter, and therefore all $d$-degenerate graphs are pure- $d$-tile graphs.

Proposition 2. Let $G$ be a d-degenerate graph. Then, $\operatorname{pt}(G) \leq d$.
Proof. We prove this by induction on the number of vertices of $G$. If $|V(G)|=1$, we can represent the vertex by a single segment in each of the tiles arbitrarily.

Otherwise, if $|V(G)|>1$, then we use $d$-degeneracy and take the vertex $w \in V(G)$ with $\operatorname{deg}_{G}(w) \leq d$ and by induction on $G-w$, we get a pure- $d$-tile representation of $G-w$. We denote the neighbors of $w$ in $G$ by $v_{1}, \ldots, v_{\ell}$ for $\ell \leq d$. In the $i$-th tile, we add the new line segment representing $w$ so that it intersects the line segment representing $v_{i}$. If $\ell<i \leq d$, we can add the line segment arbitrarily so that it has no intersections.

Notably, we will show that the classes we described contain graphs that are not string graphs (for $k \geq 2$ ), which extends the possible range of graphs that can have an efficient implicit representation in an intersection graph class when compared to intersection graph classes which require the objects to be connected.

### 2.1 Properties of the parameters

Before we tackle the original problem, we start by investigating the properties of the parameters. First, we focus on the relationships with each other and with other well-known parameters.

Observation 3. For any graph $G$, $\operatorname{pt}(G) \geq \operatorname{pl}(G) \geq \operatorname{il}(G)$ and $\operatorname{pt}(G) \geq \operatorname{it}(G) \geq$ il(G)

Proof. This follows easily from the fact that any pure representation is also an impure representation and any tile representation is also a line representation.

Proposition 4. For any graph $G, \operatorname{il}(G) \leq \mathrm{pl}(G) \leq 2 \mathrm{il}(G)$.
Proof. We only need to prove the second inequality. Let $k:=\operatorname{il}(G)$ and let us take an impure- $k$-line representation $R$ of $G$.

We may also think of $R$ as a 2-DIR representation of a graph with a larger vertex set $(V(G) \times[k])$, and it is known that 2-DIR $\subseteq$ L-graph [25], hence we get an L-representation of the larger graph. Returning back to the original graph $G$, we have created a pure- $2 k$-line representation of $G$ as each line segment in the original representation was extended into at most two line segments.

We also note that the constant in the second inequality is the best possible: $\operatorname{it}\left(K_{3}\right)=\operatorname{il}\left(K_{3}\right)=1$ as we can represent the graph as an interval graph, while $\mathrm{pl}\left(K_{3}\right)=2$, as all pure-1-line graphs are by definition PURE-2-DIR graphs and, by the characterization by Asinowski et al. [1] under the name of grid intersection
graphs, they must be bipartite which $K_{3}$ is not. Therefore, $\mathrm{pl}\left(K_{3}\right) \geq 2$, and the pure-2-line representation given by Proposition 4 yields equality.

In particular, Observation 3 and Proposition 4 imply that for a class of graphs $\mathcal{G}$, one of the following four cases must occur.
(I) All four parameters il, it, pl, pt are bounded.
(II) The parameters il, it, pl are bounded, while pt is unbounded.
(III) The parameters il, pl are bounded, while pt and it are unbounded.
(IV) All four parameters il, it, pl, pt are unbounded.

We call these classes Type-I to Type-IV respectively. We may easily observe that Type-I and Type-IV classes exist: an example of Type-I class could be the class of graphs with maximum degree 1, as every such graph is a PURE-2-DIR graph, and hence all parameters are equal to one as well. For Type-IV classes, we may consider any class $\mathcal{G}$ that has $2^{\Theta\left(n^{2}\right)}$ graphs on $n$ vertices, as if $\mathcal{G}$ had any of the parameters bounded, it would have an efficient implicit representation. As mentioned at the beginning of this section, Kannan, Naor, and Rudich [34] showed that any graph class with an efficient implicit representation has at most $2^{\mathcal{O}(n \log n)}$ graphs on $n$ vertices, and this would be a contradiction. In fact, we use a similar counting argument in Section 2.5 to show nonconstructive lower bounds on the parameters.

It is natural to ask whether there exist Type-II and Type-III graph classes, and we focus on the question.

We first start by showing a class of graphs that is of Type-II - the class of complete graphs. We will use Turán's theorem during the proof, which we state before moving to our result.

Theorem 5 (Turán [36]). $\forall n \in \mathbb{N}, \forall 2 \leq r \leq n$, the $K_{r+1}$-free graph with the largest amount of edges is the Turán's graph $T(n, r)$ : the complete $r$-partite graph with partitions of size $\left\lceil\frac{n}{r}\right\rceil$ or $\left\lfloor\frac{n}{r}\right\rfloor$.

Proposition 6. Given a complete graph $K_{n}$ on $n \geq 2$ vertices, $\operatorname{pt}\left(K_{n}\right)=$ $\left\lceil\log _{2}(n)\right\rceil$.

Proof. We first prove that such representation exists (i.e., we prove the inequality $\left.\operatorname{pt}\left(K_{n}\right) \leq\left\lceil\log _{2}(n)\right\rceil\right)$. Without loss of generality, we may assume that $V\left(K_{n}\right)=$ $\{1,2, \ldots, n\}$. It is easy to see that any complete bipartite graph can be represented in a single tile. Hence, in each of the $\log _{2}(n)$ tiles, we represent a certain subgraph as a union of complete bipartite graphs and use induction on the rest of the graph.

If $n=2$, the statement is obvious as $K_{2} \cong K_{1,1}$ and hence it is representable in a single tile.

For the induction step, we assume $n \geq 3$. Then, we use a single tile to represent the largest complete bipartite graph with respect to the number of edges (this follows from Turán's theorem; in fact the weaker Mantel's theorem would suffice [37]) contained in $K_{n}: G_{n}=([n],\{\{a, b\}: 1 \leq a \leq n / 2 \wedge n / 2<b \leq n\})$. The graph $G_{n}$ is complete and bipartite, and, moreover, the edges in $G$ not covered by $G_{n}$ form a graph that is isomorphic to the disjoint union of a clique


Figure 2.1: The operation of "purifying" the intervals
$G^{\prime}$ of size $\lfloor n / 2\rfloor$ and a clique $G^{\prime \prime}$ of size $\lceil n / 2\rceil$. By the induction hypothesis, we have $\operatorname{pt}\left(G^{\prime}\right) \leq\left\lceil\log _{2}(\lfloor n / 2\rfloor)\right\rceil, \operatorname{pt}\left(G^{\prime \prime}\right) \leq\left\lceil\log _{2}(\lceil n / 2\rceil)\right\rceil$.

We then observe that $\left\lceil\log _{2}(\lfloor n / 2\rfloor)\right\rceil \leq\left\lceil\log _{2}(n / 2)\right\rceil=\left\lceil\log _{2}(n)-\log _{2}(2)\right\rceil=$ $\left\lceil\log _{2}(n)\right\rceil-1$. For the second inequality, we distinguish two cases based on the parity of $n$. If $n$ is even, then we use the same calculation except with equality: $\left\lceil\log _{2}(\lceil n / 2\rceil)\right\rceil=\left\lceil\log _{2}(n / 2)\right\rceil=\left\lceil\log _{2}(n)\right\rceil-1$. If $n$ is odd, then we calculate $\left\lceil\log _{2}(\lceil n / 2\rceil)\right\rceil=\left\lceil\log _{2}((n+1) / 2)\right\rceil=\left\lceil\log _{2}(n+1)\right\rceil-1$ and since $n$ is odd and we are calculating the logarithm of $n$ in base two, $\left\lceil\log _{2}(n)\right\rceil=\left\lceil\log _{2}(n+1)\right\rceil$.

Therefore, in all cases we need $\left\lceil\log _{2}(n)\right\rceil-1$ tiles to represent the remaining edges and in total, we use precisely the alotted $\left\lceil\log _{2}(n)\right\rceil$ tiles.

Next, we prove the other inequality showing that no representation with fewer tiles exists, i.e. $\operatorname{pt}\left(K_{n}\right) \geq\left\lceil\log _{2}(n)\right\rceil$. Given the $n$, let us take the largest $k \in \mathbb{N}$ such that $2^{k}+1 \leq n$. We will show that the clique on $2^{k}+1$ vertices (which is a subgraph of $K_{n}$ ) has no representation on $k=\left\lceil\log _{2}(n)\right\rceil-1$ tiles. By contradiction, let us assume such representation exists. Then, each vertex is represented by a horizontal or a vertical line segment in each of the tiles. Let us color the vertices by the $k$-tuples in $\{H, V\}^{k}$ where the $i$-th coordinate denotes whether the vertex is represented by a horizontal or a vertical line segment in the $i$-th tile. There are only $2^{k}$ colors but $2^{k}+1$ vertices, and hence two vertices must have the same color. However, this means that the two vertices cannot intersect as in each of the $k$ tiles, they are either both represented by a horizontal line segment or both represented by a vertical line segment. This immediately yields a contradiction, as we found an edge that is not represented, and hence the representation is not correct.

Observation 7. Given a complete graph $K_{n}$ on $n \geq 2$ vertices, $\mathrm{pl}\left(K_{n}\right) \leq 2$.
Proof. This follows easily from the fact that $K_{n}$ is an L-graph.
As all complete graphs are interval graphs, they also have it $\left(K_{n}\right)=1, \mathrm{il}\left(K_{n}\right)=$ 1. This shows that complete graphs indeed form a Type-II class. Moreover, we show that any Type-II class must have an unbounded clique number.

Proposition 8. For any graph $G$, $\operatorname{it}(G) \leq \operatorname{pt}(G) \leq \omega(G) \cdot \operatorname{it}(G)$.
Proof. Again, only the second inequality is nonobvious.
In this case, let $\ell=\operatorname{it}(G)$ and assume we have an impure- $\ell$-tile representation $R$ of $G$.

We start with taking $R$ and ensuring no two line segments of the same direction have a nonempty intersection by taking all line segments on a single line and
spacing them evenly $\varepsilon$-apart for some $\varepsilon>0$ as shown in Figure 2.1. At the same time, we also appropriately lengthen other line segments so that the only removed intersections are between segments contained in the same line. Note that such segments induce an interval graph.

Finally, we have to remedy the missing intersections. We do this for each tile in parallel, and hence from now on, we focus only on a single tile. We note that these interval graphs in the tile are vertex-disjoint as each vertex is represented by a single line segment and hence has only a single line it lies on in the plane.

By our assumption, we now have an interval graph $H$ with $\omega(H) \leq k$. We observe that any interval graph with $\omega(H) \leq k$ is ( $k-1$ )-degenerate and by Proposition 2, we know that then, $\operatorname{pt}(H) \leq k-1$.

We can represent all the disjoint interval graphs from the same original tile in the same new "pure" tiles, and the result follows.

In fact, this also implies a characterization of Type-II classes.
Corollary 9. If a class of graphs $\mathcal{G}$ has a bounded impure-tile parameter, then it is Type-II if and only if its clique number is unbounded, and it is Type-I otherwise.

Proof. For a Type-II class, we have the inequality $\mathrm{pt}(G) \leq \omega(G) \cdot \mathrm{it}(G)$, and we know that the impure-tile parameter is bounded, and as the pure-tile parameter is unbounded, the clique number must be unbounded as well. On the other hand, if the clique number is unbounded, the pure-tile parameter cannot be bounded as the graph requires at least $\left\lceil\log _{2}(\omega(G))\right\rceil$ tiles for the clique by Proposition 6 .

If both the impure-tile parameter and the clique number are bounded, then Proposition 8 implies that the pure-tile parameter must be bounded as well. $\boxplus$

Next, we focus on Type-III classes. In particular, we show that the class of multipartite complete graphs is Type-III. For the following proposition, we will employ a Ramsey-type theorem.

Definition 17 (Ramsey number $R(k, c, r)$ ). For $k, c, r \in \mathbb{N}$, we define the Ramsey number $R(k, c, r)$ to be the least integer $n$ such that $n \geq k$ and every set $X$ with $n$ elements has a monochromatic subset ${ }^{2}$ of size $r$ with respect to any $c$-coloring of $\binom{X}{k}$.

Theorem 10 (Ramsey [38]; Theorem 9.1.3 [39]). For all $k, c, r \geq 1$, there exists an $n \geq k$ such that every set $X$ with $n$ elements has a monochromatic subset of size $r$ with respect to any c-coloring of $\binom{X}{k}$. In particular, the Ramsey number $R(k, c, r)$ is well-defined.

Proposition 11. For any $K \geq 3$ there exists a graph $G_{K}$ such that $\operatorname{it}\left(G_{K}\right)>K$ and $\operatorname{pl}\left(G_{K}\right) \leq 2$. In particular, the impure-tile parameter may be unbounded while pure-line is bounded.

Proof. For the graph $G_{K}$, we construct a particular complete $p(K)$-partite graph $G_{K}=K_{N(K), \ldots, N(K)}$ with $\operatorname{it}\left(G_{K}\right)>K>2$. We start by observing that any complete $k$-partite graph is an L-graph and hence it has $\mathrm{pl} \leq 2$. This follows
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Figure 2.2: Building the L-graph representation of a complete $k$-partite graph
immediately as we can first represent the complete graph $K_{k}$ using L-shapes as expected, and then we can blow up each represented vertex of the complete graph into disjoint L -shapes that intersect all other vertices in the graph as shown in Figure 2.2 .

We then continue with noticing that taking the complete tripartite graph $K_{2,2,1}$, we have it $\left(K_{2,2,1}\right)>1$. For contradiction, assume we have an impure-1-tile representation of $K_{2,2,1}$. In the graph, the first two partitions form a $C_{4}$. This implies that it cannot happen that all vertices from the first two partitions would be represented on a single line as $C_{4}$ is not an interval graph. Moreover, it is easy to see that every 2-DIR representation of $C_{4}$ must consist of two parallel horizontal line segments and two parallel vertical line segments with their intersections being the vertices of a rectangle. It immediately follows that the line segment representing the last vertex cannot intersect all of the other line segments in any such representation.

We will construct the complete $p(K)$-partite graph $G_{K}$ for any fixed $K>2$ by taking $p(K)=R(2, K, 3)$ (in other words, we know that every $K$-edge-coloring of a complete graph on $p(K)$ vertices has a monochromatic triangle). We now show that if the partitions are large enough, then there exists a $p(K)$-partite subgraph $S=K_{2, \ldots, 2}$ such that the four edges between each pair of partitions are monochromatic. Let all partitions of $G_{K}$ be of the same size $N=N(K)$ and let $v_{\ell}^{p}$ be the $\ell$-th vertex in $p$-th partition. We consider an auxiliary graph $R=K_{N}$ that is colored by $K^{p(K) \cdot(p(K)-1)}$ colors with the edge $\{i, j\}$ colored by the $p(K) \cdot(p(K)-$ 1)-tuple of colors that correspond to the colors of edges $\left\{v_{i}^{p}, v_{j}^{p^{\prime}}\right\}$ over all pairs $\left(p, p^{\prime}\right) \in[p(K)] \times[p(K)]$ with $p \neq p^{\prime}$. For $N=R\left(2, K^{p(K)(p(K)-1)}, 2 p(K)\right)$, we are guaranteed to have a monochromatic clique of size $2 p(K)$ in the graph $R$ - we can use these $2 p(K)$ vertices $u_{1}, \ldots, u_{2 p(K)}$ to get the required graph by taking the vertices $v_{u_{1}}^{1}, v_{u_{2}}^{1}, \ldots, v_{u_{2 k-1}}^{k}, v_{u_{2 k}}^{k}, \ldots, v_{u_{2 p}(K)-1}^{p(K)}, v_{u_{2 p(K)}}^{p(K)}$ with all the edges between partitions monochromatic by the fact that the clique was monochromatic.

By the choice of $p(K)$, there are three partitions such that the edges between them have the same color and therefore, they form an induced monochromatic $K_{2,2,2}$. Therefore, assuming that there is an impure- $K$-tile representation of the graph $G_{K}$, there must be an induced $K_{2,2,2}$ in one tile by setting the colors as tiles in which the edges are represented by the intersection. This is a contradiction with the fact that $\operatorname{it}\left(K_{2,2,1}\right)>1$ as we get an impure-1-tile representation of $K_{2,2,2}$ and $K_{2,2,1}$ is its induced subgraph, yielding an impure-1-tile representation of $K_{2,2,1}$ which is a contradiction, and therefore $\operatorname{it}\left(G_{K}\right)>K>2$.

Another example of a Type-III class is the class of triangle-free L-graphs.

Pawlik et al. [40] showed that the class has an unbounded chromatic number. This implies that the class also has an unbounded pure-tile parameter, as for any graph $G$, we can bound $\chi(G) \leq 2^{\mathrm{pt}(G)}$ by taking a pure-tile representation of $G$ with the least number of tiles and coloring each vertex by a $\{0,1\}$-vector of length $\operatorname{pt}(G)$, where $i$-th coordinate is 0 if the vertex is represented in $i$-th tile by a horizontal line segment and the coordinate is 1 if the vertex is represented by a vertical line segment. This is clearly a coloring, as two vertices with the same color cannot form an edge by the definition of the representation, and hence the bound holds. Moreover, the class also has an unbounded impure-tile parameter by Proposition 8, as the class has a bounded clique number and unbounded puretile parameter. On the other hand, L-graphs have both pure-line and impure-line parameters bounded by the existence of their L-representation.

Proposition 12. For any graph $G$ with $\chi(G) \geq 2$, we have it $(G) \leq\left\lceil\log _{2}(\chi(G))\right\rceil$. $(\mathrm{il}(G))^{2}$.

Proof. We first start by decomposing the graph $G$ into $\left\lceil\log _{2}(\chi(G))\right\rceil$ bipartite graphs. Let $\varphi$ be a $\chi(G)$-coloring of $G$. As in the proof of Proposition 6 , we split the complete graph $K_{\chi(G)}$ into $\left\lceil\log _{2}(\chi(G))\right\rceil$ bipartite graphs $H_{1}, \ldots, H_{\left\lceil\log _{2}(\chi(G))\right\rceil}$ on vertices $[\chi(G)]$. We then blow up each of the graphs $H_{i}$ into a graph $G_{i}$ with the vertex set $V(G)$ with two vertices $u, v \in V(G)$ forming an edge in the graph $G_{i}$ if and only if $\{\varphi(u), \varphi(v)\} \in E\left(H_{i}\right)$ and $\{u, v\} \in E(G)$.

Next, we build an impure- $k^{2}$-tile representation from an impure- $k$-line representation $R$ of a bipartite graph $G_{i}$ with partitions $A \cup B$. For every pair $(\alpha, \beta) \in[k] \times[k]$, we create a tile that contains the representations $R_{\alpha}(u)$ for all $u \in A$ and $R_{\beta}(v)$ for all $v \in B$.

Given an edge $\{u, v\}$ with $u \in A, v \in B$, by definition there exists a pair of line segments $R_{a}(u), R_{b}(v)$ such that $R_{a}(u) \cap R_{b}(v) \neq \emptyset$. The edge is then realized by the intersection in the tile corresponding to the pair $(a, b)$. Moreover, every pair of vertices that is not connected by an edge has no intersections between any two representing line segments in the impure- $k$-line representation, and therefore we cannot create the edge in the impure- $k^{2}$-tile representation.

We now apply the contruction on each of the $\left\lceil\log _{2}(\chi(G))\right\rceil$ bipartite graphs $G_{i}$, proving the theorem.

Similarly to Type-II classes, the proposition and the arguments we showed for triangle-free L-graphs imply a characterization of Type-III classes.

Corollary 13. If a class of graphs $\mathcal{G}$ has bounded impure-line parameter and bounded clique number, then it is Type-III if and only if its chromatic number is unbounded, and it is Type-I otherwise.

Proof. For a Type-III class, we have the inequality it $(G) \leq\left\lceil\log _{2}(\chi(G))\right\rceil \cdot(\mathrm{il}(G))^{2}$ and we know that the impure-line parameter is bounded and as impure-tile parameter is unbounded, the chromatic number must be unbounded as well.

On the other hand, if the chromatic number of the class is unbounded, the pure-tile parameter must be unbounded as it requires at least $\left\lceil\log _{2}(\chi(G))\right\rceil$ by the inequality $\chi(G) \leq 2^{\mathrm{pt}(G)}$. Moreover, Proposition 8 implies that as the clique number is bounded, the impure-tile parameter must be unbounded as well, and hence the class is Type-III.

Finally, if the chromatic number of the class is bounded, the impure-tile parameter is bounded by Proposition 12 from the boundedness of both the impureline parameter and the chromatic number. Corollary 9 then implies that the class must be Type-I, as both the impure-tile parameter and the clique number are bounded.

### 2.2 The parameters and maximum degree

As the original motivation is to find a simple class of intersection graphs that contains all graphs with maximum degree $d$, we now turn to examine the relationship between the parameters and maximum degree.

We can use the 2 -factor theorem to obtain similar results to Proposition 2 for graphs with a maximum degree while either getting somewhat worse bounds or weakening our expectations on the requested representation.

Theorem 14 (2-factor theorem, Petersen [41]). If $G$ is a $2 k$-regular graph for some $k \in \mathbb{N}$, then the edges of $G$ can be partitioned into $k$ edge-disjoint 2-factors, where a 2-factor is a 2-regular subgraph of $G$.

Lemma 15 (Addario-Berry [42]). For a $k$-partite graph $G$ with maximum degree $r$, there exists a $k$-partite $r$-regular graph $G^{\prime}$ such that $G$ is an induced subgraph of $G^{\prime}$.

Proof. We prove this by a recursive construction by Addario-Berry [42], which we enhance by showing that the chromatic number stays the same.

We recurse based on the value of $r-\delta(G)$, where $\delta(G)$ is the minimum degree of a vertex in $G$. If $r-\delta(G)=0$, we have an $r$-regular $k$-partite graph with $G$ as an induced subgraph. Otherwise, we have $r-\delta(G)>0$. In such case, we take two disjoint copies $G_{1}=\left(V_{1}, E_{1}\right), G_{2}=\left(V_{2}, E_{2}\right)$ of $G$ and for any vertex $v \in V(G)$ such that $\operatorname{deg}_{G}(v)<r$, we add the edge between the corresponding vertices $v_{1} \in V_{1}, v_{2} \in V_{2}$. The resulting graph $G^{\prime}$ still has the maximum degree $r$, the minimum degree was raised by one to $\delta(G)+1$ and hence the difference $r-\delta(G)$ is now smaller.

Moreover, the graph $G^{\prime}$ is also $k$-partite: let us have a $k$-coloring $\varphi$ of $G$ that we apply to $G_{1}$ and $G_{2}$, yielding $\varphi_{1}, \varphi_{2}$ such that $\forall v \in V(G): \varphi(v)=\varphi_{1}\left(v_{1}\right)=$ $\varphi_{2}\left(v_{2}\right)$. Using these colors together works well in each $G_{i}$ separately, but the edges connected across have both vertices colored with the same color. We fix this easily by permuting the colors in $G_{2}$. Let us take any permutation $\sigma$ of $[k]$ with no fixed point (for example, we may take a permutation with a single cycle ( $12 \ldots k$ ), which is possible as $k \geq 2$ ). We then use the permutation to change the colors on $V_{2}$ by setting $\varphi_{2}^{\prime}(v)=\sigma\left(\varphi_{2}(v)\right)$. This yields the $k$-coloring $\psi$ of $G^{\prime}$ as follows:

$$
\psi(v)= \begin{cases}\varphi_{1}(v) & \text { for } v \in V_{1} \\ \varphi_{2}^{\prime}(v) & \text { for } v \in V_{2}\end{cases}
$$

Now, all edges in $G_{1}$ do not see any change to the colors of their vertices, all edges in $G_{2}$ see the colors of both of the vertices change, but as they are only permuted, the two colors remain different, and all edges between $G_{1}$ and $G_{2}$ now have two different colors, as before, we had $\varphi_{1}\left(v_{1}\right)=\varphi_{2}\left(v_{2}\right)$ and now, we have $\varphi_{1}\left(v_{1}\right) \neq \varphi_{2}^{\prime}\left(v_{2}\right)$ and $\psi$ is a $k$-coloring of $G^{\prime}$.

Theorem 16. Let $G$ be a bipartite graph with maximum degree $\Delta(G) \leq 2 d$ for $d \in \mathbb{N}$. Then $\operatorname{pt}(G) \leq d$.

Proof. From Lemma 15, we have a $2 d$-regular graph $G^{\prime}$ such that $G$ is an induced subgraph of $G^{\prime}$ and $G^{\prime}$ is also bipartite.

We now apply the 2 -factor theorem, and we obtain a partition of $G^{\prime}$ into edgedisjoint 2-factors $F_{1}, \ldots, F_{d}$. Each of these 2-factors is a union of cycles, and by a characterization of bipartite graphs, a bipartite graph has no odd cycles, and hence each of the cycles in $F_{i}$ must be an even cycle. It is easy to see that every even cycle has a PURE-2-DIR representation and therefore, we may represent each of these 2 -factors in a single pure tile.

In total, we are able to represent the graph in at most $d$ tiles, which yields the claimed bound $\operatorname{pt}(G) \leq d$.

Theorem 17. Let $G$ be a graph with maximum degree $\Delta(G) \leq 2 d$ for $d \in \mathbb{N}$. Then $\operatorname{it}(G) \leq d$.

Proof. By Lemma 15, we construct a $2 d$-regular graph $G^{\prime}$ such that $G$ is an induced subgraph of $G^{\prime}$. Then, we use the 2 -factor theorem to decompose $G^{\prime}$ into $d$ 2-factors $H_{1}, \ldots, H_{d}$. It is easy to see that each 2-factor, as a union of disjoint cycles, has a 2-DIR representation. Therefore, we may put each of these representations into a single tile, and we immediately get that it $\left(G^{\prime}\right) \leq d$. Moreover, as $G$ is an induced subgraph of $G^{\prime}$, we also get that $\operatorname{it}(G) \leq d$.

We can easily see that for $d=1$ we cannot represent all graphs with maximum degree $\leq 3$ as, by an argument dating back to Sinden [35], the subdivision of $K_{3,3}$ is not a string graph and hence not even a 2-DIR graph. Therefore, the result is tight for $d=1$.

However, for larger $d$, our bounds on the maximum degree $\Delta$ such that every graph $G$ with $\Delta(G) \leq \Delta$ has it $(G) \leq d$ differ dramatically. This is mainly caused by the fact that we use Ramsey theory to find a graph that is not even a string graph and such Ramsey graphs tend to be large. To make the bounds slightly better, we extend a lemma by Nešetřil and Rödl [43] for more than two colors while following the proof presented by Diestel in his textbook [39]. While all of these results are constructive in nature, the bounds are rather large, and we show better bounds in Section 2.5 using counting arguments at the expense of being nonconstructive.

We start by stating the necessary tools and definitions.
Definition 18 (Embedding). Given two graphs $G, H$, an embedding of $G$ into $H$ is an injective map $\varphi: V(G) \rightarrow V(H)$ such that $\forall u, v \in V(G):\{u, v\} \in E(G) \Leftrightarrow$ $\{f(u), f(v)\} \in E(H)$.

We remark that this is often called an induced embedding, however as we do not use the usual "subgraph" embedding, we leave out the word "induced" for brevity.

We also recall that we define the Ramsey number $R(k, c, r)$ to be the least integer $n$ such that $n \geq k$ and every set $X$ with $n$ elements has a monochromatic subset of size $r$ with respect to any $c$-coloring of $\binom{X}{k}$.

Lemma 18 (Nešetřil and Rödl [43]; Lemma 9.3.2 [39]). Every bipartite graph can be embedded in a bipartite graph of the form $\left(X \dot{\cup}\binom{X}{k}, E\right)$ for some set $X$ with $E=\left\{\{x, Y\} \in X \times\binom{ X}{k}: x \in Y\right\}$.

Lemma 19 (An extension of Lemma 9.3.3. [39], originally by Nešetřil and Rödl [43]). For every bipartite graph $P$ and for every $\ell \geq 2$, there exists a bipartite graph $P_{\ell}^{\prime}$ such that for every $\ell$-colouring of the edges of $P_{\ell}^{\prime}$, there is an embedding $\varphi: P \rightarrow P_{\ell}^{\prime}$ for which all the edges of $\varphi(P)$ have the same color.

Proof. We start with the assumption that the graph $P$ has the form from Lemma 18 as otherwise, we can just apply the lemma and search for the supergraph in the right form. Then, we continue by building a graph $P_{\ell}^{\prime}:=\left(X^{\prime} \dot{\cup}\binom{X^{\prime}}{k^{\prime}}, E^{\prime}\right)$ with $k^{\prime}:=\ell \cdot(k-1)+1$ and $X^{\prime}$ is any set of cardinality $\left|X^{\prime}\right|=R\left(k^{\prime}, \ell\binom{k^{\prime}}{k},((k-1)(\ell-\right.$ $1)+1)|X|+(\ell-1)(k-1))$ with $E^{\prime}:=\left\{\left\{x^{\prime}, Y^{\prime}\right\} \in X^{\prime} \times\binom{ X^{\prime}}{k^{\prime}}: x^{\prime} \in Y^{\prime}\right\}$.

Let $P_{\ell}^{\prime}$ have its edges colored with $\ell$ colors. When we consider any $Y^{\prime} \in\binom{X^{\prime}}{k^{\prime}}$, it has $k^{\prime}=\ell \cdot(k-1)+1$ neighbors, and by the pigeonhole principle, there must exist at least one color $c$ such that at least $k$ edges have the same color. If there are multiple such colors, we choose one of them arbitrarily. We say that $Y^{\prime}$ is associated to the color via $Z^{\prime} \subseteq Y^{\prime}$, where $\left|Z^{\prime}\right|=k$ and $\forall z^{\prime} \in Z^{\prime}$, the color of edge $\left\{z^{\prime}, Y^{\prime}\right\}$ is $c$.

We now assume $X^{\prime}$ to be linearly ordered. Then for every $Y^{\prime} \in\binom{X^{\prime}}{k^{\prime}}$, a unique order-preserving bijection $\mu_{Y^{\prime}}: Y^{\prime} \rightarrow\left\{1, \ldots, k^{\prime}\right\}$ exists. From $\mu_{Y^{\prime}}$, we get that $\mu_{Y^{\prime}}\left[Z^{\prime}\right] \in\binom{\left[k^{\prime}\right]}{k}$ for $Y^{\prime}$ associated to its color via $Z^{\prime}$. We then color $\binom{X^{\prime}}{k^{\prime}}$ by the colors $\binom{\left[k^{\prime}\right]}{k} \times[\ell]$ as follows: for a $Y^{\prime} \in\binom{X^{\prime}}{k^{\prime}}$, we set its color to be the pair ( $\mu_{Y^{\prime}}\left[Z^{\prime}\right], j$ ), where $j \in[\ell]$ is the color associated with $Y^{\prime}$ via $Z^{\prime}$.

By the choice of $\left|X^{\prime}\right|$ to be the Ramsey number $R\left(k^{\prime}, \ell\binom{k^{\prime}}{k},((k-1)(\ell-1)+\right.$ 1) $|X|+(\ell-1)(k-1))$, we know that $X^{\prime}$ has a subset $W$ of size $((k-1)(\ell-1)+$ 1) $|X|+(\ell-1)(k-1)$, such that $\binom{W}{k^{\prime}}$ is monochromatic. Moreover, every $Y^{\prime} \in\binom{W}{k^{\prime}}$ is associated with the same color $\alpha$ via some $Z^{\prime}$ (these may differ for different $Y^{\prime}$ ), and the sets $Z^{\prime}$ lie in their $Y^{\prime}$ in the same way - in other words, there exists a set $S \in\binom{\left[k^{\prime}\right]}{k}$ such that $\mu_{Y^{\prime}}\left(Z^{\prime}\right)=S$ for all $Y^{\prime} \in\binom{W}{k^{\prime}}$ and $Y^{\prime}$ associated with $\alpha$ via $Z^{\prime}$.

It now remains to construct the embedding $\varphi: P \rightarrow P_{\ell}^{\prime}$. We start by defining $\varphi$ on the set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ by choosing the images $w_{i} \in W$ so that $\varphi\left(v_{i}\right)=w_{i}$ and precisely $k^{\prime}-k=(\ell-1) k+(1-\ell)$ elements of $W$ are smaller than $w_{1}$, there are exactly $(\ell-1) k+(1-\ell)$ elements between each pair $w_{i}, w_{i+1}$ for all $i \in[n-1]$ and there are $(\ell-1) k+(1-\ell)$ elements that are larger than $w_{n}$. As we chose the set $W$ so that $|W|=((k-1)(\ell-1)+1)|X|+(\ell-1)(k-1)$, we have precisely the required number of elements to do so.

The next step is to define $\varphi$ on the other partition, that is, $\binom{X}{k}$. For $Y \in\binom{X}{k}$, we want to choose $Y^{\prime}=\varphi(Y) \in\binom{X^{\prime}}{k^{\prime}}$ so that the neighbors of $Y^{\prime}$ among the vertices in $\varphi(X)$ are exactly the images of the neighbors of $Y$ in $P$. These neighbors are the $k$ vertices $\varphi(x)$ with $x \in Y$, and therefore the colors of the edges are all $\alpha$.

We find this set $Y^{\prime}$ by first fixing the subset $Z^{\prime}:=\{\varphi(x): x \in Y\}$ - these correspond to $k$ vertices of the type $w_{i}$. We then extend $Z^{\prime}$ by the remaining
$k^{\prime}-k$ vertices that are in $W \backslash \varphi[X]$ (that is, by the vertices that are not of the type $w_{i}$ ) so that $Z^{\prime}$ lies correctly inside $Y^{\prime}: \mu_{Y^{\prime}}\left(Z^{\prime}\right)=S$. We can do this as between any two $w_{i}$, there are at least $(\ell-1) k+(1-\ell)=k^{\prime}-k$ other vertices of $W$.

By definition, we have that $Y^{\prime} \cap \varphi[X]=Z^{\prime}$ and hence $Y^{\prime}$ has the correct neighbors (and non-neighbors). It now remains to notice that $\varphi$ is injective on $\binom{X}{k}$ as the images $Y^{\prime}$ of different $Y \in\binom{X}{k}$ must be distinct, as their intersections with $X$ are different and hence also their intersections with $\varphi[X]$ are different. It now follows that $\varphi: P \rightarrow P_{\ell}^{\prime}$ is indeed an embedding.

Theorem 20. For all $d \geq 2$, there exists a bipartite graph $G_{d}$ with $\operatorname{it}(G) \geq d$.
Proof. For $d=2$, as observed before, we take the subdivision of $K_{3,3}$, which we denote by $K_{3,3}^{2}$, to be $G_{2}$.

For $d \geq 3$, we take the bipartite graph $G=K_{3,3}^{2}$ with $\ell=d-1$, and we apply the Lemma 19. We then get a bipartite graph $G_{\ell}^{\prime}$.

For contradiction, we assume that $\operatorname{it}\left(G_{\ell}^{\prime}\right) \leq \ell$. Then, there is an impure( $d-1$ )-tile representation of $G$. If $G_{\ell}^{\prime}$ can be represented using fewer than $\ell$ tiles, we can add the remaining tiles so that they have no intersections.

We apply the natural coloring of edges on $G_{\ell}^{\prime}$, where each edge is colored by the number of a tile in which it is represented. (Note that this coloring is not uniquely determined, as an edge may be represented in multiple tiles; however, in such case, we may choose any of the colors.) By Lemma 19, there exists a color $1 \leq c \leq \ell$ such that $G$ is an induced subgraph of $G_{\ell}^{\prime}$ and all edges of $G$ have the color $c$. Therefore, in one of the tiles, we have a representation of the graph $K_{3,3}^{2}$ that is not even a string graph, which is a contradiction.

This implies that $G_{\ell}^{\prime}$ has no impure-tile representation with fewer than $d$ tiles, proving the theorem.

Corollary 21. For all $d \geq 2$, there exists a bipartite graph $G_{d}$ with $\operatorname{il}(G) \geq d$.
Proof. From Proposition 12, we get that for bipartite graphs, we have it $(G) \leq$ $(\operatorname{il}(G))^{2}$, implying $\operatorname{il}(G) \geq \sqrt{\operatorname{it}(G)}$. Therefore, given $d \geq 2$ we use the Theorem 20 to get the graph $G_{d^{2}}$ with $\operatorname{it}\left(G_{d^{2}}\right) \geq d^{2}$, which immediately implies that $\operatorname{il}(G) \geq$ $d$.

The bounds in Lemma 19 on the maximum degree are, however, rather large. For the graph $K_{3,3}^{2}$ and $d \geq 3$, we get th at the size of the ground set in the Ramsey graph is $\left|X^{\prime}\right|=R\left((d-1) \cdot(k-1)+1,(d-1) \cdot\binom{(d-1) \cdot(k-1)+1}{k},((k-\right.$ $1)(d-2)+1)|X|+(d-2)(k-1))$, where $|X|=6, k=2$ as the subdivided vertices in $K_{3,3}^{2}$ can be thought of as some of the 2-tuples, hence we get $\left|X^{\prime}\right|=$ $R\left(d,(d-1) \cdot\binom{d}{2}, 7(d-1)-1\right)$. By the definition of $G_{d}$, we get that the maximum degree in the graph is $\binom{\left|X^{\prime}\right|-1}{2}=\frac{\left(\left|X^{\prime}\right|-1\right)\left(\left|X^{\prime}\right|-2\right)}{2}$ - we have two types of vertices, the vertices that correspond to the $d$-tuples, which have degree $d-1$ and the vertices corresponding to the elements of $X^{\prime}$, which have an edge with every 3 -tuple containing the element. Therefore, the number of 2 -tuples not containing the single element is the maximum degree. Using the stepping-up construction of Erdös, Hajnal, and Rado [44], we have that $R(k, c, r) \geq T_{k-1}\left(c_{1} r^{2}\right)$, where $T_{k}(x)$ is the tower of height $k$ defined inductively as $T_{1}(x)=x, T_{i+1}(x)=2^{T_{i}(x)}$
and $c_{1}$ is a positive constant. Therefore, we see that the maximum degree in $G_{d}$ has a lower bound $\left(T_{d-1}\left(c_{1} r^{2}\right)\right)^{2}$, which grows much more quickly than the linear growth of the maximum degree of $2 d$ of our best impure- $d$-tile construction.

### 2.3 The pure-tile parameter of planar graphs

By Proposition 2 and the fact that planar graphs are 5 -degenerate, we know that for any planar $G, \operatorname{pt}(G) \leq 5$. However, we can do even better using a result by de Fraysseix, Ossona de Mendez and Pach [45].

Theorem 22 (de Fraysseix, Ossona de Mendez, and Pach [45). Any bipartite planar graph is a contact intersection graph of horizontal and vertical line segments.

Theorem 23. For any planar graph $G, \operatorname{pt}(G) \leq 2$.
Proof. By the four color theorem, let us have a 4-coloring $\varphi: V(G) \rightarrow\{1,2,3,4\}$ of $G$. We then build two bipartite planar graphs $G_{1}, G_{2}$ so that in the first graph, there are only the edges that have their endpoints colored as either 1 and 3 , or 2 and 4 . We put all the remaining edges into the second graph. Formally,

- $G_{1}=(V(G),\{e \in E(G): \varphi[e]=\{1,3\} \vee \varphi[e]=\{2,4\}\})$,
- $G_{2}=\left(V(G), E(G) \backslash E\left(G_{1}\right)\right)$.

Then, both of these graphs are planar and bipartite, and by Theorem 22, they are contact intersection graphs of horizontal and vertical line segments. Therefore, we have a pure-2-tile representation of $G$.

We also immediately notice that this is tight as there are graphs that require two tiles: in particular, the complete graph on four vertices $K_{4}$, which by Proposition 6 requires at least two tiles.

### 2.4 Relations with other graph parameters

In this section, we focus on the relationships of our newly defined parameters with well-known parameters in graph theory. In particular, we focus on treewidth, pathwidth, and clique-width.

We start by defining the parameters and related concepts that will be useful in this section.

Definition 19 (Tree decomposition). A tree decomposition of a graph $G$ is a pair $(T, X)$ where $T$ is a tree and $X=\left\{X_{v} \in \mathcal{P}(V(G)): v \in V(T)\right\}$ is a family of so-called bags such that

1. $\cup X=V(G)$,
2. $\forall e=(u, v) \in E(G): \exists w \in V(T):\{u, v\} \subseteq X_{w}$,
3. $\forall u \in V(G)$ : the nodes of $T$ whose bags contain the vertex $u$ form a nonempty connected subgraph (a subtree in particular).

We remark that in order to prevent confusion, it is a custom to say that the tree $T$ has nodes, while the graph $G$ has vertices.

Definition 20 (Treewidth). The width of a tree decomposition $T$ is $\max _{X_{i} \in V(T)}\left|X_{i}\right|-$ 1.

The treewidth $\operatorname{tw}(G)$ is the minimum possible width of any tree decomposition of $G$.

Definition 21 (Path decomposition). A path decomposition is a tree decomposition $(T, X)$ such that the tree $T$ is a path.

Definition 22 (Pathwidth). The pathwidth of a graph $G$, denoted $\mathrm{pw}(G)$, is the minimum possible width of any path decomposition of $G$.

Definition 23 (Clique-width). The clique-width of a graph $G$, denoted $\mathrm{cw}(G)$ is the minimum number of labels needed to construct $G$ by using the following four operations:

1. creating a new vertex $v$ with label $i$ (denoted by $i(v)$ ),
2. taking a disjoint union of two labeled graphs $G, H$ (denoted by $G \oplus H$ ),
3. given two distinct indices $i, j$, creating an edge between each vertex with label $i$ and each vertex with label $j$ (denoted by $\eta_{i, j}$ ),
4. renaming the label $i$ to $j$ (denoted by $\rho_{i \rightarrow j}$ ).

We start by showing that bounded treewidth implies bounded pt parameter.
Proposition 24. For every graph $G, \operatorname{pt}(G) \leq \operatorname{tw}(G)$.
Proof. We use induction on the number of vertices to prove that graphs with treewidth at most $k$ are $k$-degenerate. While this result is not new [46], we prove it for completeness. If $|V(G)| \leq k+1$, this is obvious as then the maximum degree is at most $k$, the graph is trivially $k$-degenerate.

Otherwise, $|V(G)|>k+1$ and hence any tree decomposition must have at least two bags. This implies that the underlying tree must have a leaf.

Therefore, let us have a leaf node $\ell$ with its bag $X_{\ell}$ and its neighboring node $v$ and its bag $X_{v}$. It can happen that $X_{\ell} \subseteq X_{v}$, in which case we remove the node $\ell$ from the tree decomposition and continue by finding a leaf again. Otherwise, $\exists u \in X_{\ell}: u \notin X_{v}$ and, as $\left|X_{\ell}\right| \leq k+1, \operatorname{deg}_{G}(u) \leq k$ and we have found a vertex that is only in the bag $X_{\ell}$ and hence has at most $k$ neighbors. Therefore, we found a vertex $u$ of degree $\leq k$ and by the induction hypothesis, $G-\{u\}$ is $k$-degenerate: it still has treewidth at most $k$ as removing vertices does not increase the treewidth.

We have therefore shown that $G$ is $k$-degenerate, and by Proposition 2, the conclusion holds.

Corollary 25. For every graph $G, \operatorname{pt}(G) \leq \mathrm{pw}(G)$.
Proof. This follows from the previous proposition since any path decomposition is also a tree decomposition, and hence $\mathrm{tw}(G) \leq \mathrm{pw}(G)$.

We have shown that if treewidth is bounded, then so is the pure-tile parameter; however, the converse does not hold. It is well-known [47] that the treewidth of an $n \times n$-grid is $n$; however, it is 2 -degenerate, and hence it can be represented in two pure tiles. The same conclusion holds for the pathwidth as for any graph $G, \operatorname{tw}(G) \leq \mathrm{pw}(G)$ which implies that the pathwidth of an $n \times n$-grid is also unbounded.

We now turn our focus to clique-width. In this case, we can only prove partial results. By the definition, it is clear that a complete graph on $n \geq 2$ vertices has clique-width 2 , but it requires $\left\lceil\log _{2}(n)\right\rceil$ pure tiles. We, therefore, turn to the slightly stronger parameter pure-line and we take a look at all graphs with clique-width at most 2 , so-called cographs.

Theorem 26. For any graph $G$, if $\mathrm{cw}(G) \leq 2$, then $\mathrm{pl}(G) \leq 2$. Moreover, $G$ is an L-graph.

Proof. The proof follows from two inclusions from the literature. We first use the result by Bose, Buss, and Lubiw [48] which shows that every cograph is a permutation graph. Then, we use the result by Cohen, Golumbic, and Ries [49] which shows that every permutation graph is an L-graph.

On the other hand, Jelínek [50] showed that the $n \times n$-grid has rank-width precisely $n-1$ and Oum with Seymour [51] proved that the rank-width of a graph is a lower bound on its clique-width and hence there exist graphs with unbounded clique-width (and rank-width) but bounded pure-line parameter. The question whether bounded clique-width implies bounded pure-line parameter remains open.

### 2.5 The parameters and the number of vertices

In this section, we focus on bounds on the parameters on $n$-vertex graphs. First, we show that there exist bipartite $n$-vertex graphs with impure-line representations requiring $\Omega(n / \log n)$ lines.

Theorem 27. There exists $n_{0} \in \mathbb{N}$ such that $\forall n \geq n_{0}$, there exists a bipartite graph $G$ with $n$ vertices such that $\operatorname{il}(G) \in \Omega\left(\frac{n}{\log n}\right)$

Proof. We do this by upper bounding the number of labeled impure- $\ell$-line graphs on $n$ vertices. We create the bound by counting the ways of creating impure- $\ell$-line graphs on $n$ vertices: we may take any 2-DIR graph on $\ell \cdot n$ vertices and then split the vertices into $n$ partitions of size $\ell$, where each of the partitions corresponds to a single vertex of the graph represented by $\ell$ line segments.

Therefore, we need to bound the number of 2-DIR graphs on $n$ vertices. We may do this by noting that every 2-DIR graph is an L-graph [25], and there are at most $(n!)^{4}$ L-representations: every vertex is represented by a single L-shape, and we may order their bends from top to bottom and from left to right, which yields $(n!)^{2}$. Moreover, we now have to take into account the lengths of the segments, which yields again $(n!)^{2}$ : this follows from the fact that if we assume without loss of generality that the L-shapes are drawn on an $n \times n$-grid, the bottom-most bend point can have its vertical line segment extend into at most $n$ different lengths: from 0 up to $n-1$, and, for every bend point that is higher, we lose one of the
possibilities, which in total yields $n$ ! possibilities for the lengths of vertical line segments, and the same for lengths of horizontal line segments. This yields that the number of 2-DIR graphs on $\ell n$ vertices is at most $((\ell n)!)^{4} \in 2^{\mathcal{O}(\ell n \log (\ell n))}$. By a result of Scheinerman and Zito [52], this is also asymptotically best possible, as the class of 2-DIR graphs trivially contains all perfect matchings (or, albeit slightly more strongly, all graphs with maximum degree 1).

We can also upper bound the number of ways to split $\ell n$ vertices into $n$ partitions of size $\ell$ by counting $\prod_{i=0}^{n-1}\binom{\ell(n-i)}{\ell} \leq\binom{\ell n}{\ell}^{n} \in 2^{\mathcal{O}(\ell n \log (\ell n))}$.

Therefore, we can see that the number of impure- $\ell$-line graphs on $n$ vertices is at most $2^{\mathcal{O}(\ell n \log (\ell n))}$.

Moreover, we also easily observe that there are at least $2^{\Omega\left(\frac{n^{2}}{4}\right)}$ bipartite graphs as we can simply take (for $n$ even) the bipartite graphs with vertices $1, \ldots, n / 2$ in the first partition and the vertices $\frac{n}{2}+1, \ldots, n$ in the second partition. Such graphs are in one-to-one correspondence with 0-1 matrices of size $\frac{n}{2} \times \frac{n}{2}$, and therefore there are at least $2^{\frac{n^{2}}{4}}$ such labeled graphs.

We are now interested in finding $\ell$ such that $n^{2} / 4 \in \Theta(\ell n \log (\ell n))$ and we can see that setting $\ell=\Theta(n / \log n)$ fulfills the criterion as then we have $\ell n \log (\ell n) \in$ $\Theta\left(n^{2} / 4\right)$. Therefore, for $n$ large enough, there exist bipartite graphs $G$ on $n$ vertices with $\operatorname{il}(G) \in \Omega\left(\frac{n}{\log n}\right)$, proving the theorem.

This bound also holds for the three remaining parameters, as we showed the impure-line parameter to be less than or equal to the remaining parameters.

Next, we attempt to complement this result with upper bounds.
Proposition 28. Every graph on $n$ vertices has a pure- $\left\lceil\frac{n}{\sqrt{2}}\right\rceil$-tile representation.
Proof. We use the result by Dean, Hutchinson, and Scheinerman [53] that shows that every graph $G=(V, E)$ can be written as a union of $\left\lceil\sqrt{\frac{|E|}{2}}\right\rceil$ trees. As $|E| \leq n^{2} / 2$ for any $n$-vertex graph and trees are 1-degenerate, by Proposition 2 , we can represent each tree as a PURE-2-DIR graph, and therefore we have a pure-tile representation that uses $\left\lceil\sqrt{\frac{|E|}{2}}\right\rceil \leq\left\lceil\sqrt{\frac{n^{2}}{4}}\right\rceil=\left\lceil\frac{n}{\sqrt{2}}\right\rceil$ tiles.

Again, this also holds for the three remaining types of representations, as a pure-tile representation is the most restricted type of the four representations we consider.

We remark that Dean, Hutchinson, and Scheinerman [53] also have a result that shows that every graph $G=(V, E)$ can be written as a union of $\left\lfloor\sqrt{\frac{|E|}{3}}+\frac{3}{2}\right\rfloor$ planar graphs. This is a better bound regarding the number of graphs, but to represent a planar graph, we may need two tiles by Theorem 23 and Proposition 6 and therefore, the multiplicative factor we would get is $\frac{2}{\sqrt{6}}>\frac{1}{\sqrt{2}}$ and our bound would be worse.

### 2.6 Open problems

The first glaring open problem stems from the difference of the bounds on the minimum degree in Lemma 19 and Theorem 17 .

Problem. Do there exist graphs with a maximum degree $2 d+1, d \geq 2$ such that they do not have an impure- $d$-tile representation, or does there exist a better lower bound on the minimum degree of a graph that still permits an impure- $d$ tile representation?

In a similar vein, it would be interesting to investigate the gap between our upper and lower bound of the pure-tile parameter on graphs on $n$ vertices we showed in Theorem 27 and Proposition 28 ,

Problem. Do there exist graphs on $n$ vertices that require pure- $\Omega(n)$-tile representation or can we find a pure- $f(n)$-tile representation for all $n$-vertex graphs with $f \in o(n)$ ?

A third question concerns the relation between bounded clique-width and bounded pure-line parameter.
Problem. Does bounded clique-width imply bounded pure-line parameter?
Finally, it is natural to consider the decision problem of whether a graph $G$ has a pure- $d$-line representation. We can immediately see that the decision problem is in NP: any $n$-vertex graph is $(n-1)$-degenerate, and we may therefore assume that $d \leq n$ as the answer is trivial otherwise. Then, there are at most $n^{2}$ line segments in the representation and we may assume that the endpoints of the line segments on a $2 n^{2} \times 2 n^{2}$-grid: take the representation and create a grid so that all endpoints lie on the points of the grid. As there are at most $2 n^{2}$ endpoints and each of them may create a new grid line both horizontally and vertically, we get to the size $2 n^{2} \times 2 n^{2}$. (In fact, each line segment creates at most three grid lines, one that the line segment lies on and two that are perpendicular to the line segment and intersect it in the endpoints. However, for the membership in NP, the above bound is sufficient.)

It is now obvious that we can use the description of the whole representation as a polynomial certificate, as each of the $n^{2}$ line segments requires only $2 \log _{2}\left(2 n^{2}\right)$ bits and hence the polynomial certificate has size at most $2 n^{2} \cdot \log _{2}\left(2 n^{2}\right)$. The verification of the certificate then can be done in time $\mathcal{O}\left(n^{4}\right)$ as we can check every pair of vertices and all $\binom{n}{2}$ pairs of representation line segments representing the vertices to either intersect or not intersect.

The case of $d=1$ has been resolved by Kratochvíl [21] who showed that the decision problem is NP-complete and the same also holds for other three variants of the representations in the case of $d=1$. Moreover, the decision problem of recognizing impure- $d$-tile graphs with maximum degree $2 d$ is trivially in P by Theorem 17 and recognizing pure- $d$-tile graphs with maximum degree $d$ is also in P by Proposition 2.

The problem has already been studied with a similar parameter called thickness, that is, the minimum number of planar graphs such that $G$ can be written as their union. In this case, Mansfield [54] showed that deciding whether thickness is at most $k$ for any $k \geq 2$ is NP-complete. However, adapting such reduction for the case of intersection representations proved to be tricky, as a key component in the reduction was the ability to have a linear bound on the number of edges in a planar graph that comes from Euler's formula. While we can prove a version of Euler's formula for special cases of intersection representations and we do so in the next chapter, it does not yield any nontrivial bound on the number of edges unless we also require a large girth of the graph, which was first used by Nešetřil
and Kostochka [55]. This is a consequence of the fact that in planar graphs, edges are represented by curves, while in intersection representations (and particularly proper representations), edges are represented by the intersections, that is, the points.

Problem. What is the complexity of deciding whether a general graph $G$ has a pure- $d$-line representation for $d \geq 2$ ? The same question also applies to pure- $d$ tile, impure- $d$-line, and impure- $d$-tile.

## 3. Precise number of intersections

In this chapter, we focus on a parameter that has not been studied in much detail: the number of intersections of string graphs. While 1-string graphs have been studied in the past, the subclasses of string graphs with a higher number of intersections have not been in the spotlight, with a few exceptions.

We study these classes, mainly motivated by a version of Euler's formula for intersection graphs in the plane. While the method used in the proof was first used by Nešetřil and Kostochka [55] in proving bounds on chromatic numbers of 1 -string graphs with large girth, they did not explicitly state the formula - Euler's formula is mentioned in the process, however, they use it on the "graphical graph" $H(F)$ which is planar.

### 3.1 A version of Euler's formula

Theorem 29 (Euler's formula for 1-string graphs). Let $G$ be a connected 1-string graph with a 1-string representation $R$. Let $f$ denote the number of faces of $R$.

Then, $|V(G)|-|E(G)|+f=2$.
Proof. We use the same terminology as Nešetřil and Kostochka: given the proper 1-string representation $R$ of a graph $G$, we construct a plane graph $H(R)$ (called the graphical graph) as follows. The vertices of $H(R)$ are precisely the intersection points of the curves. Two vertices of $H(R)$ are joined by an edge if and only if they lie on the same curve and there is no other intersection point in between them. The drawing of $H(R)$ immediately follows from the definition: the vertices are drawn in the place of the intersection points and the edges are drawn on the curve joining the intersection points.

Immediately, we see that $|V(H(R))|=|E(G)|$ as each pair of curves may intersect at most once, and hence each edge is counted precisely once. Moreover, $|E(H(R))|=2|E(G)|-|V(G)|$ as on each curve $R(v)$, there are precisely $\operatorname{deg}_{G}(v)$ intersection points and hence $\operatorname{deg}_{G}(v)-1$ edges. In total, we get $\sum_{v \in V(G)}\left(\operatorname{deg}_{G}(v)-1\right)=2|E(G)|-|V(G)|$. We also immediately observe that the drawing of $H(R)$ has the same number of faces as the representation $R$, we denote the number by $f$. By Euler's formula, we know that $2=|V(H(R))|-$ $|E(H(R))|+f=|E(G)|-(2|E(G)|-|V(G)|)+f=|V(G)|-|E(G)|+f$, proving the theorem.

We can also extend this to string graphs with at most $k$ intersection points per each pair of curves. If we know that all pairs of strings have precisely $k$ intersections, the inequality in the formula will then become equality. Therefore, we also define a subclass of $k$-string graphs in which we require that the number of intersections is always either $k$ or zero.

Definition 24 (Intersection point). An intersection point of a string representation $R$ is a point that belongs to two (or possibly more in the case of non-proper representations) distinct curves in $R$. We use $\operatorname{In}(R)$ to denote the set of all intersection points in the string representation $R$.

Definition 25 (Precisely- $k$-string graphs). A precisely- $k$-string representation is a proper representation $R$ such that every pair of curves has either precisely $k$ intersection points or precisely 0 intersection points.

A graph is a precisely- $k$-string graph if it has a precisely- $k$-string representation.

Theorem 30 (Euler's formula for $k$-string graphs). Let $G$ be a connected $k$-string graph with a $k$-string representation $R$ and let $f$ be the number of faces of $R$. For a vertex $v \in V(G)$, let $p_{v}$ be the number of intersection points on $R(v)$ and let $p=\frac{1}{2} \sum_{v \in V(G)} p_{v}$ be the number of all intersection points. Then,

$$
|V(G)|-k|E(G)|+f \leq 2
$$

Moreover, if $G$ is a connected graph with a precisely- $k$-string representation $R$, the equality holds.

Proof. The argument is similar to Euler's formula for 1-string graphs, with some exceptions in the second paragraph. We have $p$ intersection points and we can now observe that $|V(H(R))|=p$ and $|E(H(R))|=\sum_{v \in V(G)}\left(p_{v}-1\right)=2 p-|V(G)|$. Again, we use Euler's formula for the planar graph $H(R): 2=|V(H(R))|-$ $|E(H(R))|+f=p-2 p+|V(G)|+f=|V(G)|-p+f \geq|V(G)|-k|E(G)|+f$, where the inequality follows from the fact that $p \leq k|E(G)|$, as each edge corresponds to a pair of strings with nonempty intersection, and every such pair interects in at most $k$ points.

It is also clear that for a precisely- $k$-string representation, we have $p=$ $k|E(G)|$, which yields equality.

We remark that in this case, the requirement for the representation to be proper is indeed necessary for the definition to be nontrivial. If we did not require the representation to be proper and instead only expected a finite number of intersection points and finitely many bends, we could then observe that the class of precisely- $k$-string graphs would be the same as the class of $k$-string graphs (with the same requirements on the representation, i.e., only finitely many intersection points and finitely many bends). Given a $k$-string graph and a pair of intersecting curves with less than $k$ intersection points, we could create a representation with the two curves intersecting in precisely $k$ intersection points by taking an intersection point of the two curves, and in a particularly small $\varepsilon$-neighborhood of the intersection point, add the remaining intersection points in such a way that the curves touch and do not cross.

A natural question also arises: what are the inclusions between the classes? Is there some hierarchy?

It turns out that a hierarchy of sorts is indeed present, however, it is somewhat complicated. We first start by showing that if we can represent a graph as a precisely- $k$-string, then we can represent it with any larger number of intersections of the same parity. After that, we show that for any precisely- $k$-string with $k$ odd, we can find a precisely- $4 k$-string representation, and therefore, it has a precisely-$\ell$-string representation for any $\ell \geq 4 k$.

However, we also show that not every precisely- $k$-string graph is a precisely-$(k+1)$-string graph which is quite unusual, as in most of hierarchies ( $k$-string graphs, $k$-SEG graphs, $\mathrm{B}_{k}$-VPG graphs), the sets are also ordered by inclusion. In


Figure 3.1: An example of adding two intersection points
our case, this only holds for steps of even length as mentioned before. Of course, we also show the more usual non-inclusion that there exists a precisely- $(k+1)$ string graphs that is not a precisely- $k$-string graph, which implies that the classes of precisely- $k$-string graphs and precisely- $(k+1)$-string graphs are incomparable with respect to inclusion.

### 3.2 Hierarchy inclusions

Proposition 31. For all $k$, we have precisely- $k$-string $\subseteq$ precisely- $(k+2)$-string.
Proof. We simply build a precisely- $(k+2)$-string representation from a precisely-$k$-string representation.

For every pair of intersecting curves $c_{1}, c_{2}$, we choose a single intersection point $P$ of the two curves. As we assume the representations to be proper, there exists an $\varepsilon>0$ such that the $\varepsilon$-neighborhood of $P$ contains only parts of $c_{1}, c_{2}$ with $P$ as their only intersection point and no other curve. We change the representation in the $\varepsilon$-neighborhood of $P$ so that the curves intersect three times $-c_{2}$ will remain the same, while we change $c_{1}$ to cross $c_{2}$ three times as in Figure 3.1.

Proposition 32. For all $k$, we have precisely- $k$-string $\subseteq$ precisely- $4 k$-string.
Proof. Given a precisely- $k$-string representation of $G$, we construct a precisely- $4 k$ string representation of $G$. Intuitively, we "double" each string, which quadruples the number of intersections.

As the representation is proper, for each $c$ in the representation, there exists an $\varepsilon_{c}>0$ such that in the $\varepsilon_{c}$-neighborhood of $c$, no two other curves intersect, and if another curve in the representation enters the neighborhood, then it intersects $c$ precisely once and then leaves the neighborhood. We then take $\varepsilon:=\min _{c \in R} \varepsilon_{c}$.

We extend each curve $c$ as follows: we take the curve $c$, draw another curve $c^{\prime}$ parallel to $c$ inside the $\varepsilon / 2$-neighborhood and join one of the two pairs of $\varepsilon / 2$-close endpoints together by a single line segment, and an example is shown in Figure 3.2. It is clear that given two curves $c, d$ intersecting in the point $P$, there are all four intersections in the $\varepsilon$-neighborhood of $P$ : the intersections between $c$ and $d, c^{\prime}$ and $d$ and $d^{\prime}$ and $c$ exist immediately by the construction. The intersection between $c^{\prime}$ and $d^{\prime}$ exists as the curves intersect the boundary of


Figure 3.2: An example of multiplying the number of intersection points by four
the $\varepsilon$-neighborhood in the cyclic order $c, c^{\prime}, d, d^{\prime}, c^{\prime}, c, d^{\prime}, d$, and therefore $c^{\prime}$ and $d^{\prime}$ must intersect as well.

No more intersections are created anywhere else, which ensures that we indeed have a precisely- $4 k$-string representation.

Proposition 33. For all $k$, and for any bipartite graph $G$, if $G \in$ precisely-kstring, then $G \in$ precisely- $2 k$-string.

Proof. We repeat the construction from the proof of the previous theorem, however, we only apply the "doubling" operation on the curves representing the vertices of a single partition of $G$. This ensures that there are precisely $2 k$ intersection points between two curves with a nonempty intersection.

We remark that the previous proposition does not follow from Proposition 31 as it may happen that $k$ is odd, in which case the Proposition 31 does not imply the inclusion.

Theorem 34. For all $k, k$-string $\subseteq$ precisely- $4 k$-string.
Proof. We start by creating a $4 k$-string representation by "doubling" the string as in the proof of Proposition 31. In such a representation, we know by the construction that every pair of strings that has a nonempty intersection intersects in $4 \ell$ points for some $\ell \in \mathbb{N}$. In particular, the number of intersections is always even.

Therefore, we may continue with the argument as in Proposition 31 and for every pair of curves that has less than $4 k$ intersection points, we add 2 intersection points until it has precisely $4 k$ intersection points. We note that we cannot skip $4 k$ intersections as we start with an even number of intersections, and by adding two intersection points, the parity of the number of intersection points remains unchanged.

Naturally, we may ask whether $k$-string is contained in precisely- $\ell$-string for some $\ell<4 k$. This remains open; however, in the next section, we show that $k$-string is not contained in precisely- $(k+1)$-string.

### 3.3 Hierarchy non-inclusions

This section focuses on proving the non-inclusions precisely- $k$-string $\nsubseteq$ precisely-$(k+1)$-string and precisely- $(k+1)$-string $\nsubseteq$ precisely- $k$-string. We do this by employing the Noodle-Forcing Lemma of Chaplick et al. [10], which we use to
reduce the task of finding a precisely- $(k+1)$-string to finding such representation by only extending the strings from their endpoints with the additional property that all added intersection points by essentially "doubling" consecutive intersection points at the beginning and the end of each string. The second non-inclusion then follows immediately from the Noodle-Forcing Lemma.

### 3.3.1 The Noodle-Forcing Lemma

Before we prove the theorems, we have to investigate the Noodle-Forcing Lemma and its proof. In particular, we aim to utilize the properties of the original construction while making the whole construction precisely- $k$-string. We begin by stating the lemma with the necessary definitions.

Definition 26 (Order-preserving mapping). Given a proper representation $R$, and a not necessarily proper representation $R^{\prime}$, with both representing the graph $G$, and a mapping $\varphi: \operatorname{In}(R) \rightarrow \operatorname{In}\left(R^{\prime}\right)$, we say that $\varphi$ is order-preserving if it is injective and for every $v \in V$, if $p_{1}, \ldots, p_{k}$ are all distinct intersection points on $R(v)$, then $\varphi\left(p_{1}\right), \ldots, \varphi\left(p_{k}\right)$ all belong to $R^{\prime}(v)$ and they appear on $R^{\prime}(v)$ in the same relative order as the points $p_{1}, \ldots, p_{k}$ on $R(v)$.

Lemma 35 (Noodle-Forcing Lemma, Chaplick et al. [10]). Let $G=(V, E)$ be a graph with a proper representation $R=\left\{R_{v}: v \in V\right\}$. Then there exists a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ containing $G$ as an induced subgraph, which has a proper representation $R^{\prime}=\left\{R^{\prime}(v): v \in V^{\prime}\right\}$ such that $R(v)=R^{\prime}(v)$ for all $v \in V$ and $R^{\prime}(w)$ is a vertical or a horizontal segment for $w \in V^{\prime} \backslash V$.

Moreover, for any $\varepsilon>0$ any (not necessarily proper) representation of $G^{\prime}$ can be transformed by a homeomorphism of the plane and a circular inversion into a representation $R^{\varepsilon}=\left\{R^{\varepsilon}(v): v \in V^{\prime}\right\}$ with these properties:

1. for every vertex $v \in V$, the curve $R^{\varepsilon}(v)$ is contained in the $\varepsilon$-neighborhood of $R(v)$ and $R(v)$ is contained in the $\varepsilon-$ neighborhood of $R^{\varepsilon}(v)$.
2. there is an order-preserving mapping $\phi: \operatorname{In}(R) \rightarrow \operatorname{In}\left(R^{\varepsilon}\right)$ with the additional property that for every $p \in \operatorname{In}(R)$, the point $\phi(p)$ coincides with the point $p$.

We briefly sketch the construction, which works in two steps: in the first step, we overlay the proper representation $R$ of a graph $F$ by a plane grid graph $H$ with particular properties, and in the second step, we construct a grid intersection representation based on $H$.

The first step is performed as follows. We start by defining special points of $R$ - these are the endpoints of the curves, bend points of the curves, and intersection points of the curves. We then construct the plane grid graph $H$ that overlays the representation with the following properties:
(P1) The edges of $H$ are drawn as vertical and horizontal segments, and every internal face of $H$ is a rectangle. Moreover, the outer face of $H$ does not intersect any curve of $R$.
(P2) No curve of $R$ passes through a vertex of $H$ and no edge of $H$ passes through a special point of $R$.


Figure 3.3: The representation of cells in Noodle-Forcing Lemma
(P3) Every face of $H$ contains at most one special point of $R$ and no two faces containing a special point are adjacent.
(P4) Every edge of $H$ has at most a single intersection with the curves of $R$.
(P5) Every face of $H$ intersects at most two curves of $R$, and if a face $f$ intersects exactly two curves of $R$, then the two curves intersect inside the face $f$.
(P6) Every curve of $R$ intersects the boundary of a face of $H$ at most twice.
The first three properties can be obtained by taking a grid that is large enough and fine enough. The remaining three properties are then ensured by suitably splitting the faces of $H$.

We proceed with the second step. Given the plane graph $H$, we build a representation $R^{\prime}$ of the graph $G^{\prime}$ as follows. Starting with the vertices of $H$, each $v \in V(H)$ is converted into two vertices $S_{1}(v), S_{2}(v)$ which form an edge together. Each edge $\{u, v\}=e \in E(H)$ that is incident with $v$ is converted into three vertices $S(v, e), S(u, e), S(e)$ with edges $\{S(v, e), S(e)\},\{S(u, e), S(e)\}$. If an edge $e$ that is incident with a vertex $v$ is drawn as a horizontal segment, we add an edge between $S(v, e)$ and $S_{1}(v)$ and if $e$ is drawn as a vertical segment, the edge is added between the vertices $S(v, e)$ and $S_{2}(v)$. We represent this naturally with a grid intersection representation as shown in Figure 3.3.

To finish the construction, we add the vertices of $G$ as in the representation $R$ with edges given by the intersections. An example of such reduction is shown in Figure 3.4 .

### 3.3.2 Proofs of the non-inclusions

Our first goal is to construct a precisely- $k$-string graph that does not have a precisely- $(k+1)$-string representation. We do this in two steps. First, we show that given a precisely- $k$-string representation $R$ of a graph $G$, we create a graph $G^{\prime}=G^{\prime}(R)$ that has a precisely- $(k+1)$-string representation if and only if the representation $R$ can be extended into a precisely- $(k+1)$-string representation by "doubling" consecutive intersection points at the beginning and the end of each string by extending the string from its endpoints. In the second step, we find a precisely- $k$-string graph with a representation that cannot be extended in such a way. We first formalize the concept of extending the representation.

Definition 27 (Suitable extension). We say that arepresentation $R^{\prime}$ of a graph $G$ suitably extends a representation $R$ of a graph $G$ if


Figure 3.4: An example of the reduction in the proof of Noodle-Forcing Lemma


Figure 3.5: An example of a suitable extension of a precisely-2-string representation into a precisely-3-string representation

1. $\forall v \in V(G), R(v) \subseteq R^{\prime}(v)$, and
2. if $p_{1}, \ldots, p_{\ell}$ are all distinct intersection points in the order they appear on $R^{\prime}(v)$ and $p_{a}, \ldots, p_{b}, 1 \leq a \leq b \leq \ell$ are all intersection points that appear on $R(v)$, then $\forall i \in[a-1]$, the points $p_{i}, p_{2 a-i}$ intersect the same curve $R(u)$ and there is no other intersection point between $p_{i}$ and $p_{2 a-i}$ on $R(u)$, and $\forall i \in[\ell-b]$ the points $p_{b+i}, p_{b+1-i}$ intersect the same curve $R(u)$ and there is no other intersection point between $p_{b+i}$ and $p_{b+1-i}$ on $R(u)$.

An example of a suitable extension is shown in Figure 3.5.
Lemma 36. For all $k \geq 1$, given a precisely-k-string representation $R$ of a graph $G$, the graph $G^{\prime}$ constructed in the Noodle-Forcing Lemma has a precisely-k-string representation as well.

Proof. Let us take the representation $R^{\prime \prime}$ as in the proof of the Noodle-Forcing Lemma and then we add the missing required intersections.

We now have to take care of the intersections of the newly added strings and the intersections between the original strings and the newly added strings. We start by resolving the issues with pairs of the newly added strings from the Noodle-Forcing Lemma. We added three types of edges: the edges $\left\{S_{1}(v), S_{2}(v)\right\}$, $\left\{S(v, e), S_{i}(v)\right\}$, and $\{S(v), S(v, e)\}$. In the representation $R^{\prime \prime}$, any such edge corresponds to a single intersection point, therefore, we have to add $k$ more. In the


Figure 3.6: The first step of extension of intersection points


Figure 3.7: The final step of extension of intersection points
case of edges $\left\{S(v, e), S_{i}(v)\right\}$ and $\{S(v), S(v, e)\}$, we extend the connector $S(v, e)$, so that on the extension on one endpoint, we add the intersections with $S(v)$ and on the extension of the other endpoint, we add the required intersections with $S_{i}(v)$. The edges $\left\{S_{1}(v), S_{2}(v)\right\}$ are resolved similarly, we extend one endpoint of $S_{1}(v)$ to add the required intersections. We show this graphically in Figure 3.6.

Finally, we take care of the intersections between the newly added strings and the original strings. The only permitted edges are of the form $\{S(e), v\}$ for $v \in V(G)$. Nevertheless, we may still require more intersection points, which we accomplish by extending the strings representing the vertices $S(e)$ from one of the endpoints. The result is shown in Figure 3.7.

Lemma 37. For all $k \geq 1$, given a precisely- $k$-string representation $R$ of a graph $G$, there exists a graph $G^{\prime}=G(R)$ that has a precisely- $(k+1)$-string representation if and only if the representation $R$ can be suitably extended into a precisely- $(k+1)$ string representation $R^{\prime}$ of the graph $G$.

Proof. Given a precisely- $k$-string representation $R$ of a graph $G$, we apply the Noodle-Forcing Lemma to the representation $R$ and we obtain a graph $G^{\prime}$ with
its representation $R^{\prime \prime}$ as described in the previous section. We claim that $G^{\prime}$ satisfies the properties stated in Lemma 37 .

We first prove the converse. Let us have a precisely- $(k+1)$-string representation $R^{\prime}$ of $G$ that suitably extends $R$. We can then simply take the graph $G^{\prime}$ with its representation $R^{\prime \prime}$ and extend each string from its endpoints so that it has the additional intersections from the suitable extension by drawing the new parts $\varepsilon$-close to the original string with $\varepsilon$ small enough so that the $\varepsilon$-neighborhood of $R^{\prime \prime}(v)$ contains only parts of the curves that $R^{\prime \prime}(v)$ intersects and if a curve $c$ enters the $\varepsilon$-neighborhood of $R^{\prime \prime}(v)$, then it crosses $R^{\prime \prime}(v)$ a single time before leaving the neighborhood. This forms the representation $R$. Moreover, the construction ensures that all pairs of vertices that were present in $G$ intersect in either 0 or $k+1$ points in $\tilde{R}$. We then use the same approach as in the proof of Lemma 36

We also remark that in the case of the intersections between the newly added strings and the original strings, there may be more than a single intersection between the representations of $S(e)$ and $v$. In such case, we can have either one or two intersections, depending on whether the representation of vertex $v$ has been extended that far. In particular, we note that it cannot happen that we would have more intersections than required as the extension adds at most a single intersection with each already intersected string. This finishes the proof of the converse, and now we move to the forward implication.

We are now given a precisely- $(k+1)$-string representation $R^{\prime}$ of $G^{\prime}$ and we want to show that it yields a representation $R^{\prime \prime}$ that suitably extends $R$. By the Noodle-Forcing Lemma, we can transform the proper representation $R^{\prime}$ into a representation $R^{\varepsilon}$ of $G^{\prime}$ with properties as in the statement of the lemma. Moreover, $R^{\varepsilon}$ is also a precisely- $(k+1)$-string representation as homeomorphisms and circular inversions are bijections, and hence the intersections are all preserved as crossings and no new intersections appear.

As $R^{\varepsilon}(v)$ is $\varepsilon$-close to $R(v)$, we note that $R^{\varepsilon}(v) \subseteq N_{\varepsilon}(R(v))=\{x: \exists y \in$ $R(v): \operatorname{dist}(x, y)<\varepsilon\}$. Using the same terminology as Chaplick et al. [10], we focus on the zones of the representation and we call $N_{\varepsilon}(R(v))$ the noodles. Let two curves $R(u), R(v)$ have $k$ mutual crossing points $p_{1}, \ldots, p_{k}$. The proof of the Noodle-Forcing Lemma requires $\varepsilon$ to be small enough so that $N_{\varepsilon}(R(v)) \cap N_{\varepsilon}(R(u))$ has $k$ connected components $Z_{1}, \ldots, Z_{k}$, all of which are parallelograms, and all the connected components are disjoint. We call these connected components the zones with each $Z_{i}$ containing the point $p_{i}$. We also add the requirement for $\varepsilon$ to be small enough so that the distance between any intersection point in $R$ and any endpoint of a curve in $R$ is strictly larger than $\varepsilon>0$. This is possible due to the fact that $R$ is proper.

We note that as $R^{\varepsilon}$ is a precisely- $(k+1)$-string representation, there is only a single zone with two intersection points for each pair of vertices $u, v$ forming an edge, as there is one intersection point in each of the zones by the NoodleForcing Lemma. Moreover, as we chose $\varepsilon$ small enough so that for any vertex $u \in V(G)$ the distance between any intersection point of $R(u)$ and the endpoints is greater than $\varepsilon$, by the $\varepsilon$-closeness of $R(u)$ and $R^{\varepsilon}(u)$, we have that in each of the zones, the curves must intersect both of their respective opposite sides of the boundary of the zone so that $\varepsilon$-closeness can be preserved. We show that the only possible way of adding a single intersection point into a zone is by having one of
$R^{\varepsilon}(u), R^{\varepsilon}(v)$ cross the zone twice. It may happen that $R^{\varepsilon}(u)$ intersects $Z_{i}$ with multiple subcurves, and we focus on the different variants of these subcurves.

There are only two possibilities of the positions of subcurves in the zone $Z_{i}$ based on the endpoints: either both endpoints of the subcurve lie on the same side of the parallelogram or they lie on the opposite sides. If there was a subcurve that would have endpoints on two neighboring sides, this would be a contradiction with the fact that for any vertex $w, R^{\varepsilon}(w) \subseteq N_{\varepsilon}(R(w))$ as $N_{\varepsilon}(R(w))$ is an open set and one of the sides would lie on the boundary of the noodle $N_{\varepsilon}(R(w))$, which is not part of the set.

We first focus on the subcurves in $Z_{i}$ that have both endpoints on the same side of the parallelogram. In this case, the subcurve $\gamma \subseteq R^{\varepsilon}(u)$ splits $Z_{i}$ into two regions with one region bounded by the curve $\gamma$ and the line segment between the two endpoints of $\gamma$ lying on the boundary of $Z_{i}$, and therefore any curve $\delta \subseteq R^{\varepsilon}(v)$ that would cross $\gamma$ must cross it at least twice (or, more generally, an even number of times) as $\delta$ cannot leave the region through the line segment. (Here, we extensively use the fact that we do not permit two curves to touch without crossing.) Therefore, the subcurves with both endpoints of the subcurve on the same side of the zone cannot add just a single intersection point.

This means that we cannot add just a single intersection by any pair of subcurves such that at least one of them has both endpoints on the same side of the zone. We therefore now focus on the case of two subcurves $\gamma \subseteq R^{\varepsilon}(u), \delta \subseteq R^{\varepsilon}(v)$ with the endpoints of each subcurve on the opposite sides of the zone. Again, $\gamma$ divides $Z_{i}$ into two regions with one endpoint of $\delta$ in each of the regions. Therefore, as $\delta$ cannot leave the two regions, it must cross $\gamma$ odd number of times, and therefore we cannot get precisely two intersection points between $\delta$ and $\gamma$.

It immediately follows that the only way how to get two intersection points in a single zone is by having exactly one of the two curves $R^{\varepsilon}(u), R^{\varepsilon}(v)$ have two subcurves that have their endpoints on the opposite sides of the zone. For brevity, we say that the subcurve crosses the zone if its endpoints lie on the opposite sides of the zone.

We now build the representation $R^{\prime \prime}=\left\{R^{\prime \prime}(v)=R^{\varepsilon}(v): v \in V(G)\right\}$ of $G$ by restricting $R^{\varepsilon}$.

We first show that the second property of a suitable extension holds for $R^{\prime \prime}$. We fix a vertex $v$ and we choose an orientation of $R(v)$. Let us order the zones $Z_{1}, \ldots, Z_{\ell}$ by the order of their corresponding intersection points on $R(v)$ with respect to the chosen orientation. We now show that it cannot happen that there exists a zone $Z_{j}$ such that $R^{\prime \prime}(v)$ has two crossing subcurves through the zone $Z_{j}$, but there exist zones $Z_{i}, Z_{k}: i<j<k$ such that $R^{\prime \prime}(v)$ has only a single crossing subcurve through the zones $Z_{i}, Z_{k}$. For contradiction, we assume such zones exist as is shown in Figure 3.8 and we consider the disjoint sets $A, B, C, D$ as depicted there. Each of the four sets has an odd number of crossings with $R^{\prime \prime}(v)$ on the boundary, and therefore, there must be an endpoint in each of the four sets. However, curves only have two endpoints, and this yields a contradiction. Therefore, the zones with two crossing subcurves must form two continuous intervals $Z_{1}, \ldots, Z_{m}$ for some $m$ and $Z_{k}, \ldots, Z_{\ell}$ for some $k$.

To get the first property, we can just simply use a single homeomorphism to deform the part $R^{\prime \prime}(v)$ containing the original intersection points into $R(v)$ as we now can only focus on intersections with other vertices of the original graph $G$


Figure 3.8: The impossible situation with zones in proof of Lemma 37
in the zones of the noodle $N_{\varepsilon}(R(v))$. Therefore, the representation $R^{\prime \prime}$ indeed suitably extends $R$.

Lemma 38. For all $k \geq 1$, there exists a graph $G_{k}$ with its precisely- $k$-string representation $R_{k}$ such that the representation cannot be suitably extended into a precisely- $(k+1)$-string representation.

Proof. We start with the case $k=1$, where the graph is $G_{1}=K_{8}$, the complete graph on eight vertices, with its representation $R_{1}$ as in Figure 3.9. We want to show that there is no suitable extension of the representation and for contradiction, we assume that such extension exists. We will consider the added intersections of vertices $c_{1}, c_{2}, d_{1}, d_{2}$.

First, we note that only one of $c_{1}, c_{2}$ and one of $d_{1}, d_{2}$ can be extended from the top endpoint farther than their intersection as otherwise, we would get more than two intersection points for the two vertices (let $c_{x}, d_{y}$ be the vertices that are extended from the top endpoint farther than their intersection with $c_{3-x}, d_{3-y}$ respectively). This also implies that at least one of the four intersections between $c_{i}, d_{j}$ cannot be added by the top extension - in particular, the intersection between $c_{3-x}, d_{3-y}$. We note that some configurations of these extensions cannot be extended from the bottom (e.g., if $c_{2}$ is extended as far down as possible and $d_{1}$ is extended to its intersection with $c_{1}$, then the intersection point of $c_{1}, d_{2}$ cannot be reached from the bottom), however, such cases cannot be the extensions either way.

We can also use the argument to see that there is at least one intersection point between $a_{i}$ and $b_{j}$ that is not covered by the extensions starting from the top. Therefore, at least one of $a_{i}, b_{i}$ must be extended from the bottom to obtain the uncovered intersection and the same is true for at least one $c_{j}, d_{j}$. However, each pair with one vertex $a_{i}$ or $b_{i}$ and the other vertex $c_{j}$ or $d_{j}$ has an intersection in the bottom half of the representation, and hence it cannot happen that both of them can be extended up to their so far uncovered intersection. Therefore, the representation cannot be suitably extended.

Next, we continue with the case $k \geq 2$. In this case, the graph is $G_{k}=K_{4}$, the complete graph on four vertices, with the representation $R_{k}$ as in Figure 3.10. We start by noting that at most one of the strings $a_{1}$ and $a_{2}$, or $b_{1}$ and $b_{2}$ respectively, can be extended as both the leftmost and the rightmost intersection point are between $a_{1}, a_{2}$, or $b_{1}, b_{2}$ respectively. Therefore, there are an $a_{i}$ and a $b_{j}$ that cannot be extended and therefore, the number of intersection points between $a_{i}$ and $b_{j}$ remains at $k$, showing that we cannot suitably extend the representation.


Figure 3.9: The graph $G_{1}$ with representation $R_{1}$


Figure 3.10: The graph $G_{k}$ with representation $R_{k}$ for $k \geq 2$

Theorem 39. For all $k \geq 1$, precisely- $k$-string $\nsubseteq$ precisely- $(k+1)$-string.
Proof. This follows immediately: from Lemma 38, there is a graph $G_{k}$ with its representation $R_{k}$ that cannot be suitably extended, and therefore, the graph $G_{k}^{\prime}$ from Lemma 37 has a precisely- $k$-string representation, but it does not have a precisely- $(k+1)$-string representation, proving the theorem.

Corollary 40. For all $k \geq 1$, $k$-string $\nsubseteq$ precisely- $(k+1)$-string.
Proof. Any precisely- $k$-string graph is a $k$-string graph and hence there exists a $k$-string graph that is not a precisely- $(k+1)$-string graph.

Our second goal is to show that the opposite inclusion does not hold, that is, there exists a precisely- $(k+1)$-string graph that is not a precisely- $k$-string graph.

Theorem 41. For all $k \geq 1$, precisely- $(k+1)$-string $\nsubseteq$ precisely- $k$-string.
Proof. We construct a representation $R_{k+1}$ of a graph $G=K_{2}$, the complete graph on two vertices. In particular, the construction is the same as in the proof of $\mathrm{B}_{k^{-}} \mathrm{VPG} \subsetneq \mathrm{B}_{k+1}-\mathrm{VPG}$ by Chaplick et al. [10]. As shown in Figure 3.11, the represention is precisely- $(k+1)$-string, and we apply the Noodle-Forcing Lemma on the representation to obtain a graph $G^{\prime}$ with representation $R_{k+1}^{\prime}$. (Using terminology by Chaplick et al. [10], we grill the sausage.) By Lemma 36, the graph $G^{\prime}$ has a precisely- $(k+1)$-string representation.


Figure 3.11: The sausage construction of representation $R_{k}$

We now claim that the graph $G^{\prime}$ has no precisely- $k$-string representation. For contradiction, let $R^{\prime \prime}$ be a precisely- $k$-string representation of $G^{\prime}$. By the Noodle-Forcing Lemma, we can use a homeomorphism of the plane and circular inversion to transform $R^{\prime \prime}$ into a representation $R^{\varepsilon}$ such that there exists an order-preserving mapping $\phi: \operatorname{In}\left(R_{k+1}\right) \rightarrow \operatorname{In}\left(R^{\varepsilon}\right)$. Moreover, as we observed in the proof of Lemma 37, any $R^{\varepsilon}$ obtained by transforming a precisely- $k$-string representation must be precisely- $k$-string as well.

Let us consider $R_{k+1}(u), R_{k+1}(v)$ with $u, v$ the two distinct vertices of $G$. However, $R_{k+1}(u)$ has $k+1$ intersection points with $R_{k+1}(v)$, and as $\varphi$ is injective by definition, there must be at least $k+1$ intersection points between $R^{\varepsilon}(u)$ and $R^{\varepsilon}(v)$, which is a contradiction.

All of this yields a rather surprising structure in the hierarchy, as shown in Figure 3.12. We have two chains of classes for $k$ even and odd, respectively, and we have a connection showing that for every odd $k$, we can find a representation with an even number of $4 k$ intersections per pair of curves. However, the other direction is not clear at all: can we find a representation with $2 \ell+1$ intersections per pair of curves for any precisely- $2 k$-string?

### 3.4 Open problems

We now mention two problems that remain open. The first problem consists of finding representations with an odd number of intersections while having an even number of intersections. The other direction follows from Proposition 32, but it is not clear if we can change the parity of the number of intersections of two curves from even to odd.
Problem. Given a $k \in \mathbb{N}$, does there exist some $\ell \in \mathbb{N}$ such that precisely-2k-string $\subseteq$ precisely- $(2 \ell+1)$-string?

The second problem consists of minimizing the number of intersections $\ell$ such that $k$-string graph can be represented as a precisely- $\ell$-string graph. We are able to show that $\ell \leq 4 k$ and that $\ell>k+1$. The main issue we run into is that some pairs of curves may have an odd number of intersections and some pairs may intersect in an even number of points. Resolving this with a less intersection inflating procedure could quickly strengthen the bound.
Problem. What is the least $\ell$ such that $k$-string $\subseteq$ precisely- $\ell$-string?


Figure 3.12: The diagram of inclusions of the investigated classes

## Conclusion

In the thesis, we studied different types of hierarchies of intersection graphs. First, we considered the problem of finding a class of intersection graphs that contains all graphs with maximum degree at most $d$ for any $d \in \mathbb{N}$. This led to the introduction of classes of pure- $k$-line, pure- $k$-tile, impure- $k$-line and impure- $k$-tile graphs.

We first established relations between these classes with $k$ serving as a graph parameter, and we also observed that there are graphs with bounded pure-line parameter while the pure-tile parameter is unbounded. Next, we considered the relationship between the parameters and maximum degree or graph degeneracy. We showed that $d$-degeneracy of a graph $G$ implies that $G$ has a pure- $d$-tile representation and a graph $G^{\prime}$ with maximum degree at most $2 d$ has an impure- $d$-tile representation. Using Ramsey theory, we were also able to show that there exist bipartite graphs with arbitrarily large impure-tile and impure-line parameters. We also compared the introduced parameters with other known graph parameters such as treewidth, pathwidth, or clique-width. In all three cases, we showed that there exist graphs with bounded pure-line parameter but unbounded treewidth, pathwidth and clique-width. On the other hand, bounded treewidth and pathwidth imply bounded pure-line parameter. The case of clique-width remains open.

When considering the complexity of recognizing graphs with parameter $\leq k$ for any of the four parameters, we proved a version of Euler's formula for 1-string graphs. This motivated the definition of the class of precisely- $k$-string graphs, which we studied in Chapter 3. We showed inclusions of precisely- $k$-string graphs into precisely- $(k+2)$-string graphs and precisely- $4 k$-string graphs. We also gave examples of graphs that are precisely- $k$-string graphs (and hence also $k$-string graphs) but are not precisely- $(k+1)$-string graphs.

In the thesis, we introduced many open problems, two of which we point out here. The first problem considers the complexity of deciding whether a general graph has its pure-tile parameter $\leq k$. It is easy to observe that the decision problem is in NP, but it is not clear whether it is NP-complete or not.

In the second problem, we consider $k$-string graphs and their extensions into precisely- $\ell$-string graphs. We were able to show that every $k$-string graph is a precisely- $4 k$-string graph. Is this the best possible, or can we find a smaller $\ell$ such that every $k$-string graph is a precisely- $\ell$-string graph?
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[^0]:    ${ }^{1}$ These are $k$-track graphs with the additional restriction that every interval has unit length.

[^1]:    ${ }^{1}$ While the name $k$-segment graphs would be more fitting, it could be easily confused with the class $k$-SEG.

[^2]:    ${ }^{2}$ A subset $Y \subseteq X$ is monochromatic with respect to a $c$-coloring $\varphi:\binom{X}{k} \rightarrow[c]$ of $\binom{X}{k}$ if there exists a color $\ell \in[c]: \forall S \in\binom{Y}{k}: \varphi(S)=\ell$.

