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Abstract
The dissertation consists of three papers presenting applications of experimen-
tal as well as statistical methods to the topics of behavioural economics. The
first paper introduces a series of laboratory experiments in which I apply the
experimental methods to a complex decision making problem. The second
and third papers present quantitative syntheses of the literature on the classi-
cal topics of behavioural economics. The general introduction connects these
chapters together. Detailed abstracts for individual papers are presented at the
beginning of each chapter.

In the first paper, I experimentally examine two complex multi-unit auc-
tion mechanisms with an opportunity to communicate and thus collude while
comparing these mechanisms in terms of efficiency. Strikingly, allowing for
communication increases efficiency in examined auction formats. A cheap-talk
collusive agreement resulted in a better allocation compared to the treatments
without communication. I hypothesize that complex auction formats makes the
decision-making of bidders too complicated and causes inefficiency, especially
in auctions with large numbers of goods.

In the second paper, I provide a meta-analysis of a key parameter estimated
by both lab and field experiments in economics — the individual discount
rate. I examine the extent to which the variance of the discount rate can
be attributed to observable differences in experimental design as well as the
selective reporting in the literature. I employ Bayesian and frequentist model
averaging to address the model uncertainty and identify the drivers that affect
the individual discount rate the most. The results show publication bias against
unintuitive results. The corrected mean annual discount rate is less than half
the size of the simple mean of the reported values.

In the third paper, I study whether financial incentives motivate people to
work better. I take stock of emerging research in economics, collect a total of
1568 estimates from 44 different studies, and codify 39 variables to capture the
underlying nature of the effect incentives have on motivation and performance.
I perform a meta-analysis on this dataset. A range of statistical tests suggests
the overall effect is virtually zero. I employ Bayesian and frequentist model
averaging to identify the most prominent effect determinants. Among these,
publication bias pushes this effect upwards the most.
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Chapter 1

General Introduction

Methodology of behavioral economics returns economic thinking
to the way it began, with Adam Smith, and continued through
the time of Irving Fisher and John Maynard Keynes in the 1930s.

— Richard Thaler (2016, p. 1577)

Policy-, as well as decision-makers on a microeconomic level, turn increas-
ingly often to behavioural economics for understanding how individuals, groups
and markets behave. Behavioural economics models human behaviour using a
combination of knowledge and insights from various fields, such as economics,
psychology, sociology and neuroscience. It incorporates emotions, fairness, reci-
procity or social norms into traditional economic models, and applies experi-
mental methods to empirically analyse and test its theories. An experimental
examination of empirical procedures can provide important insights since hu-
man decision-making is often skewed by various cognitive biases (e.g. loss
aversion, Tversky & Kahneman 1974). Moreover, only in an economic labo-
ratory can a proper fully controlled environment be created to examine the
impact of a change in a single variable, as the real world is confounded by too
many factors and isolation of a causal effect is very difficult, if not in many
cases impossible. An experimental approach thus provides a very useful tool
that complements other methods of analysis (Samuelson 2005).

In this dissertation thesis, I use experimental as well as statistical methods
to understand the behaviour of individuals in situations with specific economic
contexts. First, I study how experimental subjects behave in a complex multi-
unit auction framework. I conduct several economic experiments to examine
a simultaneous multi-round auction format and its extension for combinatorial
bidding. By allowing for communication between subjects, I induce a collu-
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sive environment and evaluate the efficiency of the auctions with and without
the collusion of its participants. Second, I study how people behave within
the context of intertemporal decisions, and what are their preferences over the
present and future outcomes. From research based on an experimental exam-
ination, I move to statistical methods. I take a behavioural literature stream
on a single microeconomic parameter that enters into various macroeconomic
models—the individual discount rate—and synthesize its true value. Third, I
study how people react to incentives and whether motivating them financially
increases their performance. Looking at studies that use experimental methods
to identify the effect of rewards on motivation I provide a quantitative synthesis
of the behavioural economics literature on the topic.

Results of individual dissertation chapters suggest that the design and man-
ageable complexity of the experiment are crucial for its robust results. Besides
the individual aspects of an experimental task, it matters also whether the
experiment is conducted in the lab or field. Moreover, also the composition
of the sample of experimental subjects (the subject pool) may have a system-
atic impact on the results. Behavioural literature should therefore take great
care when designing economic experiments to test its hypotheses since these
two factors might question the external validity of some experiments. Using
synthetic methods, I find evidence of selective reporting in both examined lit-
erature streams. Researchers and editors tend to publish only statistically
significant results, yet, the insignificant and unpublished data contains a lot
of valuable information that has the potential to add further value to general
debate. I elaborate on each study more deeply below while drawing inspiration
from their introductions.

In the Chapter 2, I study the behaviour of individuals in complex auction
mechanisms with multiple goods for sale. Multi-unit auction mechanisms are
one of the most important instruments for the allocation of goods in com-
plex real-life situations. Used for the allotment of spectrum licenses, airport
time slots, delivery routes, networking, and furniture, they are one of the few
outstanding innovations of modern economics (De Vries & Vohra 2003; Guala
2001). A goal of every auction should be allocating the objects for sale to those
who value them the most. Real auctions, however, do not always produce the
results predicted by the theory and, more importantly, results within the same
auction types but across different settings can vary (Holt 2005).

One of the omnipresent main issues in real auctions is the possibility of
collusion among bidding participants. By using coordinated strategies, bidders



1. General Introduction 3

can keep prices at low levels, thereby decreasing the revenues of the auction-
eer. A variety of experimental studies have therefore examined the evolution of
collusion in auction mechanisms (Burtraw et al. 2009; Bachrach 2010; Zhou &
Zheng 2010; Hu et al. 2011). Generally, collusion in auctions can emerge either
through repeated interaction between bidders, bidding that occurs over mul-
tiple objects (Agranov & Yariv 2015), or, perhaps most commonly, through
communication. In multi-unit auctions, bidders may in addition coordinate
their strategies in an attempt to split the objects for sale and reach a more
profitable outcome than would originate from a competitive situation (Kwas-
nica & Sherstyuk 2013). Despite having several strategic challenges reported
by Bichler & Goeree (2017) such as eligibility management, problems with sig-
nalling, and most importantly in our case the potential for tacit collusion, the
simultaneous multi-round auction formats have been used primarily for the
allocation of telecommunication spectrums in recent decades.

Collusion in complex simultaneous auctions of multiple goods has generally
not yet been properly examined for mechanisms with more than only a few
objects for sale. Although there is evidence that allowing for combinatorial
bidding on packages of goods may break collusion in multi-unit auctions, the
existing literature differs in its conclusions. The first line of literature repre-
sented by Brunner et al. (2010) discovers that combinatorial bidding increases
the efficiency of simultaneous auctions. The second literature stream repre-
sented by Bichler et al. (2014) and Goeree & Holt (2010) conclude precisely
the opposite: that combinatorial formats with a high number of goods at stake
are not computationally manageable for their participants and their efficiency
is, therefore, lower compared to basic simultaneous multi-round auctions.

In Chapter 2, together with my colleague I thus experimentally examine the
behaviour of individuals in complex multi-unit auction mechanisms and investi-
gate whether a particular design extension where bids are placed on bundles of
goods rather than on single units—a package bidding—is capable of preventing
the non-competitive practices. We experimentally evaluate the performance of
two simultaneous auction mechanisms for selling multiple goods, wherein in one
set of treatments we examine the effects of communication on auction efficiency
and the auctioneer’s revenues, while in the second, orthogonal set of treatments
compares the baseline simultaneous multi-round auction format (SMR) with its
combinatorial extension that incorporates package bidding (SMRPB), thereby
employing a 2x2 design resulting in four treatment cells. To this aim, we create
a stylized parametric environment of the 2013 Czech Spectrum Auction to re-
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flect a real-world situation. In other respects, we base our experimental design
on the previous literature (Brunner et al. 2010).

Our results show that communication was effectively used by subjects to
coordinate and split the market. In terms of efficiency, the package bidding
format in our setting does not differ from the basic simultaneous multi-round
auction, though a significant difference arises favouring the non-combinatorial
SMR when allowed for communication among bidders. We deduce that the
non-combinatorial format of the auction enhances the stability of collusion
within the auction, or, from another perspective, prevents strong bidders from
breaking the entire agreement on a specific collusive outcome. In the package
bidding format, strong bidders are tempted to break collusion more often. They
acquire lower profits resulting from higher prices but may gain from weaker
bidders being left with only scraps in return.

In the Chapter 3, I study the behaviour of individuals in intertemporal de-
cisions. Intertemporal trade-offs are key to a host of decision problems at both
the private and public levels. Policies addressing climate change, particularly
those underpinned by the literature on the social cost of carbon, constitute
a typical example of choices for which individual discounting of future costs
and benefits plays a crucial role (Tol 1999; Goulder & Stavins 2002; Fujii &
Karp 2008; Anthoff et al. 2009). Discount rates of individuals also reflect the
underlying transaction costs of borrowing money that households face (Kovacs
& Larson 2008).

For some of these decisions, it is appropriate to employ the market discount
rate, which is detectable from financial time series. For others, however, we
must try to recover the underlying discount rates of individuals. Individual
discount rates can be either observed from existing data (such as in Lawrance
1991; Dreyfus & Viscusi 1995; Warner & Pleeter 2001) or measured experimen-
tally (Benzion et al. 1989; Chapman & Elstein 1995; Coller & Williams 1999;
Harrison et al. 2010, among others). Controlled experiments provide a natural
framework for inferring the subject’s preferences. Researchers can vary the ex-
perimental parameters to explore time discounting in both laboratory and field
conditions. However, no consensus on how to best measure discounting has
emerged (Andreoni et al. 2015). Discount rates differ across individuals and
their estimates vary a great deal throughout the literature (Coller & Williams
1999; Frederick et al. 2002).

In Chapter 3, together with my colleagues I, therefore, take stock of the
evidence and trace the differences in the reported discount rates to the design
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of experiments while accounting for model uncertainty. We also control for the
effects of potential selective reporting. Focusing on various aspects of existing
studies we employ the Bayesian model averaging (BMA; Raftery et al. 1997)
and frequentist model averaging (FMA; Hansen 2007) to examine which ones
matter the most for the differences among the reported estimates.

We find that selective reporting that causes publication bias represents an
important factor in the literature. Even though zero or negative discount rate
estimates make little sense in most contexts, they should appear in specific con-
texts. When selective reporting is present, however, insignificant and negative
estimates are discriminated against. Our findings indicate that such publica-
tion bias is associated with exaggerating the mean reported annual discount
rate from 0.33 to 0.80. Aside from publication bias, the differences in results
seem to be caused primarily by the experimental design of discounting tasks.
We find evidence in line with domain independence (defined as the low cor-
relation between discount rates for different domains) in intertemporal choice
(Loewenstein et al. 2003; Ubfal 2016): it matters what the experimental sub-
jects should be patient or impatient about. Subjects are more patient with
regard to money than health or more exotic contexts (such as vacations, cer-
tificates, and kisses from movie stars). The results support the hypothesis that
liquidity constraints play a key role in intertemporal choice experiments (Dean
& Sautmann 2021). We also find that negative framing is associated with more
patience, which corroborates the notion that anticipation of dread is important
in intertemporal decisions (Harris 2012).

In the Chapter 4, I study how individuals respond to incentives and how
these transfer to their performance. Financial incentives were long perceived as
the key to success in motivating people to perform better. By increasing one’s
pay, the institutions were inducing higher quality of work from their employees.
But is it true that financial incentives motivate people to work better? An an-
swer to this question can be viewed from two perspectives. If one were to ask
an economist how to get people to work better, he would probably be suggested
to try increasing people’s pay. After all, it is common knowledge to economists
that people respond to incentives (Mankiw 2014). A psychologist may object
that an emphasis on the reward for performing a task may diminish the enjoy-
ment one associates with said task, possibly resulting in decreased motivation
and performance during the task (Deci et al. 1999). This phenomenon be-
came commonly known as the "crowding-out intrinsic motivation" theory (Deci
1971).
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Even though decades of research provided countless experiments that helped
put these rewards-motivation findings into a quantitative perspective, the most
prominent ideas from the domain do not present identical findings. The vari-
ations in results and specific contexts are substantial. Jenkins et al. (1998)
associate money reward with higher performance only in the production quan-
tity rather than its quality. Cameron & Pierce (1994) and Deci et al. (1999)
claim that such rewards could go a long way toward people increasing their per-
formance during tasks where they display little to no interest. Bridging the gap
between psychology and economics, Camerer & Hogarth (1999) look at tasks
that involve judgment and find a positive monetary incentive effect. Bonner
et al. (2000) observe that money positively influences performance only in less
cognitive tasks. Going against the theory of crowding-out intrinsic motivation,
Cerasoli et al. (2014) show that extrinsic and intrinsic incentives can play a si-
multaneous role in predicting performance. Gneezy & Rustichini (2000) argue
that one has to be paid enough to show an increase in one’s performance. Last
but not least, Ariely et al. (2009) discover that excessive rewards may have a
detrimental effect on performance.

Even though the largely heterogeneous literature about the effect of rewards
on motivation was synthesized before (Rummel & Feinberg 1988; Cameron &
Pierce 1994; Jenkins et al. 1998; Deci et al. 1999; Cameron 2001; Cerasoli et al.
2014; Van Iddekinge et al. 2018, among others), none of the studies try to isolate
the outlooks of either economists or psychologists by looking at the available
literature from strictly separated perspectives. And yet the outlook and more
importantly the expectations of an economist would be different from the ones
of a psychologist. Also, very little space is devoted to the effect commonly
explored in synthetic studies— selective reporting—and yet this phenomenon
is widespread in economics as well as other fields in the available literature
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Large heterogeneity
among these results together with the absence of answers to specific questions
suggests that an additional synthesis of this topic would bring substantial value
to the field.

Hence, in Chapter 4 together with my colleague, I synthesize the behavioural
economics literature on the topic of rewards and motivation in a quantitative
meta-analysis. We focus on the perspective of an economist and look, therefore,
at how the effect behaves across economic literature. We aggregate individual
studies together and observe the relationships and causalities of the rewards-
motivation effect, together with its potential systematic misbehaviour (Hunter
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et al. 1982). Furthermore, we employ advanced methods to uncover potential
selective reporting in the literature. Lastly, we examine the differences in the
effect and map these to different angles related to effect characteristics, task
nature, reward scheme, motivation characteristics, study design, subject pool
characteristics, methodology, and publication characteristics. Accounting for
model uncertainty, we employ the Bayesian model averaging (Raftery et al.
1997, BMA) and frequentist model averaging (Hansen 2007, FMA) to discover
which characteristics affect the reported estimates the most.

Together with a noticeable selective reporting, a result demonstrating a pub-
lication bias in the literature, we find a minimum overall impact of rewards on
motivation. Our results highlight the importance of individual driving factors
behind the effect as far as the literature heterogeneity is concerned. Most im-
portantly to the field of experimental economics, rewards have a larger effect on
performance in the laboratory rather than in a field setting. The same appears
also when the framing of the task is positive. On contrary, usage of a students’
sample as experimental subjects reports lower performance. All three char-
acteristics are used in the experimental economics methodology widely. We,
therefore, prompt for great care when designing experiments dealing with per-
formance tasks and motivation, since standard experimental setup may provide
biased results.



Chapter 2

Collusion in Multi-Object Auctions:
Experimental Evidence

Abstract We experimentally examine two complex multi-unit auction mech-
anisms —a simultaneous multi-round auction and its extension with combina-
torial bidding—with an opportunity to communicate and thus collude. The
general setting and parametrization originated in the 2013 Czech Spectrum
Auction. Our results suggest that the package bidding format does not bring
higher efficiency. Strikingly, allowing for communication increases efficiency
in examined auction formats. A cheap-talk collusive agreement resulted in a
better allocation compared to the treatments without communication. We hy-
pothesize that combinatorial bidding makes the decision-making of bidders too
complicated and causes inefficiency, especially in auctions with large numbers
of goods.
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2.1 Introduction
Multi-unit auction mechanisms are one of the most important instruments for
the allocation of goods in complex real-life situations. Used for the allotment of
spectrum licenses, airport time slots, delivery routes, networking, and furniture,
they are one of the few outstanding innovations of modern economics (De Vries
& Vohra 2003; Guala 2001) and are also increasingly popular also outside of
the world’s richest economies. The main concern of every auctioneer should be
the efficiency of the type of the auction employed, that is, allocating the objects
for sale to those who value them the most. This is not a simple task, especially
when real auctions do not always produce the results predicted by the theory.
Moreover, the theoretical literature suggests that even results within the same
auction types but across different settings can vary (Holt 2005). In general,
an experimental examination of empirical procedures can provide important
insights, since human decision making is often skewed by various cognitive
biases (e.g. loss aversion, Tversky & Kahneman 1974). Moreover, only in an
economic laboratory can a proper fully controlled environment be created in
order to examine the impact of a change in a single variable, as the real-world is
confounded by too many factors and isolation of a causal effect is very difficult,
if not in many cases impossible. An experimental approach thus provides a very
useful tool that complements other methods of analysis (Samuelson 2005).

One of the omnipresent main issues in real auctions is the possibility of
collusion among bidding participants. By using coordinated strategies, bidders
can keep prices at low levels, thereby decreasing the revenues of the auction-
eer. A variety of experimental studies therefore has examined the evolution of
collusion in auction mechanisms (Burtraw et al. 2009; Bachrach 2010; Zhou &
Zheng 2010; Hu et al. 2011). Generally, collusion in auctions can emerge either
through repeated interaction between bidders, bidding that occurs over mul-
tiple objects (Agranov & Yariv 2015), or, perhaps most commonly, through
communication. In multi-unit (spectrum) auctions, bidders may coordinate
their strategies in an attempt to split the objects for sale and reach a more
profitable outcome for themselves than that originating from a competitive sit-
uation (Kwasnica & Sherstyuk 2013). There is strong evidence that ascending
auctions are particularly vulnerable to collusive behavior of bidders, despite
several design extensions developed in order to prevent non-competitive prac-
tices, including package bidding (Klemperer 2004). As a result, an important
aspect of spectrum auctions is their high complexity. Therefore it is advised
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that only highly sophisticated players participate in the auction, which is care-
fully set up by the auctioneer; otherwise it may not function as intended.

The 2013 Czech Spectrum Auction was set up according to the current
standards of multiunit auctions with all the pros and cons such standards de-
liver. However, its execution raised public awareness rather than sufficient
funds. After its first version was cancelled by the auctioneer in 2012 because
of ”too high prices”, its repetition a year later actually resulted in suspiciously
low prices and revenues (CTO 2013a). The situation in the Czech telecom-
munication market actually matched survey results finding that young, large
companies in the Eastern European region that do not face significant com-
petition perceive corruption more favorably, thus suggesting that they engage
in such practices (Sahakyan & Stiegert 2012). This conclusion is not exclusive
to Eastern European countries. Bichler et al. (2017) review the 2015 German
Spectrum Auction with only three incumbent operators bidding; a setting very
similar to that of the 2013 Czech Spectrum Auction. They show that in the be-
ginning of the auction, bidders were actively searching for a way to allocate the
available spectrum that all bidders could agree to at low prices. The bidders
were essentially teaching each other what they should bid. We were broadly
inspired by the case of the 2013 Czech Spectrum Auction and investigate the
effects of potential collusion due to communication in the specific setting of the
Czech auction that, in our opinion, suffered from a major design flaw. We do
so since this case provides a reasonable example of a real-world controversial
situation with an unproven suspicion of collusion that can be translated into
laboratory conditions.

Despite having several strategic challenges reported by Bichler & Goeree
(2017) such as eligibility management, problems with signalling, and the po-
tential for tacit collusion, simultaneous multi-round auction formats represent
a framework that has been used for allocation of spectrums most frequently
in recent decades. Mochon & Saez (2017) identified key variables of spectrum
auctions in which the combinatorial clock format was used. Several of these
variables are rather general for the whole class of spectrum auctions—spectrum
packaging policy, reserve price, demand limit, activity rule, and pricing rule—
and were crucial in the 2013 Czech Spectrum Auction as well.

Next, we investigate whether in such an environment one particular design
extension is capable of preventing the non-competitive practices: we add the
feature of package bidding, where bids are placed on bundles of goods rather
than on single units. Collusion in complex simultaneous auctions of multiple
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goods has generally not yet been properly examined for mechanisms with more
than only a few objects for sale. On the one hand, large scale auctions may
offer enough possible combinations for bidders to find profitable collusive allo-
cation, but on the other hand it can create a coordination problem so that it
is too complicated for colluding bidders to cooperate successfully (Kwasnica &
Sherstyuk 2013). Although there is evidence that allowing for combinatorial
bidding on packages of goods may break collusion in multi-unit auctions, the
existing literature differs in its conclusions. The first line of literature repre-
sented by Brunner et al. (2010) discovers that combinatorial bidding increases
the efficiency of simultaneous auctions. The second literature stream repre-
sented by Bichler et al. (2014) and Goeree & Holt (2010) concludes precisely
the opposite: that combinatorial formats with a high number of goods at stake
are not computationally manageable for their participants and their efficiency
is therefore lower compared to basic simultaneous multi-round auctions.

Our contribution to the literature is that, to the best of our knowledge, we
are the first to experimentally evaluate the performance of two simultaneous
auction mechanisms for selling multiple goods, where in one set of treatments
we examine the effects of communication on auction efficiency and the auc-
tioneer’s revenues, while the second, orthogonal set of treatments compares the
baseline simultaneous multi-round auction format (SMR) with its combinato-
rial extension that incorporates package bidding (SMRPB), thereby employing
a 2x2 design resulting in four treatment cells with parameters creating a styl-
ized environment of the 2013 Czech Spectrum Auction. In other respects, we
base our experimental design on the previous literature (Brunner et al. 2010).

Our design involves more than fifty units of goods of four heterogeneous
complementary types. Bidders’ individual values consist of common and private
value components.1 Although restricted by the limit on individual activity, the
four bidders participating in each auction possess enough possible combinations
of ways to divide the goods for sale and thus are able to form a stable collusive
equilibrium.2 The possibility of communication is introduced through a simple
chat window. We do not use any binding commitments or transfer promises in
our design.

1This structure is standard and aims to capture the fact that a bidder has typically (i)
an intrinsic preference for the sold good that depends on her own abilities to make a profit
on the auctioned good, and (ii) beliefs about the price for which the good could be resold in
the future to others (Noussair & Seres 2020)

2Our design provides, without restrictions, over 36 billion possible outcomes: C(4; 6) ·
C(4; 24) · C(4; 14) · C(4; 9) = 36.756.720.000 possible combinations.
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Our results show that communication was effectively used by subjects in
order to coordinate and split the market. The package bidding format in
our setting does not differ in terms of efficiency from the basic simultaneous
multi-round auction, though a significant difference arises favoring the non-
combinatorial SMR with allowed communication. We deduce that the non-
combinatorial format of the auction enhances the stability of collusion within
the auction, or, from another perspective, prevents strong bidders from break-
ing the entire agreement on a specific collusive outcome. In the package bidding
format, strong bidders are tempted to break collusion more often. They acquire
lower profits resulting from higher prices, but may gain from weaker bidders
being left with only scraps in return.

Our results thus imply that on the one hand, the 2013 Czech Spectrum
Auction was designed surprisingly appropriately in terms of the employment of
a non-combinatorial format. Even though a collusive market should be unac-
ceptable from a policy maker’s perspective, if it happens to be a real situation,
a simple non-combinatorial format may deliver more efficient results than its
extension with package bidding, since communication among bidders can in-
crease the efficiency of the auction. This finding fits the literature from both
theoretical and experimental sources: it has been suggested that collusion does
not always lead to lower efficiency. In case the valuation of bidders is composed
of private and common value components, it may happen that even when all
bidders behave rationally, the auctioned good may be allocated inefficiently
(Goeree & Offerman 2003). Recently a model has been developed and an ex-
perimental test of this claim has been carried out in a double-auction setting
(Noussair & Seres 2020). Bidders can cooperate on beneficial strategies, split
the market and reach a stable equilibrium. Regardless of the number of pos-
sible combinations, bidders tend to collusive payoff-maximizing strategies by
which they gain not only higher profits but, unintentionally, also more total
revenue for the auctioneer.

What we see as a design shortcoming of the 2013 Czech Spectrum Auction
is the absence of a mechanism that would control for the allocation of maximum
possible units of goods, used e.g. in Brunner et al. (2010). This part of the
design seems to be crucial since if employed, it could prevent a situation when
many goods are not allocated and consequently low auction efficiency results.
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2.2 Literature

2.2.1 Concepts of Multi-Unit Auctions

The SMR auction format was originally developed in the early nineties by the
US Federal Communications Commission (FCC) for their spectrum auctions.
The description of the process of designing, testing and implementing the FCC
auctions as one of the few cases of complex economic engineering is available
in Guala (2001).

To win a specific set of goods that has a particular value to the bidder as
a whole can become complicated in non-combinatorial auctions, of which the
SMR is a standard representative. Bidders with high value complementarities
may have to bid more for some combinations of licenses than the licenses are
actually worth individually to them. When only a part of a desired package is
won, the bidder can incur large losses. This situation exposes bidders to a great
risk, and may lead to conservative bidding during the auction and therefore to
lower revenues and inefficient allocation of the auctioned goods (Brunner et al.
2010).

Brunner et al. (2010) deal with the different formats in flexible combina-
torial spectrum auctions in environments including complementarities. They
compare a widely used simultaneous multi-round auction with three other for-
mats: the simultaneous multi-round format with package bidding (SMRPB),
a combinatorial clock (CC) auction, and the ”Resource Allocation Design”
(RAD) auction. They use a series of laboratory experiments to evaluate these
alternative multi-unit auction formats. Their results suggest that all three
combinatorial auction procedures are more efficient than the SMR auction for-
mat when value complementarities are present. As the interrelation of auction
objects is a common feature of many auction types, this finding is crucially im-
portant for practice. In addition, all the formats in their setting reach different
results in terms of efficiency as well as sellers’ revenue.

Bichler et al. (2013) cast doubt on the mainstream literature results men-
tioned above and provide results favoring non-combinatorial auction formats
in efficiency. They compare the combinatorial clock auction to SMR. They an-
alyze the efficiency of the auction methods and the auctioneer’s revenue. They
also examine bidding behavior in both cases. Their experiments are based on
two value models resembling single and multi-band spectrum auctions, which
often offer thousands of possible bundles. The efficiency of the CC auction
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is significantly lower than that of the SMR in the multi-band model in their
case. Moreover, auctioneer’s revenue is lower in both value models for CC. The
second recent paper dealing with high numbers of auctioned goods in the same
multi-band models is Bichler et al. (2014). They find that the simplicity of
bid language has a substantial positive impact on the efficiency of the auction.
Moreover, the simplicity of the payment rule has a substantial positive impact
on auction revenue. The CC auction scores the worst in both dimensions in
their experiment, favoring the SMR auction format. These results are in con-
tradiction to Brunner et al. (2010) or, for example, Cramton (2013), who prefer
combinatorial bidding auction formats.

Goeree & Holt (2010) suggest that even though the combinatorial auction
can solve the problem of goods packaging by allowing competition among the
bidders to determine the market structure, the decision-making problem in
large complicated auctions that all rational bidders have to solve after each
round can be computationally hard to manage. Specifically, they claim that:
”...bidders will not be able to reproduce the outcome of a round to understand
why their bids did not win, unless they solve a non-deterministic polynomial-
time hard problem quickly”3 (Goeree & Holt 2010, p. 149). They then propose
a new hierarchical package bidding (HPB) combinatorial auction format which
should be computationally manageable. The general result of their article is
that the proposed HPB format is a ”paper & pencil” package auction format. It
is simple to implement, transparent and easily verifiable by the bidders (Goeree
& Holt 2010).

2.2.2 Collusion in Auctions

Collusion in auction mechanisms has been studied for years (Robinson 1985;
Crawford 1998; Kwasnica & Sherstyuk 2013). Bidding rings are a theoreti-
cally well-described method of collusion (Krishna 2009). Traditionally, various
single-unit auction mechanisms in which collusion has implied explicit commu-
nication among bidders have been subject to research interest. Experimental
studies further confirm that collusion can and actually does occur when com-
munication is present in single-unit auctions. There is strong evidence that
ascending auctions are particularly vulnerable to collusive behavior and also
very likely deter entry into the auction (Klemperer 2004). Furthermore, the
tacit form of collusion, during which participants silently coordinate on low-

3We observed exactly this type of situations during the execution of the experiment.
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price outcomes, has been widely observed and theoretically described. Bid-
ders simply tend toward collusive payoff-maximizing strategies (Skrzypacz &
Hopenhayn 2004).

Recent auction literature concentrates on sequential and multi-round auc-
tion formats which appear to most often lead to bidder conspiracies (Kwasnica
& Sherstyuk 2013). In multi-unit auctions, bidding agents can silently split
objects and keep the competition at low levels throughout the auction. A
large number of bidders is not a sufficient condition to hinder collusion as long
as the bidders can share a sufficiently large number of the goods sold in the
auction among themselves. Moreover, depending on the parameter setting of
each individual auction, the multi-unit nature of auctions usually introduces
complexities into the environment and the outcomes are therefore uncertain
(Kwasnica & Sherstyuk 2013).

Phillips et al. (2003) document the impact of practices that may facilitate
low final prices in repeated English auctions with multiple units. They create
artificial laboratory markets using English auctions with a symmetric structure
of bidders. By employing two market sizes (two and six bidder structures)
they control for competitive and rivalrous environments. Three practices are
identified as potentially facilitating collusion among bidders: (i) knowledge
about the number of units for sale; (ii) familiarity through repeated interaction;
and (iii) communication. According to their results, repeated interaction should
allow buyers to learn the bidding strategies of their opponents even without
communication. Moreover, if the agents can talk or exchange information,
agreements become easier and bid prices lower.

Miralles (2010) analyzes a generalization of Campbell’s self-enforced collu-
sion mechanism in simultaneous auctions. While Campbell (1994) based his
collusion mechanism on complete comparative cheap-talk and endogenous en-
try with only two bidders, Miralles (2010) examines cases of more than two
bidders with prior symmetric design. He focuses on self-enforced and simple
mechanisms without side-payments or trigger strategies. He uses a pre-play
cheap-talk, which is ”clearly difficult to prosecute by competition authorities”
(Miralles 2010, p. 525). Two important results arise from the analysis: (i) a
cheap-talk equilibrium exists if the number of objects is large enough; and (ii)
a partial cheap-talk equilibrium, in which ”each bidder splits the objects into
two sets, the favorite one and the rest, and lets the other bidders know about
that split” (Miralles 2010, p. 526), always exists.

Agranov & Yariv (2015) experimentally study collusion through communi-
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cation in one-shot first- and second-price sealed bid auctions with two bidders.
The results of their research suggest that communication alone can dramatically
affect auction outcomes. They document two strategies in their simple one-by-
one cheap-talk auction environment. The reveal-collude strategy in which the
players reveal their valuations and consequently collude can potentially be ap-
plicable to our multi-unit case. Regardless of the strategy players used in their
experiment, communication led to significant price drops, reducing auction rev-
enues by up to 33%.

2.3 Hypotheses
We expect the experimental parameters to be different in comparisons within
and between formats and therefore construct null hypotheses within and be-
tween formats separately. We examine four similar parameters in all treat-
ments, i.e. the average total prices paid by one bidder, the efficiency of the
auction, the auctioneer’s revenue and the final profits of bidders. All pairs
of respective parameters should be equal between individual treatments under
null hypotheses. Table 2.1 summarizes the comparison of partial hypotheses
within formats and setting without and with communication in the auction.
Table 2.2 summarizes the comparison of partial hypotheses between formats
and setting without and with communication in the auction.

Table 2.1: Comparison of Partial Hypotheses Within Formats

H0 HA
Basic Comm Basic Comm

Total prices P = P P ̸= P
SMR Efficiency E = E E ̸= E

Auctioneer’s revenue R = R R ̸= R
Final profits π = π π ̸= π

Total prices P = P P ̸= P
SMRPB Efficiency E = E E ̸= E

Auctioneer’s revenue R = R R ̸= R
Final profits π = π π ̸= π

Note: Basic - without communication; Comm - with communication

2.3.1 Outcome Expectations

Based on the previous literature, we hypothesized that the experimental param-
eters would have the following outcomes within the basic and communication
treatments for both SMR and SMRPB auction formats: we expected total
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Table 2.2: Comparison of Partial Hypotheses Between Formats

H0 HA
SMR SMRPB SMR SMRPB

Total prices P = P P ̸= P
Basic Efficiency E = E E ̸= E

Auctioneer’s revenue R = R R ̸= R
Final profits π = π π ̸= π

Total prices P = P P ̸= P
Comm Efficiency E = E E ̸= E

Auctioneer’s revenue R = R R ̸= R
Final profits π = π π ̸= π

Note: Basic - without communication; Comm - with communication

prices and the auctioneer’s revenue to be higher in the baseline treatment com-
pared to the cases when communication is allowed. We further expected the
communication to increase the final profits of bidders in both formats (as e.g.
in Agranov & Yariv 2015), where a shift occurred in rent distribution from auc-
tioneer revenues to bidders’ surpluses due to the stable collusion equilibrium.
In the extreme case of coordinated collusion we expected prices to stay at the
reserve base, similarly as in Valley (1995) in the case of a double oral auc-
tion. Our expectations regarding the efficiency of basic versus communication
treatments were ambiguous. It would be reasonable to expect that the arti-
ficial market in which communication between players is naturally forbidden
should be generally more efficient than a version in which the communication
is enabled. However, cheap-talk between auction bidders can result in an allo-
cation closer to the equilibrium, i.e. allocating the goods to the players with
the highest valuations, and therefore in higher efficiency compared to the basic
treatment. Table 2.3 describes expectations about outcomes within the formats
of our experiment.

Moreover, we were interested in whether allowing for combinatorial bidding
in SMRPB auction would break collusion. The SMRPB format would in that
case increase competition among bidders. Prices would go up, approaching a
more competitive level from the SMR basic treatment. Respective changes in
rents distribution would appear.

We hypothesized that the experimental parameters in terms of comparisons
between SMR and SMRPB formats would have very similar outcomes for both
basic and communication treatments. Based on the results provided by Goeree
& Holt (2010) we expected total prices, efficiency, and the auctioneer’s revenue
to be higher in the basic combinatorial SMRPB treatment than in basic SMR.
We expected the final profits of bidders to end up lower in the basic SMRPB
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Table 2.3: Outcome Expectations Within Formats

Basic Comm

Total prices P > P
SMR Efficiency E ? E

Auctioneer’s revenue R > R
Final profits π < π

Total prices P > P
SMRPB Efficiency E ? E

Auctioneer’s revenue R > R
Final profits π < π

Note: Basic - without communication; Comm - with communication

than in basic SMR treatment. We expected the same outcomes in terms of
total prices, auctioneer’s revenues and final profit in cases of treatments intro-
ducing communication; that is, total prices and auctioneer’s revenues would
end up higher in SMRPB with communication than in SMR with communi-
cation and final profits of bidders would be lower in the case of SMRPB with
communication than in the case of SMR with communication. Our expecta-
tions regarding the comparison of efficiency of SMR with communication and
SMRPB with communication was again ambiguous. We employed a setting
with high complementarities among goods, which should favor the combinato-
rial SMRPB format over SMR in efficiency in basic treatment (Goeree & Holt
2010). The efficiency in communication treatment was, however, uncertain.
Table 2.4 describes our expectations about outcomes between the formats of
our experiment.

Table 2.4: Outcome Expectations Between Formats

SMR SMRPB

Total prices P < P
Basic Efficiency E < E

Auctioneer’s revenue R < R
Final profits π > π

Total prices P < P
Comm Efficiency E ? E

Auctioneer’s revenue R < R
Final profits π > π

Note: Basic - without communication; Comm - with communication
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2.4 Methodology

2.4.1 Experimental Design

In a fully computerized laboratory experiment, we employ the simultaneous
multi-round auction format (SMR) and compare it to its combinatorial ver-
sion, the simultaneous multi-round package bidding (SMRPB) format, to see
the effect of package bidding on efficiency and revenues, and to evaluate the
original policy format with its most natural extension. Next, we incorporate
the dimension of communication by implementing a simple chat window into
both SMR and SMRPB auction formats and thereby allow for coordinated
strategies in the experiment. The treatment matrix of the experimental design
is shown in Table 2.5.

Table 2.5: Treatment Matrix

SMR SMRPB

I.set no communication no communication
II.set communication all communication all

The design is broadly inspired by the specifications of the 2013 Czech Spec-
trum Auction. Auctioning of the radio spectrum in the Czech Republic was
executed in 2012 and 2013 through a standard Simultaneous Multi-Round auc-
tion (CTO 2012b; 2013d). The former Czech telecommunications market was
comprised of three incumbents earning excessive profits and attracting strong
suspicions of collusion (CTO 2012a). Two auctions were eventually conducted,
since the first auction was terminated by the regulator4 due to ”unrealistically
high bids” at 20 billion CZK, which was 2.3-times the total reserve prices for
all the goods (CTO 2013a, p. 1). Even though a potential newcomer partici-
pated in the first auction, the distribution of market power remained the same;
only three original incumbents participated in the second auction. No com-
petition seemed to be present as bidders split the objects for sale almost at
the reserve prices, resulting in low final prices and revenues for the auctioneer
(CTO 2013b;c). Moreover, all three market incumbents were accused of tacit
collusion by the CTO in 2012 (CTO 2012a). The collusion was ultimately
unproven (Bányaiová 2012) but the relevant market was not effectively com-
petitive (CTO 2012a). Furthermore, the Czech telecommunications market did
not appear competitive even several years later. The European Commission

4The Czech Telecommunications Office - CTO
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started a formal investigation of network sharing in the Czech Republic in 2016
(European Commission 2016) and the Czech Office for the Protection of Com-
petition announced that it would start an inquiry into mobile operators at the
end of March 2017 (CTO 2017). The Czech Spectrum Auctions may therefore
serve as a good representative of a simultaneous auction with a high suspicion
of collusion.

Researchers in experimental economics commonly refer to real life situations
when conducting experiments on combinatorial auction formats. Abbink et al.
(2005) explore design alternatives for the British 3G/UMTS auction using two
symmetric tetrads of bidders in their experiments; and more recently Bichler
et al. (2013) use a band plan with two bands of blocks, which can be found in
several European countries, in their base value model. In our design we take
the number and types of goods auctioned, the number of players, and the rules
of the SMR auction from the 2013 Czech Auction setting, while the valuation
is modelled according to the literature. We do not claim that our parametric
setting is either the only one or the best one possible. Rather it was a readily
available representation of a real life situation with a remarkable development.

The parameters were further adjusted and simplified in order to be appli-
cable to the experimental design.5

There were four heterogeneous types of goods in our experiment; each type
(A; B; C; D) had multiple homogeneous units in stock (6; 24; 14; 9), respec-
tively. Each of the four players who competed in the tender was assigned her
own personal valuations for each type of the goods sold in the auction. These
were determined randomly by the procedure specified below. At the end of the
auction, players either earned profit or incured losses in the experiment.

2.4.2 Basic Auction Formats

The SMR auction format is a generalization of the ascending English auction
designed for a simultaneous allocation of multiple objects. The auction pro-
ceeds in a sequence of rounds in which the bidders submit their bids separately
for individual items. The process continues until nobody is willing to submit a
higher bid for any item. The SRMPB is a combinatorial auction format origi-
nally designed to prevent the exposure risk of bidders. The provisional winning
bids in each round are calculated according to maximization of the revenues

5Table 2.6 describes the actual parameters used in the experiment.
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for the seller. Each bidder can have only one provisionally winning bid in each
round at most (Brunner et al. 2010).6

Each bidder is eligible to act in only a limited number of possible actions
during each round. This number of actions is constrained by the amount of
activity points at her disposal. This rule ensures that if the bidder wants
to play seriously and to win her share of the desired goods at the end, she
must maintain the activity throughout the entire auction, rather than acting
in the last round. Otherwise, the activity points are lost and the player is not
eligible to bid in the subsequent rounds. The volume of activity points each
player has at her disposal at the beginning of the auction represents her budget
constraint. When implementing the activity rule, we follow the procedures
used, for example, in Cramton (2013) and Brunner et al. (2010).

In order to prevent signalling via the determination of prices, a simple
system of proportional ascending bidding was introduced into the simultaneous
multi-round auctions. There is a one-level raising algorithm in the program
used for our experiment. Bidders can either keep their previous bid or raise
their bid for some goods by 20% of the respective reserve price.7 Bidders can
withdraw their provisionally winning bids in cases in which they would win an
unwanted (e.g. incomplete) set of goods in an auction round. All bidders can
withdraw their provisionally winning bids in at most 2 rounds of the auction.

The winner determination algorithm (WDA) in the case of excess demand
is, in both SMR and SMRPB formats, provided by a random mechanism. All
four types of goods are handled separately in SMR, while in the SMRPB the
items are handled in packages.8 At the end of each round, bidders receive
information about the provisionally winning bids in the current round. The
identity of the provisionally winning bidders is known. The bidders also have
complete information about their own bids.

6An exclusive XOR (logical exclusive-or) rule is imposed on bids made in the auction
rounds.

7Even though we are aware that setting the level at 20% was rather too high, we could
not make it lower since the whole task would have taken too long in the experimental sessions
and therefore the experiment would not have been feasible.

8The winner determination algorithm applied in the program is simple. Each player
involved in the problem is assigned a random number. The player with the smallest number
wins and is allocated the item. There is a mechanism sorting the packages according to
their highest price in the SMRPB. The loser resulting from WDA in SMRPB auction is put
into a subsequent place and if she satisfies the conditions for winning her package out of the
remaining goods, she wins it. This process continues down to the bottom if needed.
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2.4.3 Communication

The communication channel is introduced via a simple chat window through
which the multilateral undirected communication is implemented. No verbal
contact between participants was allowed during the experiment. All commu-
nication was monitored and recorded. This approach has already been used in,
for example, Phillips et al. (2003).

When implementing communication, we were inspired by Phillips et al.
(2003); Lopomo et al. (2005); and Miralles (2010). Two minutes for commu-
nication were provided prior to each auction, similarly as in Miralles (2010).
Since the number of objects in the auction is large, the comparative cheap-talk
equilibrium should, according to Miralles (2010), exist. The chat window was
also available during the whole auction phase as in Phillips et al. (2003).

Analogously to Lopomo et al. (2005), there was only a limited amount of
information available to the bidders in the pre-auction phase of communication.
The bidders did not know their exact valuations for goods and therefore were
able to communicate only on the collusive mechanisms they could employ, not
directly on their own private values. There was, however, no ex post budget
balancing allowed in our experiment; the effect of collusion on the auction
efficiency is therefore ambiguous beforehand. The only information revealed
to the participants during the pre-auction communication phase was the types
and numbers of auctioned goods. All three features facilitating collusion from
Phillips et al. (2003) were therefore satisfied.

2.4.4 Valuations and Complementarities

There were four types of players in the experiment. Such a market structure can
be found in various countries and industries, and was modelled, for example, in
experiments by Bichler et al. (2013) or by Abbink et al. (2005) who used two
symmetric tetrads of bidders in their experiments. The valuations of goods for
each player-type were randomly drawn from a publicly known interval using the
uniform distribution (the same interval for all players, so there was an ex-ante
symmetric setting for each auctioned good) only once prior to the experiment.
Then, in each session, each experimental subject was randomly assigned to
one player type. This prevented any additional external variation between the
treatments possibly caused by random draws of valuations on place.

The valuations of goods were based on two components. The first represents
the common-value component (CVC), while the second represents the private-
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value component (PVC) of each particular unit of goods. The common value
arises from the overall market potential and is the same for all players, while the
private value stems from private expected profits depending on the individual
potential of the bidder’s business concept (Abbink et al. 2005). The bidder’s
total valuation of goods was therefore the sum of her CVC and PVC, as in
Abbink et al. (2005).

The CVC of the signal was randomly drawn from the integer interval for
each type of goods. Players did not have information about the exact random
draw of CVC, nor did they know the interval boundaries from which it was
drawn. Each bidder received instead an independent private signal on the
CVC and was informed about the fact that these signals were determined by
uniform random draws from the integer interval [CV C − α; CV C + α], as in
Abbink et al. (2005, p. 511).9

The PVC of the signal was randomly drawn from the integer interval [−β; +β]
for each type of goods. The parameter β was proportionally lower to the CVC
component and corresponded to one-tenth of the common value component,
i.e. 0.1 · CV C. Each bidder was informed of her own true PVC.

When modeling the complementarities in player-type valuations of goods,
we followed Brunner et al. (2010). The interrelations among goods are modeled
in a linear manner. If the player acquires multiple goods, then the value of each
unit of goods increases by a factor of [1 + γ(K − 1)], where K stands for the
number of types of goods won and the γ is the synergy factor. The player
should, therefore, be motivated to win all four types of goods.

Since we assume a high level of complementarities among the types of goods,
we set the synergy factor γ equal to 0.1. This setup ensures that if a bidder
wins all four types of goods, his valuation of all of them rises by 30%.

2.4.5 Efficiency Measurement

We measure and compare the efficiency levels of individual auction formats
with different collusive properties. We use a simple measure of efficiency based
on the actual surplus attained by all bidders in an auction (Sact) and divided
by the maximum possible surplus (Sopt) of an auction with given parameters
as did Brunner et al. (2010). This measure should be comparable across the

9The exact intervals for CVC in Abbink et al. (2005) were [1000; 1500] for the CVC
interval and [CV C−200; CV C+200] for the independent private signal known to the bidders.
We employ quite a similar setting in our experiment.
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four treatment cells, since our value draws are constant across all player types
and treatments.

Sact =
n∑︂

i=1

m∑︂
j=1

qi
j ∗ (CV Ci

j + PV Ci
j) ∗ (1 + γ ∗ (Ki − 1)) (2.1)

where i is the number of players (n = 4), j is the number of types of goods in
the auction (m = 4), CVC, PVC are common and private value components,
Ki = ∑︁m

j=1 qj, ∀qj > 0 is the number of types of goods won and γ is the synergy
factor equal to 0.1, both from Subsection 2.4.4.

The maximum possible surplus is found by solving a constrained maximiza-
tion Sopt = max Sact(q), subject to the number of goods sold in each type, com-
plementarities among goods and players, and the activity limit each player has
at her disposal. The optimal allocation resulted in the surplus Sopt = 19145.1.10

The efficiency measure is then calculated as follows:

E = Sact

Sopt

(2.2)

2.4.6 Revenues, Average Prices and Final Profits

We define auctioneer revenues as the sum of final prices for all individual goods
sold in the auction. Average prices are calculated as the average price paid for
one sold item in a given auction treatment. This variable therefore indicates a
price level that is reached in a respective treatment.

The final profit was determined for each player at the end of the auction
by the difference of her total valuation for all goods won in the auction and
the total price paid for those goods. There was no endowment assigned to
the players since the budget constraint is irrelevant in the experimental design.
Bidders either earned profits or incurred losses in the experiment.

2.4.7 Number of Goods Sold in the Auction

In order to compare how many goods out of the total were sold in an auction,
we set up an auxiliary index θ. We define the index as a weighted percentage

10The optimal allocation is provided in the appendix to this paper in Table A.1.1
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share of goods sold in the auction in order to take into account that some types
of goods are more valuable than others:

θ =
(︄∑︁m

j=1 Aj

Atotal

+
∑︁m

j=1 Bj

Btotal

+
∑︁m

j=1 Cj

Ctotal

+
∑︁m

j=1 Dj

Dtotal

)︄
· 1

n
, ∈< 0; 1 > (2.3)

where A, B, C, D are individual types of goods, n is the number of players in
the auction and total is the maximum total amount of a given type of good that
is available in the auction. Following the set-up of the 2013 Czech Spectrum
Auction, the goods that were not sold during the final round of the auction are
not distributed to the remaining players.

2.4.8 Parametrization

We estimate a common value component of each particular type of goods as its
reserve price multiplied by a parameter δ = 1.65 calculated according to the
Equation 2.4.

δ = Bupp − Blow

2 · 1
Blow

+ 1, (2.4)

where Bupp and Blow are upper and lower bounds of the interval in which the
totals for all goods in the auction fluctuated. The Blow is therefore equal to
the sum of all reserve prices of all goods auctioned off and Bupp is the estimate
of the value reached in the real auction at the external cancellation by the
regulator.11 The common value component is the same for each player. The
private value component is different for each player and is determined by a
random draw from the interval [−0, 1 · CV C; +0, 1 · CV C].

The activity points per one unit of goods used in the experiment are deter-
mined by taking the respective activity per block in a spectrum interval from
the real parameters of the 2013 Czech Spectrum Auction and rounding it up
to integers. The total activity in the experiment is therefore slightly higher
than in the real situation, but it is more convenient for the purpose of the
experiment. Each player has her initial activity based on the 1

4 of the total
activity in the experiment, while the precise activity endowment is determined

11Blow = 8.719 · 109CZK; Bupp = 20 · 109CZK - see also 2.4.1.
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Table 2.6: Actual Parameters of Goods Used in the Experiment

Category of Goods A B C D Total

Goods in stock 6 24 14 9 53
Reserve price per unit 1400 40 180 40 -
Total reserve price per category 8400 960 2520 360 12240
CVC 1820 50 140 50 -
PVC interval ±182 ±5 ±14 ±5 -
Activity per unit 10 1 1 1 -
Total activity for category 60 24 14 9 107

Table 2.7: Final Parameters Determined by Random Draws

Players Valuations for goods Activity
A B C D endowment

Type I 1886 53 138 48 27
Type II 1727 53 140 47 28
Type III 1900 47 130 46 26
Type IV 1865 48 138 50 25

by a random draw from the interval [−3; +3],12 which is added to the 1
4 of total

activity in the experiment.
The following tables summarize the final experimental parameters. Ta-

ble 2.6 shows the actual parameters of individual categories of goods used in
the experiment.13 Table 2.7 shows the final individual valuations for goods and
the final endowment of activity points of each player. Table 2.8 summarizes
the common value component and its private signal intervals.

Table 2.8: Common Value Component and Private Signal Intervals

Goods CVC CVC variance CVC private signal
interval

A 1820 200 [ 1620 ; 2020 ]
B 50 5 [ 45 ; 55 ]
C 140 10 [ 130 ; 150 ]
D 50 5 [ 45 ; 55 ]

12Each tail of this interval represents a rounded 10% of the 1
4 of total activity in the

experiment.
13Blocks A3 and B1 from the 2013 Czech Spectrum Auctions were adjusted compared to

the original settings in order to be homogeneous with other blocks in respective categories.
One specific real block A3 of 2x10 MHz was split into two blocks of 2x5 MHz, which is in
accordance with other category A blocks. One specific real block B1 of 2x15 MHz was split
into fifteen blocks of 2x1 MHz, which is in accordance with the other category B block. The
reserve prices, activity points per block etc. were also homogenized according to this princi-
ple. The setting with the original price vector had to be changed after the pilot experiment
since the whole task would have been too long and therefore unfeasible. To accommodate
for this, the reserve prices were multiplied by the coefficient 1.3.
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2.4.9 General Procedure of the Experiment

We conducted a computerized laboratory experiment with four experimental
sessions. We engaged 24 subjects per session, which resulted in 96 subjects
in total. The experiment was performed in the Laboratory of Experimental
Economics at University of Economics in Prague14 and was computerized using
the Z-TREE program (Fischbacher 2007).

The subjects of the experiment were invited through the ORSEE system of
the Laboratory of Experimental Economics (Greiner 2004). Additional criteria
were imposed on the selected subject pool in order to ensure that they would
understand the task and would be capable of taking part in the experiment;
we gave preference to economics majors with previous experience in auction
experiments. The experiment was conducted in Czech.

Subjects were paid according to their performance in the experimental treat-
ment. Each treatment lasted approximately two hours and the average pay for
the whole treatment was expected to be on average 500 CZK15 per subject,
which was above the students’ regular hourly wage rate. Prior to the experi-
ment itself, we ran a pilot-version to test the structure of the experiment and
the functioning of the programs, and to calibrate the tasks.

Instruction Procedures

The complexity of the required task to be done in the laboratory was expected
to be highly demanding. We were not able to train subjects specifically before
the experiment or to carry out the complicated procedures used for example in
Abbink et al. (2005); Brunner et al. (2010) or even Bichler et al. (2013). This
was mainly due to the necessity of high over-recruitment rates in the case of
such training and the tightly constrained funding of the research. Therefore,
we used a simpler procedure.

The participants received an invitation five days prior to the experiment
and three days prior were asked to fill in an online questionnaire based on the
partial instructions available online. This online material consisted of general
instructions common to all treatments of the experiment. The instructions
were concluded with a 5-question quiz. Those who filled in the questionnaire
correctly were preferably invited to the lab. There were no difficulties with the

14(LEE at VŠE); www.lee-vse.cz/eng
15The resulting levels of competition during the experimental auctions and random draws

determining the treatments for payments resulted in a lower average payoff than 500 CZK:
on average 400 CZK per subject.

http://www.lee-vse.cz/eng
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online questionnaires, and the rate of successful completion was over 95%. The
whole procedure regarding the instructions in advance and the questionnaire
was described in the invitation email for the experiment and was therefore
publicly known.

General Procedure

For each session, a group of 24 participants came to the lab and randomly drew
seat numbers. Each subject was seated at the respective computer station with
no possibility to see anybody else’s screen or to talk to each other. This rule
was strictly enforced for the entire experiment. The participants were provided
with (i) a set of written general instructions for the experiment (the same set
they had already seen in the online questionnaire); (ii) treatment-specific sup-
plement to the instructions;16 (iii) consent form;17 (iv) pencil and blank sheet of
paper for notes. Participants had 15 minutes for self-study of the instructions
when they arrived at the laboratory. A computerized questionnaire with sev-
eral control questions was launched for all subjects after this time expired. A
practice auction round was conducted in order to be sure subjects understood
the experimental interface, how to read their parameters, how to enter bids on
the screen, and that they were acquainted with the auction procedures.

To prevent misunderstandings and make the task easier, only one type of
auction (one treatment) was performed in each session, i.e. a between subject
design was used. In each session, each participant was randomly assigned to
one of four player types, which remained stable across the whole session. This
ensured that no additional external variation caused by random draws was
present. The players were then randomly assigned to groups. Each group
consisted of four players, each of a different type. Each player took part only
in one auction format, while there were three auctions performed within the
session and therefore within the auction format. Before the three real auctions,
a practice auction was conducted to ensure understanding of the task and
to accustom the subjects to the auction interface. All groups were randomly
re-matched with the condition of stranger matching at the beginning of each
auction within one session.

There was a predefined exchange rate of experimental currency units (ECU)

16English instructions are published in Section A.3 of the Appendix, complete sets of
instructions are available at http://ies.fsv.cuni.cz/cs/staff/matousek

17If the participant refused to give consent for the experiment, she was paid the show-up
fee and sent away.

http://ies.fsv.cuni.cz/cs/staff/matousek
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and real money in the experiment of 1 CZK for 3 ECU. Participants knew
this exchange rate in advance from the instructions. The payment from the
experiment was not aggregated over all auctions executed in a session, but
rather depended on one specific session round determined by a random draw.

When the participants accomplished the experimental task and the auction
was over, they were called separately to an adjacent room, where they were
paid in private and then left.

Experimental Task

Subjects participated in the auctions within the treatments they attended.
The objective of the task was to win the desired goods in the auction and
to gain a profit, which was then converted to real money at the end of the
session. At the very beginning of each auction a chat window was displayed
for two minutes in the two treatments with communication. After the chat
window, a screen with experimental parameters was shown for one minute
in all treatments. Then the first auction round began. The auction itself
progressed in a series of simultaneous rounds where players were bidding for
the collections of goods of their interest. Bidding was accomplished by adding
the goods to the bidding basket. Players could submit their baskets within the
auction round time limit of two minutes. There was an auction interface with
parameters for all goods; bidding basket; the player’s personal account; history
of past rounds and, in respective treatments, also a chat window displayed on
the auction round screen.

After all players had submitted their bids, the system executed all back-
ground tasks and the summary of the auction round was displayed. Each player
received complete information about her resulting situation in the current auc-
tion round and from the previous auction round (her provisionally winning
goods). The history of past rounds and, in respective treatments, also a chat
window were displayed on the summary round screen. There was a button to
open the bid withdrawal interface implemented in this stage of the round. By
entering this interface, players could withdraw any of their provisionally win-
ning goods in SMR.18 When the one minute time limit for the summary phase
ran out or when all players clicked the proceed button, the next round began.
The whole process was repeated until the final round of the auction in which
no player submitted any higher bid.

18The whole package in SMRPB treatments.
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Table 2.9: Sample Statistics Between Treatments

Variable SMR SMR SMRPB SMRPB
Comm Comm

θ 0.2767 0.6436 0.2528 0.3760
(0.1739) (0.1940) (0.2062) (0.2151)

AVG prices 579.90 451.90 598.38 557.52
(296.46) (441.40) (533.15) (388.60)

Efficiency 0.34 0.68 0.30 0.49
(0.21) (0.18) (0.22) (0.23)

Auctioneer’s rev. 5865.11 10689.78 5783.56 7565.11
(3414.89) (2435.19) (4080.25) (3031.87)

Final profit 174.57 597.00 -23.38 500.09
(356.86) (416.17) (361.96) (669.71)

Displayed: mean (standard deviation)
Note: SMR/SMRPB - without communication; Comm - with communication

2.5 Results
Table 2.9 shows sample statistics of the most important variables between treat-
ments. The results of three out of four auction treatments (SMR, SMR Comm
and SMRPB Comm) are different from each other. There is little difference
between basic SMR and SMRPB. Generally, treatments allowing for communi-
cation among players score better in almost all experimental parameters than
their non-collusive counterparts.

Table 2.10 summarizes the results of partial hypotheses between formats
and in the setting without (Basic) and with (Comm) communication allowed
in the auction. A comparison of basic formats without the communication
channel does not allow rejection of the null hypotheses, and shows that both
formats are statistically identical19 in terms of the number of goods sold in the
auction represented by index θ (p = 0.20), average prices paid by the bidders
(p = 0.20), Efficiency (p = 0.48) and Auctioneer’s revenues (p = 0.94).20

However, a difference arises in the average final profits gained by the players of
those treatments (p = 0.02). Comparing the SMR and SMRPB formats both
with communication generally favors the SMR format without package bidding.
Statistical differences arise in index θ (p = 0.00), average prices paid by the
bidders (p = 0.00), Efficiency (p = 0.00) and Auctioneer’s revenues (p = 0.00).
The final profits of bidders are slightly higher for non-combinatorial SMR with
marginal significance (p = 0.10).

Table 2.11 summarizes the results of partial hypotheses within formats

19Although SMR performs slightly better.
20Since the Shapiro-Wilk test rejected its null hypothesis about the normal distribution

of the data for all variables, we use the Wilcoxon-Mann-Whitney test for the analysis of
variable differences (W-M-W test).
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Table 2.10: Comparison of Partial Hypotheses Between Formats - Results

Means p-value Z-stat
SMR SMRPB

θ 0.2767 = 0.2528 0.2008 -1.279
AVG prices 579.90 = 598.38 0.2048 -1.268

Basic Efficiency 0.34 = 0.30 0.4817 -0.704
Auctioneer’s rev. 5865.11 = 5783.56 0.9490 0.064
Final profits 174.57 ̸= −23.38 0.0242 -2.255

θ 0.6436 ̸= 0.3760 0.0000 -6.461
AVG prices 451.90 ̸= 557.52 0.0000 4.093

Comm Efficiency 0.68 ̸= 0.49 0.0000 -4.157
Auctioneer’s rev. 10689.78 ̸= 7565.11 0.0000 -6.653
Final profits 597.00 = 500.09 0.1024 -1.633

Note: Basic - without communication; Comm - with communication

and in the setting without (Basic) and with (Comm) communication allowed
in the auction. Comparing the two basic formats against their representa-
tives with communication channels resolutely favors the collusive treatments.
When comparing the SMR format, statistical differences arise in the number of
goods represented by index θ (p = 0.00), average prices (p = 0.00), Efficiency
(p = 0.00), Auctioneer’s revenues (p = 0.00) and Final profits (p = 0.00).Very
similar results occur when we compare Basic and Communication treatments
for combinatorial SMRPB format. There are statistical differences in index θ

(p = 0.00), Efficiency (p = 0.00), Auctioneer’s revenues (p = 0.00) and Final
profits (p = 0.00) within this format. Results do not show that average prices
are different within the SMRPB format (p = 0.54), even though its means are
still quite similar.

Table 2.11: Comparison of Partial Hypotheses Within Formats - Results

Means p-value Z-stat
Basic Comm

θ 0.2767 ̸= 0.6436 0.0000 -8.444
AVG prices 579.90 ̸= 451.90 0.0000 4.349

SMR Efficiency 0.34 ̸= 0.68 0.0000 -8.122
Auctioneer’s rev. 5865.11 ̸= 10689.78 0.0000 -8.315
Final profits 174.57 ̸= 2672.44 0.0000 -6.551

θ 0.2528 ̸= 0.3760 0.0010 -3.294
Total prices 1445.89 = 1891.28 0.1524 -1.431
AVG prices 598.38 = 557.52 0.5480 0.601

SMRPB Efficiency 0.30 ̸= 0.49 0.0000 -4.573
Auctioneer’s rev. 5783.56 ̸= 7565.11 0.0021 -3.070
Final profits −23.38 ̸= 500.09 0.0000 -4.491

Note: Basic - without communication; Comm - with communication

Treatment-specific differences were not the only influence on the results of
the experiment. Not all players were of the same strength. The second type
of player had only a limited chance to outplay others in terms of final profits
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due to the parameter setting. There appear to be significant differences in
efficiency achieved among individual player types. The first type of player had
a statistically higher rate of average cumulative efficiency (by 6%, 2.5 times
more) and final profit (by 49%) than others. The situation was the opposite
for the third player, since her average cumulative efficiency was significantly
lower (by 6%, 7 times less) together with the total price paid (by 24.7%); in
other words, the third player bought fewer goods on average

2.6 Chat Analysis
The recorded chat content was independently coded into nine categories by
two researchers and the conflicts (less than 2%) were resolved by discussion.
Table 2.12 reports the results of the chat content. Columns 1 and 2 provide
the respective frequencies and percentages of the message contents across the
two auction formats. The χ2 test rejects the null hypothesis that no associ-
ation exists between the columns (χ2(8) = 94.5; p = 0.000). Most messages
sent were about collusion, specifically about building collusion, agreement on
collusion, specific collusive offers, disagreement with collusion and threats to
enforce collusion (32%, 16%, 7%, 5% and 2% respectively). This clearly shows
that collusion was the main topic of the conversations, with the aim to split
the market. Disagreement with this aim was relatively rare. Questions about
and explanations of the auction rules appeared in 10% of cases, while messages
indicating no understanding appeared only in 3% of messages, which suggests
that, especially in the initial stage of the auction, some subjects were not sure
about the whole auction procedure, but this was only a small proportion who
quickly learned, and overall the rules were then well understood. Interestingly,
the revelation of private attributes or self-identification was rare, happening in
only 6% of cases. Sophisticated subjects could, e.g., reveal their real identities
and form a collusive agreement for splitting the total payoff after the experi-
ment, or first choose a general collusive mechanism and then act according to
their private values. The data shows that these sophisticated strategies were
again rather rare, with only one person revealing their real identity.
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Table 2.12: Chat Content

Type of auction

SMR SMRPB Total

Col Cum Col Cum Col Cum
Message content No. % % No. % % No. % %

Building of collusion strategy 220 24.9 24.9 380 39.3 39.3 600 32.4 32.4
Specific collusion deal offer 87 9.8 34.7 47 4.9 44.1 134 7.2 39.6
Agreement on collusion 169 19.1 53.8 124 12.8 56.9 293 15.8 55.5
Questions on / explanation of
auction rules

108 12.2 66.1 86 8.9 65.8 194 10.5 65.9

Threats/collusion is broken 11 1.2 67.3 32 3.3 69.1 43 2.3 68.3
Self identification - parameter val-
ues, profit, identity

59 6.7 74.0 51 5.3 74.4 110 5.9 74.2

No understanding of collusive
stategy

31 3.5 77.5 19 2.0 76.3 50 2.7 76.9

Disagreement with collusion, non-
cooperation

25 2.8 80.3 68 7.0 83.4 93 5.0 81.9

Other, not related to auction 174 19.7 100.0 161 16.6 100.0 335 18.1 100.0
Total 884 100.0 968 100.0 1852 100.0

2.7 Discussion
Our results generally evince different outcomes than we originally hypothesized.
Table 2.13 summarizes the total outcomes of our experiments with regard to
our prior expectations between formats, i.e. comparing SMR Basic versus SM-
RPB Basic treatments and SMR Comm versus SMRPB Comm. Our results
do not confirm those of Goeree & Holt (2010), who reported that combina-
torial SMRPB format should outperform basic SMR in an environment with
high complementarities among goods. Both our auction formats end up with
statistically the same results in terms of average prices, efficiency, and also
the auctioneer’s revenue. When communication plays into the setting, the re-
sults are even contradictory. The simpler SMR performs significantly better.
Allowing bidders to communicate about their actions resulted in a better allo-
cation of goods and therefore also higher efficiency of treatments with collusive
agreements.

When we compare basic treatments across auction formats, i.e. SMR Basic
vs. SMRPB Basic, we do not see any major differences. Approximately the
same number of goods was sold in both treatments, as weaker bidders fell
behind players with higher valuations. The revenues for the auctioneer are
therefore generally low in comparison to the treatments with communication.
We ascribe this fact to the high competition in these treatments (as compared to
those allowing for communication) that favors only strong bidders. Moreover,
the overall level of efficiency achieved in our parametric setting is largely lower
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due to the absence of a revenue maximizing mechanism that would aim to
allocate as many units of goods as possible, e.g. as in Brunner et al. (2010).
In case of an excess supply at the end of the auction, an algorithm to allocate
leftover goods based on the history of the auction was initialised in their design
and if not successful, the auction clock was even restarted for unsold goods
to allow the bidders to compete for those goods again. Any Pareto-optimal
mechanism could have been employed in the real 2013 Czech Spectrum Auction
to reach a higher overall level of revenues, and in our case consequently also
the efficiency of the auction.

Comparison of the treatments with communication between formats, i.e.
SMR Comm vs. SMRPB Comm, results in much better allocation in SMR
than in SMRPB. The communication among players in the strategically simpler
SMR results in a better allocation of goods. More goods were sold in the
auction, resulting in higher efficiency. Many cases of coordinated collusion
appear during both auction treatments (32.4%), in which prices frequently
remain very low or even at the reserve base. This fact supports the results of
Valley (1995) in the case of a double oral auction. Players usually set a collusive
agreement on splitting the goods in some way that is favorable for all. In the
SMRPB treatment, many strong players try to divert from these agreements
in an attempt to win more and gain higher profits. Prices gradually rise as
the agreements are broken and weaker players again fall behind, thus leaving
a significant portion of the supply unallocated. Such behaviors suggest that,
even though the combinatorial auction format seems to have the potential to
break collusion, without a revenue maximizing mechanism that would allocate
the remaining goods, the efficiency of such auction will be generally low. This
argument is underlined by the fact that overall, fewer units of goods are sold
on average in the SMRPB with collusion than in the SMR with collusion.

Focusing on the overall outcomes within formats also brings different results

Table 2.13: Outcome Expectations Between Formats - Results

SMR SMRPB

AVG prices P = P
Basic Efficiency E = E

Auctioneer’s revenue R = R
Final profits π > π

AVG prices P < P
Comm Efficiency E > E

Auctioneer’s revenue R > R
Final profits π = π

Note: Basic - without communication; Comm - with communication
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Table 2.14: Outcome Expectations Within Formats - Results

Basic Comm

AVG prices P > P
SMR Efficiency E < E

Auctioneer’s revenue R < R
Final profits π < π

AVG prices P = P
SMRPB Efficiency E < E

Auctioneer’s revenue R < R
Final profits π < π

Note: Basic - without communication; Comm - with communication

than were originally expected. Table 2.14 summarizes the results of Outcome
Expectations Within Formats, i.e. comparing SMR Basic versus SMR Comm
treatments and SMRPB Basic versus SMRPB Comm. Despite our original
expectations, auctioneer’s revenues were higher in the treatments with com-
munication. Enabling bidders to talk increases not only their final profits, but
also the profits of the auctioneer together with the efficiency of overall auction.
A shift in the rent distribution from auctioneer to the bidders, as in Agranov &
Yariv (2015), therefore does not occur. The multi-object nature of the auction
with such number of goods in store leaves enough space for both bidders and
the auctioneer to profit. The average prices within formats are higher in the
basic treatment for SMR and results are the same in SMRPB auctions, which
is in line with this argumentation.

Significant differences arise in all experimental parameters within the SMR
auction format when we contrast the SMR Basic and SMR Comm treatments.
Allowing for communication opened a number of (non-binding) possibilities for
players to collude. They were able to make an agreement and split the goods
at stake among themselves. Successful collusive agreements resulted in one of
the best allocations of goods among all experimental treatments: 34 items were
sold21 on average in the SMR Comm treatment, resulting in the lowest average
price per one item at 451.9 experimental currency units. Auctioneer’s revenues
reached the highest levels in SMR Comm treatment. An interesting fact about
relative efficiency can be tracked by comparing SMR Basic with SMR Comm
treatments. The relative efficiency is actually higher with the total number of
goods sold in the auction, since the players were able to split the goods more
accurately and therefore reach an allocation that is more efficient.

There is also a high degree of differences within SMRPB formats. When

21Out of 53 in total, calculated as θ ∗ 53
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comparing SMRPB Basic with SMRPB Comm treatments and therefore allow-
ing for communication, players did not let the prices go up. By splitting the
goods in stakes, they were able to buy more goods altogether and thus to in-
crease their profits substantially. With more goods sold at lower prices, higher
revenues occurred for the auctioneer. Some players tried to divert from the
collusive agreement in the package-bidding format in an attempt to win more
goods and gain higher profits. Such strategies increased prices of goods and in
the final consequence decreased the number of goods sold. This bidder behavior
explains the difference between average prices and the number of goods sold in
SMRPB Comm and in SMR Comm. Final profits resulting from the SMRPB
Comm increased with respect to the Basic SMRPB, but were far lower than in
the non-combinatorial SMR Comm treatment. The communication also had a
positive impact on efficiency also within SMRPB formats.

2.8 Conclusion
In this paper we report on an original experimental evaluation of two complex
auction mechanisms with the possibility of communication between bidders
before and during the course of the auction process. We use the experimental
approach because it provides a useful tool to isolate the causal effects of specific
design features on the auction outcomes, which is very difficult if not impossible
to do when using observational data only. Evaluating the effects of changes in
design features is also especially important in the auction setting because theo-
retical predictions may differ from actual behavior (Holt 2005). The evaluation
of auctions from observational data is relatively easily done on small and highly
frequented markets, such as online auctions (Stern & Stafford 2006; Lucking-
Reiley et al. 2007), but multi-unit auctions were specifically developed for sales
of items involving substantial amounts of money, such as the licences for using
a broadband spectrum, and they do not happen often enough to allow for stan-
dard quantitative evaluation (Klemperer 2004; Bichler et al. 2017). Another
approach is the application of agent-based models and simulating the behavior
of the bidders under the specified auction mechanism (Choi et al. 2010; Farnia
et al. 2015). However, the behavioral patterns that stem from the communica-
tion between participants may easily create an environment too complex to be
modelled by such simulations. Therefore an experimental approach with real
subjects provides important results that are complementary to other methods
of analysis (Samuelson 2005; Croson & Gächter 2010).
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Specifically, we investigate two simultaneous auction formats: (i) the Simul-
taneous Multi-Round auction (SMR) format and (ii) its extension allowing for
combinatorial bidding, the Simultaneous Multi-Round Package Bidding (SM-
RPB) auction format. The parametric setting of our experiments was inspired
by the 2013 Czech Spectrum Auction. Four bidders participate in an auction
for multiple heterogeneous types of goods in each experimental treatment with
private and common value components. The total number of auctioned goods
exceeds fifty in each auction. We study four fundamental variables in the ex-
periment: the relative efficiency of auction formats, the average price per item
paid by bidders, their final profits, and the auctioneer’s revenue.

Our results show that the allocation mechanisms work in our environment
much better in terms of all four experimental parameters when bidders can
communicate: not only the final profits of bidders, but also the auctioneer’s
revenues are increased when collusion occurs during the auction. Our analysis
of chat reveals that the main reason seems to be that the bidders are able to
reach agreements that are profitable for all. We note an important caveat of
our results: they probably stem from the specific rules and parametric setting
of our artificial market. The complexity of a multidimensional space given by
such a number of goods for sale provides enough space for all bidders to make
substantial profits. Moreover, our experiment shows suggestive evidence that
the combinatorial SMRPB auction format may break collusion among cartel
members, but for the price of the winner’s curse. This result is in line with, but
does not strengthen, the statement of Kwasnica & Sherstyuk (2013) that the
multi-unit nature of sale may facilitate collusion through splitting the objects
(Kwasnica & Sherstyuk 2013, p. 475).

We contribute to the literature by experimentally evaluating the claims of
Groenewegen (1994) and Goeree & Offerman (2003) that collusion via commu-
nication may actually yield allocative efficiency when the value of the auction
good is composed of private and common components. This question carries
tremendous practical relevance, both in developing countries where the insti-
tutional framework may not be fully developed, and the auction participants
may already collude on a long-term basis, as well as in developed countries,
since in the current ever-connected world the auctioneer cannot be sure that
communication among the bidding participants is prevented. In contrast to
Noussair & Seres (2020), who work with the second-price sealed-bid auctions,
we do so for the more complicated spectral auctions.

Furthermore, we contribute to the literature on the effectiveness of the
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package-bidding format, as the current literature is not conclusive in whether
it actually improves auction outcomes: while Brunner et al. (2010) argues that
package bidding improves the efficiency, Goeree & Holt (2010) question the
combinatorial formats because they are not computationally manageable for
their participants, and Bichler et al. (2014) suggest that with the number of
goods in stock exceeding 30, the number of possible bidding combinations is
immense and makes the bidder optimization problem unacceptably difficult.
Our results do not show that the package-bidding format provides significantly
different efficiency from the standard SMR format, which is in contradiction to
Brunner et al. (2010). We argue that in such complex situations, the strength of
the simplicity of bidding in the SMR auction format wins: the clear and simple
design of the SMR makes the decision problem of players easier and manageable
in comparison to its combinatorial SMRPB counterpart. The inappropriate
bidding strategies in complex combinatorial mechanisms probably do not allow
for complete utilization of the allocation potential of the auction formats and
therefore cause inefficiency.

Regardless of the auction format, we consider the major flaw of the 2013
Czech Spectrum Auction design to be the absence of any revenue maximizing
mechanism. If such a mechanism had been employed, there would not have been
such a large portion of supplied goods left unsold and therefore efficiency would
have been extensively improved. We suggest the use of any such mechanism
in multi unit auctions, especially those with large volumes of goods for sale, to
ensure that the whole lot of auctioned goods is sold. Having this feature in our
experimental design thus limits the generalizability of our results.

Our study implies the following policy recommendations: When there is a
suspicion of potential collusion during the preparation of an auction, policy-
makers may prefer non-combinatorial auction designs, as they may produce
higher efficiency and revenues. Even though combinatorial bidding was intro-
duced to simplify the decision making problem of bidding for bidders who are
exposed to combinatorial risk, our results suggest that this might actually fur-
ther complicate their decisions. This holds especially true for auctions with a
high volume of heterogeneous goods for sale, and is supported not only by our
research, but also by Bichler et al. (2013). Furthermore, Bichler et al. (2014)
state that the efficiency of simple auction formats increases with high volumes
of goods in stock. This result was not confirmed for non-communication treat-
ments in our research, but holds true for the case where communication was
present.
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For further investigation we recommend different set-ups or even different
designs for the allocation of multiple heterogeneous goods, where the volume of
auctioned goods reaches a certain threshold, and thus the number of possible
combinations becomes too complicated for participants to analyze. One way
to overcome this problem may be to create pre-defined bundles of goods and to
auction them as single units of goods in SMR auctions (a ”controlled” SMRPB
auction). Another possibility is to auction the goods using a standard com-
binatorial auction, but to split their volume into several smaller bundles and
to auction them sequentially. Both proposed solutions, as well as the estima-
tion of the threshold level of the volume of goods that determines the auction
sufficiently ”simple” to analyze are indeed matters for future research.

Last but not least, we suggest that auctioneers in high-stakes public auctions
use an experimental evaluation of the auction design before it is implemented,
as in Abbink et al. (2005) and Bichler et al. (2013), so that potential flaws are
revealed and the real auction is carried out correctly. Such an evaluation would
also help the auctioneer find the revenue-maximizing (or efficiency-maximizing)
design alternative, depending on their preferences.



Chapter 3

Individual Discount Rates:
A Meta-Analysis of Experimental
Evidence

Abstract A key parameter estimated by lab and field experiments in eco-
nomics is the individual discount rate—and the results vary widely. We exam-
ine the extent to which this variance can be attributed to observable differences
in methods, subject pools, and potential publication bias. To address the model
uncertainty inherent to such an exercise we employ Bayesian and frequentist
model averaging. We obtain evidence consistent with publication bias against
unintuitive results. The corrected mean annual discount rate is 0.33. Our find-
ings also suggest that discount rates are independent across domains: people
tend to be less patient when health is at stake compared to money. Negative
framing is associated with more patience. Finally, the results of lab and field
experiments differ systematically, and it also matters whether the experiment
relies on students or uses broader samples of the population.

This paper was published in Experimental Economics [2022, 25, pp. 318-358, DOI:
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with data and code is available at meta-analysis.cz/discrate. I acknowledge support
from the Czech Science Foundation (grant #21-09231S) and Charles University (project
Primus/17/HUM/16).
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3.1 Introduction
Intertemporal trade-offs are key to a host of decision problems at both the
private and public levels. For some of these decisions, it is appropriate to em-
ploy the market discount rate, which is detectable from financial time series.
For others, however, we must try to recover the underlying discount rates of
individuals—rates that also reflect the underlying transaction costs of borrow-
ing money that households face (Kovacs & Larson 2008). Policies addressing
climate change, particularly those underpinned by the literature on the social
cost of carbon, constitute a typical example of choices for which individual
discounting of future costs and benefits plays a crucial role (Tol 1999; Goulder
& Stavins 2002; Fujii & Karp 2008; Anthoff et al. 2009).

Individual discount rates can be either observed from existing data (such
as in Lawrance 1991; Dreyfus & Viscusi 1995; Warner & Pleeter 2001) or mea-
sured experimentally (Benzion et al. 1989; Chapman & Elstein 1995; Coller
& Williams 1999; Harrison et al. 2010, among others). We focus on the lat-
ter: experiments. Controlled experiments provide a natural framework for
exploring time discounting in both laboratory and field conditions by enabling
researchers to vary the parameters in order to infer the subject’s preferences.
However, despite decades of work and dozens of experiments devoted to elic-
iting time preferences, no consensus on how to best measure discounting has
emerged (Andreoni et al. 2015). It is safe to say that the discount rate differs
across individuals and its estimates vary a great deal throughout the litera-
ture, sometimes by orders of magnitude (Coller & Williams 1999; Frederick
et al. 2002).

In this paper we take stock of the evidence and aim to trace the differences
in the reported discount rates to the design of experiments while accounting
for model uncertainty. We also control for the effects of potential selective re-
porting, a phenomenon found to be widespread in economics and other fields
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Focusing on aspects re-
lated to study design, methodology, and subject pool characteristics, we collect
a set of 22 explanatory variables and employ Bayesian model averaging (BMA;
Raftery et al. 1997) and frequentist model averaging (FMA; Hansen 2007) to
examine which ones matter the most for the differences among the reported
estimates. Model averaging techniques estimate many regressions with various
combinations of the 22 variables and then weight the models according to data
fit, parsimony, and collinearity.



3. Individual Discount Rates: A Meta-Analysis of Experimental Evidence 42

The closest work to our own is the meticulous meta-analysis by Imai et al.
(2021a), who employ a similar methodology but focus on the present-bias pa-
rameter estimated using the convex time budget protocol. They find that the
literature implies the present-bias parameter to lie between 0.95 and 0.97 on av-
erage and describe the sources of heterogeneity: for example, experiments that
use monetary rewards tend to find little evidence of present bias. Other related
recent studies include Brown et al. (2021), who meta-analyze the estimates of
loss aversion, Imai et al. (2021b), who estimate the degree of publication bias
in laboratory experiments in economics, and a series of important works eval-
uating the replicability of experiments in economics and other social sciences
(Camerer et al. 2016; 2018; Altmejd et al. 2019).

Our results are consistent with the notion that selective reporting (which
causes publication bias) represents an important factor in the literature. When
selective reporting is present, insignificant and negative estimates are discrimi-
nated against. A zero or negative discount rate, of course, makes little sense in
most contexts. Nevertheless, given sufficient noise in the experimental setup, we
should sometimes observe insignificant estimates and sometimes very large pos-
itive estimates. If non-positive estimates (which are unintuitive) are discarded
but large positive estimates (for which it is difficult to determine whether they
are intuitive or not) are kept, harmful publication bias arises. This outcome is
paradoxical because selective reporting can be beneficial at the micro level: for
an individual study, it is most likely a wise choice not to build the story around
negative or insignificant estimates of the discount rate. However, at the macro
level, the discarding rule is asymmetrical since large estimates are typically not
omitted. Our findings indicate that such publication bias is associated with
exaggerating the mean reported annual discount rate from 0.33 to 0.80.

Aside from publication bias, which manifests as a correlation of the dis-
count rate estimates with their standard errors, the differences in results seem
to be caused primarily by the experimental design of discounting tasks. We
find evidence in line with domain independence (defined as the low correlation
between discount rates for different domains) in intertemporal choice (Loewen-
stein et al. 2003; Ubfal 2016): it matters what the experimental subjects should
be patient or impatient about. Subjects are more patient with regard to money
than health or more exotic contexts (such as vacations, certificates, and kisses
from movie stars). The results support the hypothesis that liquidity constraints
play a key role in intertemporal choice experiments (Dean & Sautmann 2021),
since health and kisses from movie stars are more difficult than money to trans-
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fer over time (Bleichrodt et al. 2016). We also find that negative framing is
associated with more patience, which corroborates the notion that anticipation
of dread is important in intertemporal decisions (Harris 2012).

Our results offer three broad implications for economics experiments in gen-
eral. First, it matters whether the experiment is conducted in the lab or in the
field. Lab experiments yield systematically larger discount rates, indicating
greater impatience. Second, the composition of the sample of experimental
subjects (the subject pool) has a systematic impact on the results. Experi-
ments working exclusively with students show less evidence for patience than
experiments using mixed population samples. Taken together, these two re-
sults might question the external validity of some experiments. Third, we show
that it does not matter systematically for the reported discount rates whether
experiments use real or hypothetical rewards.

Three caveats of our results are in order. First, we are unlikely to cover
all experiments ever conducted on the discount rate. Nevertheless, a meta-
analysis does not have to collect the entire universe of available studies; it is
important only to avoid selecting studies based on their results. Second, fewer
than two-thirds of the collected estimates are reported together with a measure
of uncertainty from which we can directly compute standard errors. We address
this problem partially by resampling standard errors at the study level for
observations with missing data. (Limiting our attention to the studies that
explicitly report precision would not change our main results.) Third, although
we control for the differences in many features of study design, experiments
involve unique methodological as well as procedural details that are difficult to
codify but that can cause differences in the results of individual studies. Some
of these unobserved features might be correlated not only with the reported
discount rate but also with the reported standard error, which might make our
results concerning publication bias spurious. We partially address this problem
by using study fixed effects, caliper tests, p-uniform*, and by employing the
number of observations in primary studies as an instrument for the standard
error.

The remainder of the paper is structured as follows. Section 3.2 reviews
the basic concepts of discounted utility models and discusses the methods of
discount rate elicitation. Section 3.3 describes our approach to data collec-
tion and presents an overview of our dataset. Section 3.4 examines the extent
of publication bias using meta-regression and other meta-analysis techniques.
Section 3.5 investigates the sources of heterogeneity in the estimated discount
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rates using Bayesian model averaging. Section 3.6 concludes the paper. Sup-
plementary data, codes, statistics, and diagnostics for the BMA and robustness
checks to all analyses presented in the main body are available in Section B.1,
Section B.2, and online at meta-analysis.cz/discrate.

3.2 Estimating the Discount Rate
In this section we do not attempt to provide a comprehensive review of the
methodology used to measure discounting but briefly describe the basic con-
cepts that are necessary for the understanding of our meta-analysis. For a more
detailed treatment, we refer the reader to the authoritative works by Frederick
et al. (2002), Andersen et al. (2014), Cheung (2016), and Cohen et al. (2020).

The theory of intertemporal choice and discounting dates back to Irv-
ing Fisher’s Theory of Interest (Fisher 1930) and Paul Samuelson’s Note on
Measurement of Utility, in which he postulated the discounted utility model
(Samuelson 1937). His model was widely accepted together with its central
idea of concentrating various decisions about intertemporal choice into a single
parameter—the discount rate. Several modifications to the original discount
function have been introduced to capture various features, such as hyperbolic
(Ainslie 1975; Mazur 1984) or quasi-hyperbolic (Phelps & Pollak 1968; Laibson
1997) discounting functions.

The discounted utility model captures the time preferences of an individual—
more specifically, an individual’s preference for immediate utility over delayed
utility, represented by her intertemporal utility function U t(ct, ..., cT ), which
can be described by the functional form presented in Equation 3.1:

U t(ct, ..., cT ) =
T −t∑︂
k=0

D(k) · u(ct+k) , (3.1)

where D(k) is the discount function and u(ct+k) is an instantaneous utility
function that can be interpreted as an individual’s well-being in period t + k.
The discount function D(k) represents the relative weight that the individual
places in period t on her well-being in period t + k and encompasses parameter
δ, which represents the individual’s discount rate. This discount function can
have different functional forms.

http://meta-analysis.cz/discrate
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The standard exponential model, a well-known functional form used in the
majority of practical applications, follows:

DE(k) = 1
(1 + δ)k

, k ≥ 0 (3.2)

where the discount rate d is dE(k) = δ. The key feature of this model is that the
discount rate dE(k) is constant over time, i.e., the rate at which an individual
discounts future well-being between today and tomorrow is identical to the
rate at which she discounts well-being between one month from today and one
month from tomorrow. In contrast, a widely documented situation in which
an individual has a declining rate of time preference is described as hyperbolic
discounting, which generally means that the implicit discount rate over longer
time horizons is lower than the implicit discount rate over shorter time horizons.
A typical case from the family of hyperbolic discounting functions proposed by
Mazur (1984) is described in Equation 3.3:

DH(k) = 1
1 + δk

, (3.3)

where the hyperbolic discount rate dH(k) = (1 + δk) 1
k − 1 (Andersen et al.

2014).1 Phelps & Pollak (1968) further introduced a quasi-hyperbolic specifi-
cation of the discount function for use in a social planner problem:

DQH(k) =

⎧⎪⎨⎪⎩1, if k = 0
β

(1+δ)k , if k > 0
(3.4)

where β ≤ 1 and the quasi-hyperbolic discount rate dQH(k) =
(︂

β
(1+δ)k

)︂− 1
k − 1.2

A characteristic feature of the quasi-hyperbolic specification is the discontinuity
at time t = 0. This specification was applied by Laibson (1997) to model
individual agent behavior.

Several experimental methods are available to elicit time preferences in
both laboratory and field settings, such as lotteries, choice lists, and bidding;
however, there is no consensus on how to best measure discounting (Andreoni
et al. 2015). The basic method for eliciting individual discount rates is concep-
tually simple—asking subjects questions about whether they prefer an amount

1In a hyperbolic specification, the discount rate is the value of dH(k) that solves DH(k) =
1/(1 + dH)k, i.e., the equation 1/(1 + δk) = 1/(1 + dH)k.

2Again, in the quasi-hyperbolic specification, the discount rate is the value of dQH(k)
that solves DQH(k) = 1/(1 + dQH)k, i.e., the equation β/(1 + δ)k = 1/(1 + dQH)k.
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of money today (option A) or the same amount + $X tomorrow (option B). By
changing X, a researcher can infer bounds for the subject’s individual discount
rate.3 Experiments therefore involve a series of questions aligned in lists, such
as in the classical choice list design of Coller & Williams (1999) or Harrison
et al. (2002). Modifications to this basic method are further used to elicit pref-
erences more precisely, such as variations in the delay between options A and
B, the domain in which preferences are revealed (money, health, etc.), and the
magnitude or the nature of the reward (hypothetical or real).

Several types of elicitation methods are routinely used in the experimental
literature (Frederick et al. 2002): i) choice, ii) matching, iii) rating, and iv)
pricing. The most common type of elicitation is the choice method, where
subjects are presented alternative options and are asked to simply choose be-
tween them. This method provides discount rate intervals pre-generated by
the experimenter rather than precise estimates of the discount rate for specific
individuals. The matching method, in contrast, provides an exact inference
of the individual’s discount rate since she reveals her true indifference point
by filling the blank field to equate two intertemporal options. In rating tasks,
subjects evaluate individual options by rating their attractiveness on a prede-
fined scale, while in pricing tasks, subjects specify their willingness to pay for
individual options in which they either obtain or avoid a particular outcome.
In contrast to choice and matching tasks, rating and pricing tasks allow the
researcher to manipulate the time variable between subjects since immediate
and delayed options are evaluated separately.

Each method described briefly above has its strengths and limitations.
When subjects are asked to evaluate multiple options at once in a standard
choice list, the earlier choices inevitably influence the choices made later. This
procedural limitation—the anchoring effect—can be partially addressed by em-
ploying titration procedures and exposing subjects to a sequence of different
opposing anchors (Frederick et al. 2002). The timing of an outcome was found
to have a much lower effect when evaluating a single option compared to a
situation when two options occurring in different times are evaluated against
each other at once (Loewenstein 1987). The timing of two evaluating options
is further argued to cause the more general problem of an additional risk or
transaction costs imposed on the future option. The recent literature, repre-

3The point of the first switch to option B gives a measure of the upper bound of her
discount rate. We assume linear utility here for simplicity and discuss relaxing of this as-
sumption later.
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sented by Harrison et al. (2005), Andersen et al. (2014), and others, deal with
this risk by employing a front-end delay, thereby shifting the immediate option
to the nearer future and imposing transaction costs on the instant payoff.

Harrison et al. (2005) argue that standard choice tasks often executed
through multiple price lists (MPL) have three possible disadvantages: i) they
elicit only interval responses; ii) they allow subjects to switch back and forth
while moving down the list; and iii) they can be subject to framing effects. Har-
rison et al. (2005) therefore introduces an iterative Multiple Price List (iMPL)
that allows the subjects to iteratively specify their choices through refined op-
tions within an interval chosen in the last option.

The inference of discount rates from the experimental task depends on the
utility function presented in the discounted utility model (Equation 3.1). This
function, however, is unobserved and therefore usually assumed to be linear,
generating biased estimates for individuals with non-linear utility functions
(Cheung 2016). Recent papers by Andersen et al. (2008; 2014) use the joint
elicitation strategy to measure time preferences by controlling for non-linear
utility. Using the equivalence of utility for risk and time, these authors use a
series of binary choices to infer the discount function conditional on the utility
function elicited through Holt & Laury (2002)’s risk preference task. Fur-
ther modifications of the design to measure time preferences by controlling for
non-linear utility include, among others, the work of Laury et al. (2012), who
interact risk with time using a lottery to be paid out with probability pt in
time t and with probability pt+k in time t + k, where pt ≤ pt+k and pt+k vary
through the choice list. Further experiments measuring time preferences while
controlling for non-linear utility are conducted by Takeuchi (2011), who em-
ploys separate choices under risk and over time using matched pairs of payoffs;
Andreoni & Sprenger (2012b), Andreoni & Sprenger (2012a), and Andreoni
et al. (2015), who examine risk and time preferences through individual elicita-
tion methods—convex time budgets and double multiple price list tasks—and
Attema et al. (2016), who introduce a direct method to measure discounting
that is not dependent on the knowledge or measurement of utility.

An alternative method for inferring discount rates was devised by Chabris
et al. (2008b), who not only derive intertemporal preferences from standard
choice tasks but also adopt an approach of using response times from these
choices, i.e., how long it actually takes the subjects to choose between option A
and option B. The authors assume that “subjects should take longest to decide
when the two options are most similar in their discounted values” and therefore
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argue that the inference from response times should, in principle, work (Chabris
et al. 2008a, p. 7). The results of Chabris et al. (2008a) suggest that choice-
based and response-time-based estimates are nearly identical in their setting.

3.3 The Dataset
The first step of a meta-analysis is the collection of primary studies. To this end,
we search Google Scholar for the literature on discounting and then examine the
references of the retrieved studies to search for other usable studies (this method
is called “snowballing” in the meta-analysis context). We use Google Scholar
because it provides powerful fulltext search. Specifically, we employ the follow-
ing query: discount method experiment “discount rate” OR “discount
factor.” The query is designed to yield the well-known experimental studies
on discounting among the first hits, while being sufficiently inclusive. We go
through the first 300 studies returned by the search and examine the abstract of
each paper. If the abstract suggests at least a remote possibility that the paper
contains estimates of the discount rate, we download the paper and inspect it;
this way we inspect 178 studies. Next, we collect the references of these studies
and download the 30 papers that are most often quoted in the literature but
are not returned by our baseline Google Scholar search.

We apply three inclusion criteria. Each study included in our dataset must
be an experiment, either lab or field, and must report an estimate of the dis-
count rate (or the discount factor in a way that allows re-computation to the
discount rate). Next, we exclude estimates of the discount rate derived from
very short delays (several hours)—these are extreme cases for which it is of-
ten difficult to find use in practice. Finally, we include only studies published
in peer-reviewed journals. The major reason for the last inclusion criterion
is feasibility, but we also hope that peer review sets a bar for quality. More-
over, journal articles generally contain fewer typos and other mistakes in the
presentation of results compared to unpublished manuscripts

We terminate the search for studies on January 15, 2020. Our final dataset
covers 56 studies comprising 927 estimates of the discount rate. Of these, 715
were reported explicitly as discount rates, and the remaining 212 estimates
were reported as discount factors that we recomputed to rates according to
the corresponding discounting formulas. All discount rates are annualized.



3. Individual Discount Rates: A Meta-Analysis of Experimental Evidence 49

Table 3.1: Studies used in the meta-analysis

Abdellaoui et al. (2010) Castillo et al. (2011) Ifcher & Zarghamee (2011)
Andersen et al. (2006) Chabris et al. (2008a) Kirby & Marakovic (1995)
Andersen et al. (2008) Chabris et al. (2009) Kirby & Marakovic (1996)
Andersen et al. (2010) Chapman & Elstein (1995) Kirby et al. (1999)
Andersen et al. (2013) Chapman & Winquist (1998) Loewenstein (1987)
Andersen et al. (2014) Chapman (1996) McClure et al. (2007)
Andreoni & Sprenger (2012b) Chapman et al. (1999) Meier & Sprenger (2010)
Andreoni et al. (2015) Chesson & Viscusi (2000) Meier & Sprenger (2013)
Attema et al. (2016) Coller & Williams (1999) Meier & Sprenger (2015)
Bauer & Chytilová (2010) Deck & Jahedi (2015a) Newell & Siikamäki (2015)
Bauer & Chytilová (2013) Deck & Jahedi (2015b) Olivola & Wang (2016)
Bauer et al. (2012) Dolan & Gudex (1995) Read & Read (2004)
Benzion et al. (1989) Duquette et al. (2012) Sutter et al. (2013)
Booij & van Praag (2009) Field et al. (2013) Tanaka et al. (2010)
Brown et al. (2009) Finke & Huston (2013) Thaler (1981)
Burks et al. (2012) Hardisty et al. (2013) Voors et al. (2012)
Cairns & der Pol (1997) Harrison et al. (2002) Warner & Pleeter (2001)
Carlsson et al. (2012) Harrison et al. (2010) Zauberman et al. (2009)
Cassar et al. (2017) Hausman (1979)

The oldest study in our sample was published in 1979,4 and our meta-analysis
thus spans four decades of research in the area. An overview of primary studies
included in the meta-analysis is presented in Table 3.1; the full dataset (together
with estimation codes for R and Stata) is available in an online appendix at
meta-analysis.cz/discrate. We follow the reporting guidelines for meta-
analysis compiled by Havranek et al. (2020).

Apart from the key variables for our analysis—the estimated discount rate
and its standard error—we codify additional explanatory variables to control
for the sources of variation in our data sample. We control for the length of
the time horizon presented to the subjects, i.e., the delay of the experimental
task. Moreover, we include a dummy variable describing whether the reported
estimate relates to hyperbolic or exponential discounting. We further control
for whether the study employs front-end delay; if it is performed in the lab or
in the field; if payoffs used in the study are hypothetical or real, i.e., paid out
at the end of the experiment; what the stakes of the experiment are in terms of
the maximum payoff related to median personal expenditure; which elicitation
method (choice, matching, and rating) and domain (money, health, and others)
is used to identify the estimate; and whether the framing of the task is positive
(gaining), negative (losing) or neutral. We also control for the characteristics of
the subject pool: whether it contains students or a more general sample of the
population; the gender of the subjects it includes (exclusively males, females, or

4The oldest paper we use is Hausman (1979), which is not an experiment in the strict
sense but is still based on real choices. The paper estimates discount rates from trade-offs
between upfront capital costs and future savings of operating costs, looking at purchasing
decisions of air conditioners.

http://meta-analysis.cz/discrate
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Figure 3.1: Histogram of discount rate estimates

Notes: The figure depicts a histogram of annualized discount
rate estimates reported by individual studies. Extreme values
are omitted from the graph but included in all regressions. The
solid line denotes the sample mean; the dashed line denotes the
sample median.

both); and the continent from which the subject pool was drawn. Additionally,
we control for study age and the number of Google Scholar citations weighted
by the number of years since the first version of the study appeared in Google
Scholar. We describe these variables in more detail in Section 3.5, which also
includes the corresponding Bayesian model averaging analysis.

The estimated discount rates in our dataset have a mean of 0.80 and a stan-
dard deviation of 0.97. A histogram of the estimates is presented in Figure 3.1:
the distribution is apparently skewed, with a median value of 0.37. Negative
values of the discount rate estimates are rare, though present, and often the
matter of negative framing (for example, choosing to pay a fine or experience
an illness now rather than later). The distribution thus offers several outliers
on both sides. We address the potential influence of these outliers on our anal-
ysis by winsorizing at the 5% level (the main results are robust to changes in
the winsorization level; without winsorizing, the minimum reported discount
rate is −0.4, the maximum is 13.7).

To be able to employ modern meta-analysis methods, we need measures
of precision for individual estimates. Nevertheless, the standard errors of the
discount rate estimates are reported only for 539 of the 927 estimates in our
dataset. Researchers in the field sometimes mention that the discount rates
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Figure 3.2: Within- and between-study variation of discount rate estimates

Notes: The figure shows a box plot of annualized discount rate estimates reported in indi-
vidual studies. Extreme values are omitted from the graph but included in all regressions.
N = the number of estimates reported in the study.
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they report are large and robust to various changes in the specifications, which
constitutes the implicit apology for not reporting precision. As a robustness
check (available in the working paper version of this article), we exclude these
studies from the dataset and focus only on those for which standard errors
can be obtained directly. However, doing so reduces the power of our estima-
tions and does not affect our main results. Therefore, in the baseline case, we
also use studies that do not report precision explicitly. To approximate preci-
sion at least at the study level, we apply the bootstrap resampling technique.
We then combine the explicitly reported standard errors with the standard
errors obtained by bootstrapping at the study level.5 The substantial within-
and between-study heterogeneity of discount rate estimates, the rationale for a
meta-regression analysis, is apparent from Figure 3.2.

3.4 Publication Bias
The selective reporting of some estimates (typically those that are intuitive and
statistically significant) has been identified as a serious threat to the credibility
of empirical economics (Ioannidis et al. 2017).6 When estimation noise is large,
and therefore standard errors are large, researchers have incentives to preferen-
tially report large point estimates that become statistically significant. Nansen
McCloskey & Ziliak (2019) liken selective reporting to the Lombard effect, in
which speakers increase their vocal effort in the presence of noise. Selective
reporting (which is conventionally called publication bias but is not confined
to published papers) thus manifests as a correlation between point estimates
and their standard errors.

The general prior among economists and psychologists is that the discount
rate is positive. People are impatient; they value the present more than the

5Specifically, our approach follows the meta-analysis of Havranek et al. (2015b) on the
social cost of carbon. In the social cost of carbon literature standard errors are also sometimes
not reported but individual studies report many different estimates, which allows the reader
to gauge the uncertainty that surrounds individual estimates within studies. For each study
we use 1,000 iterations for bootstrapping so that the mean of bootstrapped values equals the
mean of the estimates reported in the study. From the bootstraps we then approximate the
standard error at the study level and use it for all estimates within the given study. When
the standard error is explicitly reported for an estimate, we use the reported standard error.

6Other recent papers documenting publication bias in various fields in economics include
Blanco-Perez & Brodeur (2020); Brodeur et al. (2016; 2020a); Campos et al. (2019); Doucou-
liagos & Paldam (2011); Duan et al. (2020); Geyer-Klingeberg et al. (2019); Havranek (2010);
Havranek & Irsova (2010); Havranek & Kokes (2015); Irsova & Havranek (2010); Nelson &
Moran (2020); Tokunaga & Iwasaki (2017); Ugur et al. (2018; 2020); Valíčkova et al. (2015);
Xue et al. (2020); Zigraiova & Havránek (2016).
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future. In contrast, a negative estimate of the discount rate means that an
individual is willing to accept an offer in the future with a lower value than
what is available now, indicating an extraordinary preference for such a state
of the world. Negative (and positive but insignificant) estimates are rare in
our sample but do occur, which suggests that any potential publication bias
in the literature is occasional and not universal. We do not claim that the
average discount rate should be zero or even negative. However, the crux
of the publication bias problem is the following: with sufficient imprecision
and liberal elicitation techniques, we always obtain insignificant or negative
estimates from time to time. For the same reason we also obtain large positive
estimates. If negative and zero findings are often discarded (they are obviously
implausible), while large positive estimates are often retained (it is less obvious
whether they are far from the true value), the literature as a whole presents
distorted results. The typical reported estimate is biased upwards.

The idea of publication bias is illustrated by Figure 3.3, the so-called fun-
nel plot (Egger et al. 1997). The horizontal axis depicts the magnitude of
the estimate, while the vertical axis depicts the estimate’s precision. With no
publication bias, the most precise estimates should be close to the underly-
ing average effect. With decreasing precision, we obtain increasing dispersion,
which creates the shape of an inverted funnel. However, in the absence of
publication bias, there is no reason for asymmetry in the funnel. If, in con-
trast, imprecise negative estimates are discarded but imprecise large positive
estimates are reported, we obtain asymmetry—which is precisely what we see
from the figure. The funnel plot can thus serve as a visual check of publication
bias (Stanley & Doucouliagos 2010; Rusnak et al. 2013).

Next, we examine the correlation between the discount rate estimates and
their standard errors quantitatively to test for the presence of publication bias
(the so-called funnel asymmetry test, Egger et al. 1997):

δ̂ij = δ1 + γ1 · SE(δ̂ij) + uij. (3.5)

Here, the δ̂ij is the i-th estimate of the discount rate from the j-th study,
SE(δ̂ij) is the corresponding standard error, γ1 measures publication bias, and
δ1 is the mean discount rate corrected for the bias; uij is a disturbance term.
The first part of Table 3.2 shows the results of the funnel asymmetry test;
we always cluster standard errors at the study level. The first column in the
table shows a simple OLS regression; the second column presents a weighted
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Figure 3.3: Funnel plot suggests publication bias

Notes: The figure depicts the funnel plot of annualized discount
rate estimates. Extreme values are omitted from the graph but
included in all regressions.

least squares specification (with precision as the weight) which addresses the
apparent heteroskedasticity of Equation 3.5.

The results presented in Panel A of Table 3.2 are consistent with the finding
of publication bias: the correlation between estimates and standard errors is
statistically significant at least at the 10% level in both specifications and the
corrected mean is smaller than the simple uncorrected mean (0.26–0.52 vs.
0.80). But, as Stanley & Doucouliagos (2014) show, while the linear funnel
asymmetry test is a valid tool for testing the presence of publication bias,
it is not a good estimator of the underlying corrected mean. The reason is
that selective reporting is a more complex function of the standard error, and
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Table 3.2: Funnel asymmetry tests indicate publication bias

PANEL A: Linear models

OLS Precision

Standard error 0.535∗∗∗ 1.031∗∗

(publication bias) (0.0299) (0.449)
Constant 0.518∗∗∗ 0.259∗∗∗

(effect beyond bias) (0.114) (0.0373)

Observations 927 927

PANEL B: Non-linear models

WAAP Stem-based method Selection model Endogenous kink
of Ioannidis et al. of Furukawa of Andrews & Kasy of Bom & Rachinger

(2017) (2021) (2019) (2019)

Effect beyond 0.331∗∗∗ 0.282∗∗∗ 0.252∗∗∗ 0.145∗∗∗

bias (0.0131) (0.00915) (0.0140) (0.00321)

Observations 927 927 927 927

Notes: The table reports the results of regression δij = δ1 + γ1 · SE(δij) + uij , where δij denotes the i-th
annualized discount rate estimated in the j-th study, and SE(δij) denotes its standard error. Panel A shows
estimation by OLS and weighted least squares where estimates are weighted by precision, the inverse of their
standard error. Panel B shows the recently developed non-linear estimation techniques; WAAP stands for
the Weighted Average of the Adequately Powered estimates. Standard errors, clustered at the study level,
are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Monte Carlo simulations have shown that a linear approximation does not
suffice (Stanley 2008). For this reason, in Panel B of Table 3.2 we employ more
advanced non-linear techniques.

The first non-linear technique presented in Table 3.2 is the Weighted Aver-
age of Adequately Powered estimates (WAAP) due to Ioannidis et al. (2017).
The technique computes the statistical power of each estimate and uses only
those whose power exceeds 80%. From these “adequately powered” estimates
Ioannidis et al. (2017) compute a weighted average with weights proportional
to the precision of the estimate. From this technique we obtain a mean dis-
count rate of 0.33, which lies between the two estimates we obtained in Panel
A (but as we have noted, estimates of the underlying effect derived from linear
models in Panel A are not reliable). The second non-linear approach we use is
the stem-based technique by Furukawa (2021). The “stem” in the title of the
methods refers to the stem of the funnel plot; the technique focuses on the most
precise estimates. It follows Stanley et al. (2010), who suggest that “discarding
90% of the [most imprecise] published findings greatly reduces publication se-
lection bias and is often more efficient than conventional summary statistics.”
(Stanley et al. 2010, p. 70). Instead of discarding an arbitrary portion of esti-
mates, which is generally suboptimal, Furukawa (2021) optimizes the trade-off
between efficiency (which decreases when estimates are discarded) and bias
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(which increases when less precise estimates are included). The cut-off per-
centage is thus determined endogenously in the model, and in our case it yields
an estimate of 0.28 for the mean discount rate.

The third non-linear technique is the selection model developed by Andrews
& Kasy (2019). The selection model assumes that the probability of publication
changes abruptly after reaching pre-defined thresholds for the t-statistic (in our
case: 0, 1.65, 1.96, 2.33). The technique then computes how much estimates
from each bracket are over- or under-represented in the literature, and re-
weights them accordingly. The selection model gives us an estimate of 0.25 for
the mean discount rate. Finally, the fourth non-linear specification we employ
is the Endogenous Kink technique introduced recently by Bom & Rachinger
(2019). The logic of the estimator is similar to both the linear funnel asymmetry
test and the stem-based technique by Furukawa (2021): it also assumes that
highly precise estimates are unbiased, but fits the publication bias function
using two linear segments. The first segment is horizontal (no bias, therefore no
relation between estimates and standard errors for the most precise estimates)
and the second segment has a slope equal to the correlation between estimates
and standard error for less precise estimates. Bom & Rachinger (2019) show
how the “kink” (that is, the point where both segments join) can be identified.
The technique yields an estimate of 0.15 for the mean discount rate.

In sum, Table 3.2 gives us significant estimates for publication bias (Panel
A) and estimates of the corrected mean discount rate in the range 0.15–0.33
(Panel B). We prefer to focus on the most conservative estimate from Panel
B, 0.33. These results indicate that publication bias exaggerates the mean
reported discount rate more than twofold, from 0.33 to 0.80 (the simple un-
corrected mean). But again we have to note that our results hinge on the
assumption that in the absence of publication bias there is no correlation be-
tween estimates and standard errors; even the selection model by Andrews &
Kasy (2019) uses this assumption for identification. There are two reasons why
the assumption might not hold in the case of the discounting literature, and
we thank two anonymous referees of this Journal for articulating the reasons.
First, researchers are likely to design the experiment in a way that is tuned to
detect discount rates near zero and does not uniformly cover the entire interval
of possible rates. Consequently, smaller discount rates are likely to be mea-
sured with greater precision, and thus the correlation between estimates and
standard errors can arise even in the absence of publication bias. Second, neg-
ative estimates of the discount rate can be missing from the literature simply
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Table 3.3: Caliper tests for different ranges of discount
rate estimates

Caliper test for δ ∈ ⟨−0.5, 0.5⟩ OLS Precision

Standard error 0.0919∗∗ 0.473∗∗

(publication bias) (0.0367) (0.190)
Constant 0.214∗∗∗ 0.184∗∗∗

(0.0139) (0.0188)

Observations 538 538

Caliper test for δ ∈ ⟨−1, 1⟩ OLS Precision

Standard error 0.205∗∗∗ 0.949∗∗

(publication bias) (0.0398) (0.409)
Constant 0.325∗∗∗ 0.232∗∗∗

(0.0444) (0.0313)

Observations 717 717

Caliper test for δ ∈ ⟨0.25, 0.75⟩ OLS Precision

Standard error 0.0835∗∗ 0.536∗

(publication bias) (0.0395) (0.288)
Constant 0.429∗∗∗ 0.371∗∗∗

(0.0351) (0.0428)

Observations 313 313

Caliper test for δ ∈ ⟨0.5, 1.5⟩ OLS Precision

Standard error 0.125∗∗∗ 0.199∗∗

(publication bias) (0.0126) (0.0786)
Constant 0.801∗∗∗ 0.764∗∗∗

(0.0295) (0.0341)

Observations 244 244

Notes: The table reports the results of regression δij = δ1 + γ1 · SE(δij) +
uij , where δij denotes the i-th annualized discount rate estimated in the
j-th study, and SE(δij) denotes its standard error. The regressions only
include estimates within the bounds indicated by the caliper. The table
shows estimation by OLS and precision weighting. Standard errors, clustered
at the study level, are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

because elicitation techniques used by the researchers do not allow for negative
values: for instance, if experimental subjects are always offered a larger sum of
money in the future compared with the immediate option.7

While we see no bulletproof way how to measure the quantitative impor-
tance of these two caveats for our results, a useful exercise is to conduct a

7If the correlation between estimates and standard errors is driven by this second caveat,
certainly it cannot be called publication bias. (The issue is also discussed by Nobel et al.
2020, p. 11.) But it can still represent another type of research bias that should be corrected
in meta-analysis: suppose an extreme case in which the true discount rate is negative. If
an experiment does not consider the possibility of negative discounting, it will inevitably
produce estimates biased upwards. A similar bias will arise on average in a more plausible
setting in which the true discount rate is positive but small, because most elicitation designs
will allow large positive outliers, but not negative ones.
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caliper test inspired by Gerber & Malhotra (2008) and Brodeur et al. (2020b).
Caliper tests are typically employed to identify a systematic break related to
publication bias at a particular psychologically important threshold (such as
0 for the point estimate or 1.96 for the t-statistic). For example, Brodeur
et al. (2020b) show how, for many quasi-experimental techniques commonly
used in economics, estimates that are just significant at the 5% level (that is,
have t-statistics slightly larger than 1.96) are more likely to get published than
estimates that are just insignificant. The essence of the caliper test is thus
to compare the number of estimates just below and just above a particular
threshold: given a sufficiently narrow caliper, there should be no difference. In
this paper we use a different tactic and employ calipers of varying width to
constrain our baseline linear regression (of estimates on their standard errors)
in an attempt to address the important caveats mentioned earlier.

We use two groups of calipers. First, we focus on small estimates, both
positive and negative. If the correlation between estimates and standard errors
persists when large positive outliers are excluded, the finding of publication
bias is probably not fully driven by the authors designing experiments in a
way that is tuned to detect discount rates near zero. Second, we focus on
positive estimates approximately around the mean and median of the reported
discount rates. If the correlation between estimates and standard errors persists
when only safely positive estimates are considered, the finding of publication
bias is not fully driven by the impossibility of negative discount rates in many
experimental designs. The results of caliper tests of funnel asymmetry are
shown in Table 3.3. Note that here we cannot interpret the means corrected
for publication bias (the constant in the regression), because the calipers are
arbitrary slices of the data. We can interpret the slopes in this regression, and
they all suggest a positive correlation between estimates and standard errors.
It is important to point out, however, that we still have to assume that the
standard error is exogenous within individual calipers. If there is a mechanical
relationship between the estimates and standard errors within calipers in the
absence of publication bias, caliper tests fail to address the two caveats.

Another way to approach this problem is to use techniques that do not
need the assumption of zero correlation between estimates and standard errors
in the absence of publication bias—or, in the case of one technique, at least
not between studies. Table 3.4 shows the corresponding results. In the first
column we apply p-uniform*, a brand new technique to test publication bias
and estimate the corrected mean. The technique was developed by van Aert
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& van Assen (2021) for psychology, but it can be applied to an experimental
economics setting as well. (In fact, it is probably better suited to experimental
economics than the traditional publication bias tests that are designed to ag-
gregate regressions because in experimental research the exogeneity assumption
for the standard error is unlikely to hold.) At the basis of p-uniform* lies the
statistical principle that p-values should be uniformly distributed at the mean
underlying effect size: i.e., when testing the hypothesis that the estimated co-
efficient equals the underlying value of the effect (not necessarily zero). The
reported t-statistics and p-values, of course, in almost all cases correspond to
tests that relate the estimated coefficient to zero. It follows that if the re-
ported p-values are uniformly distributed, the literature is consistent with a
zero underlying effect. The idea of p-uniform* is to find a coefficient at which
the distribution of p-values is uniform; this is done by recomputing p-values
for various potential values of the underlying effect and then comparing the
resulting distribution to the uniform one. Similarly the technique’s test for
publication bias evaluates whether p-values are uniformly distributed at the
simple mean reported in the literature. Technical details and more discussions
are available in van Aert & van Assen (2021). The results in Table 3.4 show
evidence of publication bias significant at the 1% level. The mean corrected
discount rate is small (0.18) but imprecisely estimated.

Table 3.4: Relaxing the exogeneity assumption

p-uniform* Instrument Fixed effects

Publication bias YES∗∗∗ 0.316∗ 0.875∗∗∗

(0.007 ) (0.183) (0.0154)
Effect beyond bias 0.176 0.633∗∗∗ 0.341∗∗∗

(0.663 ) (0.158) (0.00806)

Observations 927 927 927

Notes: In the first column the table reports the results of the p-uniform* test for
publication bias developed by van Aert & van Assen (2021); p-values are reported in
parentheses. For the remaining two specifications, which show regressions along the
lines of the first panel of Table 3.2, standard errors are reported in parentheses and
are clustered at the study level. The second column reports an instrumental variable
specification (where the instrument for the standard error is the inverse of the square
root of the number of observations in a study), and the third column reports a study-
level fixed effects specification. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

In the second column of Table 3.4 we use the inverse of the square root of the
number of observations as an instrument for the standard error following Stan-
ley (2005), Havranek (2015), and Astakhov et al. (2019): some method choices
in the primary studies can influence both the discount rate and the standard
error, which would make our OLS results spurious. (There can also exist a
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more direct mechanical relationship between estimates and standard errors, as
we discussed in the context of the caliper test.) The number of observations is a
natural instrument, because it correlates with the standard error by definition.
Nevertheless, while not the product of the estimation technique (in contrast to
the standard error), in the studies estimating the discount rate the number of
observations can be still correlated with the choice of the technique. Therefore
the instrumental variable technique cannot be expected to fully address the
exogeneity problem. The results in Table 3.4 indicate publication bias signif-
icant at the 10% level and an underlying mean discount rate of 0.63. Finally,
in the last column of the table we explore whether publication bias appears
within studies. This specification still needs the exogeneity condition to hold
within individual studies, but relaxes it between studies as the latter source of
variation in discount rate estimates is not used. Once again we obtain evidence
of publication bias, now significant at the 1% level, and underlying mean effect
smaller than the uncorrected simple mean (0.34 vs. 0.8). Overall we prefer
this fixed effects estimation because it is simple, elegant, and its results are
consistent with the most conservative non-linear technique presented earlier.

The Appendix harbors four sets of further robustness checks. First, in
Table B.1.1 we cluster standard errors at the level of authors instead of studies.
Several researchers have co-authored many of the studies in our dataset, and
consequently the results of these studies do not have to be independent of each
other. We have identified 31 clusters for which no co-authors overlap. The
results are almost identical to the baseline case, with the exception of the IV
specification, in which we lose statistical significance. Second, in Table B.1.3
we exclude estimates for which the discounting model is not explicitly specified.
Once again the results are similar, but we obtain smaller estimates of the mean
discount rate corrected for publication bias.

Third, in Table B.1.4 we run funnel asymmetry tests with the discount rate
in the absolute value. Aside from the standard error, on the right-hand side
we include the interaction of the standard error and a dummy variable that
equals one for negative values. In consequence, this specification reveals dif-
ferent mechanisms of selective reporting for positive and negative estimates.
For positive estimates, our findings are consistent with publication probabil-
ity increasing with an increasing t-statistic. For negative estimates, our find-
ings are consistent with the opposite: insignificant negative estimates tend
to be easier to publish, probably because they are more feasible. Fourth, in
Table B.1.2 we investigate how publication bias differs between medians and
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means of individual-specific discounting. To this end, we include an interac-
tion of the standard error and a dummy variable that equals one for median
estimates. Medians comprise 15% of the data set, and the results of the table
show mixed findings. According to most techniques, there is little difference in
the extent of publication bias between means and medians. Our preferred fixed
effects specification, however, indicates that median estimates are substantially
less biased than mean estimates.

In sum, this section has shown that, similarly to the rest of the empirical
research in economics, the experimental literature estimating discount rates is
affected by publication selection bias. The finding holds when we relax the
classical meta-analysis assumption that estimates and standard errors are in-
dependent in the absence of publication bias (the assumption is unlikely to
hold in the experimental literature) and apply a battery of recently developed
techniques. We find that the mean reported discount rate (0.80) is exagger-
ated, and our median estimate suggests that the underlying mean discount rate
corrected for publication bias is around 0.33. But of course discount rates vary
across individuals and experimental context, an issue to which we turn next.

3.5 Heterogeneity
The substantial differences in the estimates of the discount rate reported in the
experimental literature have already been stressed by several previous studies
(Frederick et al. 2002; Percoco & Nijkamp 2009; Andersen et al. 2014; Che-
ung 2016). As Frederick et al. (2002, p. 352) puts it: “While the discounted
utility model assumes that people are characterized by a single discount rate,
this literature reveals spectacular variation across (and even within) studies.”
Figure 3.2 shows strong differences in the results at the study level. In this
section we try to explain the differences by regressing the estimated discount
rates on their standard errors together with 21 additional explanatory variables
that reflect observable variation in the context in which researchers obtain the
estimates. We start from the linear model of publication bias, which is the
reason why we retain the standard error variable in the regression. Therefore
the second goal of this section is to find out whether our previous findings
concerning publication bias prove robust to controlling for heterogeneity.

The first option for estimating such an extended model is simply running
a regression with all the collected variables. The problem is that not all the
variables are equally important; some are probably redundant, and including
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all variables would substantially diminish the precision of our point estimates
for the effects of the important variables. However, we do not know ex ante
which variables are redundant. A common approach would be to eliminate
potential redundant variables in a step-wise fashion (sequential t-tests); but in
doing so, we can never be sure that we have arrived at the best underlying
model. Furthermore, the theory can help us stress some particular variables,
but we still do not want to completely ignore the remaining ones. In other
words, we face extensive model uncertainty, which is a typical feature of meta-
regression analysis. The formal response to model uncertainty in the Bayesian
setting is Bayesian model averaging (Raftery et al. 1997), our first method of
choice.

Bayesian model averaging (BMA) tackles the problem of uncertainty by es-
timating models with all possible combinations of explanatory variables in the
dataset8 and constructing a weighted average over the estimated coefficients
across all these models. The weights used for averaging stem from posterior
model probabilities derived from Bayes’ theorem and are analogous to informa-
tion criteria in frequentist econometrics. Posterior model probabilities (PMPs)
measure how well the particular model fits the data, conditional on model size.
BMA produces posterior inclusion probability (PIP) for each variable, which
is the sum of the posterior model probabilities for the models in which the
variable is included. Recent applications of Bayesian model averaging in meta-
analysis include, for example, Irsova & Havranek (2013); Babecky & Havranek
(2014); Havranek & Irsova (2017); Cazachevici et al. (2020); Zigraiova et al.
(2021). More details on BMA, including a formal derivation, can be found in
Raftery et al. (1997) or Eicher et al. (2011).

The application of BMA, however, is not straightforward since estimating
the millions of possible model combinations is infeasible. A solution is to ap-
proximate the whole model space by applying the Markov chain Monte Carlo
algorithm that walks only through the models with high posterior model prob-
abilities (Madigan et al. 1995). For approximation we use the BMS package
for R developed by Zeugner & Feldkircher (2015). Bayesian model averaging
is sensitive to the estimation framework, particularly to the use of priors rep-
resenting the researcher’s prior beliefs on the probability of each model (the
model prior: how much confidence we place in the prior that, for example, all

8If the matrix of explanatory variables X contains K potential variables, this means
estimating 2K variable combinations, i.e., 2K models. This estimation results in 222 =
4, 194, 304 models in our case.
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models have the same probability) and regression coefficients (Zellner’s g-prior:
how much confidence we place in the prior that, for example, all regression
coefficients are zero). In the baseline specification we follow the two priors
suggested by Eicher et al. (2011). First, the unit information prior (UIP) for
Zellner’s g-prior, which assigns the prior that coefficients are zero the same
weight as one observation of data. Second, the uniform model prior, which
gives each model the same prior probability, irrespective of the number of vari-
ables included in the model. Such intuitive priors are agnostic in the sense that
they are easily overridden by data, and Eicher et al. (2011) show that they yield
good predictive performance.

On top of the uniform model prior we use the dilution prior suggested
by George (2010). In this prior the relative weight of each model is further
multiplied by the determinant of the correlation matrix of the variables included
in the model. The dilution prior is designed to address collinearity: models
with high collinearity will have small determinants of the correlation matrix,
and therefore little weight in our implementation of BMA.9

3.5.1 Variables

The explanatory variables we have collected are listed in Table 3.5; we include
the description of each variable, its mean, standard deviation, and the mean
weighted by the inverse of the number of estimates reported per study, which
effectively equalizes the impact each study has on the statistics. For ease of
exposition, we divide the explanatory variables into 4 categories: estimation
characteristics, experimental characteristics, subject pool characteristics, and
publication characteristics.

Estimation Characteristics

The variation among the reported discount rate estimates can stem from the
theoretical assumptions of the intertemporal choice model used in the experi-

9A robustness check using the BRIC g-prior suggested by Fernandez et al. (2001) and
the beta-binomial model prior according to Ley & Steel (2009) can be found in Section B.2;
our main results would not change if we opted for this alternative set of priors. A detailed
discussion of the priors used in the robustness checks is beyond the scope of the paper; for
more details, see Zeugner & Feldkircher (2015). For example, the beta-binomial model prior
gives the same weight to each model size (a certain number of variables included in the
model), not the same weight to each model. The reason is that moderate model sizes are
over-represented: there are many models that have 210 variables, but only one model that
has 222 variables.
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Table 3.5: Description and summary statistics of regression variables

Variable Description Mean SD WM

Discount rate The reported estimate of the discount rate. 0.798 0.973 0.710
Standard error The standard error of the discount rate es-

timate.
0.522 1.149 0.214

Estimation characteristics
Hyperbolic
discounting

= 1 if the discounting type is hyperbolic. 0.402 0.491 0.368

Exponential
discounting

= 1 if the discounting type is exponential. 0.143 0.351 0.199

Delay The logarithm of the time horizon of the
task.

-0.255 2.222 -0.782

Front-end delay = 1 if the immediate option is shifted to the
future, thereby imposing transaction costs
on the instant payoff.

0.338 0.473 0.364

Lab experiment = 1 if a controlled laboratory experiment is
used instead of a field experiment.

0.650 0.477 0.549

Experimental characteristics
Real reward = 1 if the reward subjects received is real

instead of hypothetical.
0.629 0.483 0.754

Matching task = 1 if matching is used for elicitation. 0.243 0.429 0.149
Health domain = 1 if the experiment concerns health ques-

tions.
0.055 0.228 0.055

Other domain = 1 if the experiment concerns questions
other than health or money (such as vaca-
tion or a kiss from a movie star).

0.082 0.274 0.100

Negative framing = 1 if the framing of the experimental task
is presented as negative, i.e., “losing.”

0.086 0.281 0.072

Neutral framing = 1 if the framing of the experimental task
is presented as neutral.

0.023 0.149 0.031

Stakes The ratio of the logarithm of the highest
payoff possible in the experiment to the log-
arithm of the median monthly expenditure
in the country where the experiment was
conducted.

0.817 0.373 0.753

Subject pool characteristics
Sample size The logarithm of the sample size used for

the experiment.
4.889 1.617 5.035

Students = 1 if the subject pool consists of students
only.

0.528 0.500 0.445

Males only = 1 if the subject pool contains males only. 0.029 0.168 0.027
Females only = 1 if the subject pool contains females only. 0.030 0.171 0.054
North America = 1 if the experiment is conducted in North

America.
0.588 0.492 0.589

Asia = 1 if the experiment is conducted in Asia. 0.058 0.234 0.107
Africa = 1 if the experiment is conducted in Africa. 0.030 0.171 0.036

Publication characteristics
Citations The logarithm of the number of citations

the study received in Google Scholar nor-
malized by the number of years since the
first draft of the study appeared in Google
Scholar.

2.691 1.278 2.776

Publication year The standardized publication year of the
study.

0.000 1.001 0.283

Notes: SD = standard deviation, WM = mean weighted by the inverse of the number of estimates reported
per study. The variable Stakes is only available for 777 observations; statistics for all other variables are
calculated using the full sample of 927 observations. Data on median expenditure are obtained from World
Bank (2020).
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mental task presented to subjects, that is, mainly from the type of the discount-
ing model and the time horizon that subjects face in their decision. The studies
included in our dataset use the hyperbolic discounting model most frequently
(373 observations; 40% of the data), followed by the exponential discounting
model (133; 14%). Special cases of discounting models such as exponential mix-
ture share, quasi-hyperbolic discounting, or mixed general model occur rarely
in our dataset. Due to a lack of information reported in primary studies, we
cannot identify the precise type of the discounting model in some of the cases
and use this “unidentified” group as a reference category. The time horizon of
the decisions presented to the subjects spans from one week to 50 years, while
the mean value is 4.07 years. We also take into account whether the study uses
front-end delay. With front-end delay the immediate option is shifted to the
future, thereby imposing transaction costs on the instant payoff. Last but not
least, we control for the general estimation setup—that is, whether the study
employs a controlled laboratory experiment or a field experiment.

Experimental Characteristics

The results of any experiment can be affected by procedural subtleties. The
second set of explanatory variables therefore comprises experimental and be-
havioral characteristics of the task presented to the subject pool. Psycholog-
ical research suggests that there should be no systematic difference observed
between real and hypothetical payoffs in discounting experiments (Johnson &
Bickel 2002; Kuhnberger et al. 2002; Locey et al. 2011). The recent literature,
however, provides more ambivalent results stating that hypothetical conditions
yield patterns of discounting that mirror those for real effort tasks, but these
may change with repeated exposure to the decisions. The nature of the payoffs
provided with the repetition of those tasks therefore needs to be taken into ac-
count when designing discounting studies (Malesza 2019). We therefore control
for this payoff effect by extracting the information on the nature of the reward
from primary studies; 53% of the discount rates are computed for hypothetical
payoffs. For a subsample of estimates, we are able to collect data on the size of
the maximum payoff available in the experiment. We relate the maximum pay-
off size to World Bank data on household median monthly expenditure in the
country, and the resulting variable is labeled “Stakes.” Note that this variable is
not included in the baseline model, because doing so would imply disregarding
all the observations for which the variable is not available.
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Following the reasoning of Frederick et al. (2002) and others, we control
for the variation in the estimates caused by the elicitation method used in
the experiment. We include a dummy variable for matching tasks, taking
choice tasks as the reference category present in 66% of cases. An important
behavioral aspect of the corresponding task is represented by the domain over
which the intertemporal decision is made. The majority of observations utilize
monetary payoffs (87%); we therefore use them as the natural reference category
in this regard. We codify the remaining domains by using dummy variables,
distinguishing between the health domain and other domains—typically, more
exotic ones (e.g. vacation, certificate, or a kiss from a movie star).

The design of any experiment is seldom immune to the issues of framing ef-
fects that refer to the finding that subjects often respond differently to different
descriptions of the same problem (Tversky & Kahneman 1981). The majority
of discounting tasks are presented (framed) as positive decisions, e.g., choices
between an amount of money today and a greater amount tomorrow (89.1%).
There are, however, also negative framings of the tasks present in our dataset
(8.6%). For example, Chapman & Winquist (1998) and Hardisty et al. (2013)
use monetary losses in their experiments. Other studies with negative framing
operate with the health domain (Dolan & Gudex 1995; Read & Read 2004).
Neutral framing applies for only 2.3% of the observations.

Subject Pool Characteristics

We describe the subject pool characteristics of an individual study by several
variables. First, we control for the size of the subject pool by coding the
number of subjects used for deriving the estimate; the mean is 271. Second,
we control for the composition of the subject pool by incorporating dummy
variables reflecting whether the pool consists exclusively of male or female
subjects. The majority of studies, however, use non-exclusive subject pools
consisting of both males and females (94.1%).

A general concern of any experimental study is its external validity, i.e., the
extent to which its results can be generalized to other situations. Economic ex-
periments are often criticized for using university students (typically economics
majors) as experimental subjects—a pool of people with specific characteris-
tics not always generalizable to the whole population (Marwell & Ames 1981;
Carter & Irons 1991; Frank et al. 1993). The behavior of decision makers re-
cruited from natural markets has been examined in a variety of contexts, and
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it has typically not differed from that exhibited by more standard (and far less
costly) student subject pools (Davis & Holt 1993, p. 17).10 We control for the
potential effect of a subject pool composed exclusively of student subjects. In
addition, as recommended by an anonymous referee, we include an interaction
of the student and lab experiment dummy variables. These two variables are
correlated, because lab experiments often rely on students, and students, who
are commonly familiar with lab experiments, may potentially behave differently
in lab and field settings. Finally, the heterogeneity in the reported discount
rates may stem from different cultural characteristics of populations. The pri-
mary studies do not give us much information to build on systematically, but at
least we can control for continents out of which the subject pool was recruited.
The majority of studies recruit subjects from European countries (32.4% obs.)
and North America (58.8%). We also experimented with including dummy
variables for each individual region, but doing so creates collinearity problems.

Publication Characteristics

We do not exclude any journal articles based on their supposedly poor qual-
ity, but we try to control for it—even poor-quality studies can bring useful
information, especially if their results differ from those of high-quality studies.
Some of the aspects related to quality are captured by the data and method
characteristics described above. However, other quality aspects are surely more
difficult to observe. Therefore we use two rough proxies: the age of the study
and the number of citations. These are no perfect controls for quality, but other
things being equal, newer and highly cited studies tend to be more reliable. For
computing the age of the study we do not use the year of journal publication;
due to different publication lags in different economics and psychology journals,
such a measure would be of limited use. Therefore, we use the date of the first
appearance of a draft of the paper in Google Scholar. For citations, we also
rely on Google Scholar and compute the number of per-year citations that the
primary study has obtained since the first draft appeared.

Figure 3.4 shows the correlations between the variables we consider. Sev-
eral patterns emerge that are informative for understanding the types of ex-
periments observed in the data. For example, lab experiments tend to use
matching tasks with hypothetical rewards and rely on students. Recent and
highly cited studies typically employ real rewards. Recent studies are also less

10Recent evidence on this problem is provided by Depositario et al. (2009).
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Figure 3.4: Correlation matrix

Notes: The figure presents Pearson correlation coefficients for the variables re-
ported in Table 3.5. Correlations for Stakes are computed using the 777 obser-
vations for which the variable is available. For all the other variables the figure
shows correlations calculated at the full sample of 927 observations.

likely to use negative and neutral framing compared to older studies. Payoffs
in experiments tend to be smaller when students are used.

3.5.2 Results

The results of the BMA estimation are visualized in Figure 3.5. The variables
are displayed on the vertical axis and sorted by posterior inclusion probability.
PIP can be thought of as a Bayesian analogy of statistical significance—we
therefore see the most “significant” variables at the top of the figure. The
horizontal axis denotes individual regression models sorted according to the
posterior model probability, from left to right. The PMP represents how well
the model fits the data relative to its size; the width of the columns is pro-
portional to the PMP. The colors of individual cells denote the sign of the
corresponding regression coefficients. Blue (darker in grayscale) depicts a pos-
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itive sign, while red (lighter in grayscale) depicts a negative sign. Blank cells
denote the exclusion of the variable from the given model.

Figure 3.5: Model inclusion in Bayesian model averaging

Notes: The response variable is the estimate of the discount rate reported in a
primary study. The columns denote individual models; variables are sorted by
posterior inclusion probability in descending order. The horizontal axis denotes
cumulative posterior model probabilities. The estimation is based on the unit in-
formation prior recommended by (Eicher et al. 2011) and the dilution prior sug-
gested by George (2010), which takes into account collinearity. Blue color (darker
in grayscale) depicts variables with a positive estimated sign. Red color (lighter in
grayscale) depicts variables with a negative estimated sign. Variables with no color
are not included in the given model. The numerical results of the BMA exercise
are reported in Table 3.6.

The numerical results of BMA are reported in the left-hand panel of Ta-
ble 3.6, which shows the posterior mean and standard deviation for each vari-
able together with the posterior inclusion probability. Not counting the inter-
cept, which is included by default in all models, eleven variables have PIPs
above 50%: the standard error, the dummy for lab experiments, the dummy
for health domain, the dummy for other (exotic) domains, the dummy for neg-
ative framing, sample size, the dummy for students in the subject pool, the
interaction between student and lab experiment dummies, the dummy for sub-
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jects drawn from Asia, the dummy for Africa, and publication year. In the
remainder of this subsection we will go through these results in more detail.

Table 3.6: Explaining the heterogeneity in discount rate estimates

Bayesian model averaging Frequentist check (OLS)

Variable: Post. mean Post. SD PIP Mean SE p-value

Constant -0.244 NA 1.000 -0.253 0.163 0.126
Standard error 0.549 0.021 1.000 0.542 0.035 0.000

Estimation characteristics
Hyperbolic discounting 0.039 0.062 0.352
Exponential discounting 0.006 0.030 0.076
Delay 0.000 0.002 0.041
Front-end delay 0.014 0.041 0.143
Lab experiment 0.155 0.101 0.776 0.222 0.091 0.018

Experimental characteristics
Real reward -0.005 0.027 0.077
Matching task 0.017 0.046 0.161
Health domain 0.345 0.088 0.993 0.356 0.076 0.000
Other domain 0.441 0.070 1.000 0.442 0.153 0.006
Negative framing -0.148 0.106 0.734 -0.205 0.102 0.049
Neutral framing 0.003 0.031 0.046

Subject pool characteristics
Sample size 0.075 0.014 1.000 0.076 0.029 0.012
Students 0.877 0.111 1.000 0.901 0.223 0.000
Students * Lab experiment -0.753 0.144 1.000 -0.813 0.239 0.001
Males only 0.013 0.052 0.090
Females only -0.001 0.023 0.041
North America 0.012 0.041 0.127
Asia 0.385 0.103 0.990 0.428 0.117 0.001
Africa 3.170 0.118 1.000 3.174 0.066 0.000

Publication characteristics
Citations -0.003 0.011 0.095
Publication year 0.121 0.026 1.000 0.114 0.051 0.030

Observations 927 927
Studies 56 56
Notes: Response variable = annualized estimates of the discount rate. In the first specification from the
left we employ Bayesian model averaging (BMA) using the unit information prior recommended by (Eicher
et al. 2011) and the dilution prior suggested by George (2010), which takes into account collinearity. The
second specification, frequentist check (OLS), includes variables recognized by the BMA as having a posterior
inclusion probability above 50%. Standard errors in the frequentist check are clustered at the study level. SD
= standard deviation, PIP = Posterior inclusion probability, SE = standard error. All variables are described
in Table 3.5.

The first important result of the BMA analysis concerns publication bias.
Standard errors are robustly correlated with the point estimates of the discount
rate even when we control for 21 additional aspects of studies and estimates.
The result corroborates our previous findings that the correlation is not spu-
rious and does not result from an omission of factors that influence both the
standard error and the point estimate. Moreover, both the posterior mean in
BMA and the point estimate in the frequentist check suggest that the correla-
tion is strong.
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Results for Estimation Characteristics

An often-discussed factor potentially affecting the heterogeneity in discount
rate estimates is the length of the delay over which the decision is made. This
factor is inherently embedded as the parameter k in the discounted utility model
presented in Equation 3.1. According to the exponentially discounted utility
theory, the values of all future outcomes should be discounted at a constant rate
(Frederick et al. 2002). Our results do not disagree: we find little systematic re-
lationship between reported estimates of the discount rate and the length of the
delay. This finding contrasts the results of, among others, Mazur (1984), who
presents evidence for hyperbolic discounting, or, more recently Tsukayama &
Duckworth (2010), who find that subjects discount rewards more steeply when
they find the discounting domain particularly tempting. On the other hand,
our results are in line with Andersen et al. (2014). A related effect is the impor-
tance of the dummy for exponential discounting, of which the constant discount
rate is a key property. Our analysis suggests that tasks with exponential setups,
i.e., with a constant discount rate between decisions with different delays, do
not systematically differ from other studies in terms of the reported discount
rates. Moreover, the estimates in our sample do not seem to be significantly
different when hyperbolic discounting is applied. We note, however, that our
reference category comprises estimates for which the discounting model is not
explicitly identified in the primary studies. But even if the reference category
includes some instances of exponential and hyperbolic discounting, our results
are consistent with very little difference in the reported discount rates between
studies specifying the exponential form and those specifying the hyperbolic
form.

Two additional results related to estimation characteristics are important.
The first result is the low posterior inclusion probability and therefore the
absence of the variable Front-end delay in most BMA models, which again
contrasts many previous findings in the literature that front-end delay tends to
decrease estimated discount rates (for example, Coller & Williams 1999), but
is consistent with the results of Andersen et al. (2014). A second important
result is the difference between field and laboratory experiments. This finding
suggests that a controlled laboratory environment produces more evidence for
impatience than a field study environment.
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Results for Experimental Characteristics

Several studies find that individual discount rates are not very correlated across
different domains such as money and health—this diversity is called domain
independence. Cairns (1992), for example, estimates of discount rates that are
different for future health as compared to future wealth states; Chapman & El-
stein (1995) demonstrate in two experiments that decision makers use different
discount rates for health-related decisions and money-related decisions, with
less patience for the health domain. See Loewenstein et al. (2003) for more
examples of domain independence.

Our results suggest that people tend to be more impatient when the exper-
iment concerns health than when it concerns money. It is difficult to transfer
health states over time, so questions about health are, to some extent, similar to
questions about money when liquidity constraints are binding (see Bleichrodt
et al. 2016). When liquidity constraints are present and binding, people can-
not increase current consumption at the expense of consumption in the future.
A high discount rate follows. In addition, we also find that people tend to
be more impatient when making their decisions in more exotic domains than
money: holiday preferences, gift certificates, kisses from movie stars. Our re-
sults thus strongly corroborate domain independence.

Describing the estimation characteristics in Section 3.5, we referred to the
literature suggesting there should be no difference whether real or hypothet-
ical payoffs are used in discounting experiments. Our results confirm that it
indeed does not matter whether the decision is made with fictive payoffs only.
Real rewards do not systematically affect the estimates of the discount rate.
Researchers can thus use hypothetical questions that have advantages in the
elicitation of time preferences since hypothetical setting allows us to ask ques-
tions involving long time horizons and large payoffs (Wang et al. 2016).

We find no substantial effect for some other experimental characteristics.
Different experimental tasks do not bring substantially different results: match-
ing does not seem to differ significantly from choice tasks, which suggests that
the inference of an individual’s discount rate by the matching method does
not systematically outperform the interval elicitation provided by choice tasks.
In contrast, the estimated discount rates are affected by framing, and negative
framing is associated with smaller estimates. The result is consistent with Har-
ris (2012) and Hardisty et al. (2013), among others, who stress the role of dread
in intertemporal choices: it is itself aversive to wait for an aversive outcome,
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and for many subjects it is preferable to get it over with. Finally, we find
that the stakes of the experiment (maximum possible payoff relative to per-
sonal expenditure) are associated with smaller reported discount rates. (Note
that the BMA specification featuring this variable is included in Table B.2.3
in the Appendix; the variable is not available for all observations, and thus is
not included in the baseline BMA estimation.) The result is consistent with
a large literature (for example, Thaler 1981; Benzion et al. 1989; Warner &
Pleeter 2001; Meyer 2015), and a possible explanation is that non-monetary
transaction costs of borrowing or saving that increase the discount rate may
be relatively larger for smaller payments.

Results for Subject Pool Characteristics

The long-term debate over the external validity of the experiments performed
on student samples is reflected in our analysis by the variable Students. Our
results suggest that students make more impatient choices in discounting tasks
than the general population, which is consistent with Harrison et al. (2002)
and can be explained by the fact that students tend to be more liquidity-
constrained. In contrast, the interaction between student and lab experiment
dummies shows a negative coefficient: students that participate in laboratory
experiments tend to display relatively little impatience. This finding can be
caused by several factors, out of which the standard argument would point to
the self-selection of students into subject pools in laboratory experiments. The
vast majority of lab experiments are conducted with university students major-
ing in economics, who have been shown, for example, to be more selfish than
the general population (Marwell & Ames 1981). Two types of hypotheses ex-
plain why this may be the case: 1) the selection hypothesis, according to which
individuals concerned with economic incentives opt for economic studies, and
2) the learning hypothesis, which states that individuals studying economics
learn behavioral patterns out of the theories and models they pursue (Carter
& Irons 1991). It might be true that not only more “selfish” individuals self-
select into study fields such as economics but also that more patient students
self-select into the roles of experimental subjects.

Our results provide some evidence that discount rates elicited from subject
pools in Asia and Africa significantly differ from those obtained in other parts
of the world. The Asian and (especially) African population is, according to our
analysis, more impatient than the population of other continents. This result is
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in line with the results of the large cross-country study on time preferences by
Wang et al. (2016, p. 17), who observe that “Africa has the lowest percentage
of participants choosing to wait (33%).” The benchmark demographic area—
Europe—seems to follow similar patterns of discounting as North America and
display lower discount rates. Again, a possible explanation is related to liq-
uidity constraints, which might be larger in Asia and Africa than in the West.
Nevertheless, a disclaimer is in order: for Africa we only have two studies in
our sample. Next, we also obtain evidence of an impact of the sample size on
the discount rate estimates: large experiments seem to produce larger discount
rates, though the effect is economically weak. Finally, neither exclusively male
nor female subject pools report significantly different results of discount rates
in our sample compared to the baseline (mixed) subject pools.

Results for Publication Characteristics

Out of the publication characteristics that we consider, the number of cita-
tions does not matter for the estimated discount rates, while publication year
is positively associated with the estimates: other things being equal and on
average, newer studies show more evidence for impatience. The age of the
study can be considered a rough proxy for (unobserved) quality aspects that
are not captured by the variables discussed earlier. There are certainly quality
aspects that we do not control for, and an obvious solution is the addition of
study-level fixed effects. We opt for the fixed-effects estimator in the previous
section that focuses on publication bias, but here, it is not feasible: for many
variables in which we are interested the within-study variation is very small.

3.5.3 Robustness Checks

In Section B.2 we perform several different sensitivity checks in order to con-
firm whether our baseline BMA results presented earlier in this section are
robust. First, we combine the reduction in model uncertainty resulting from
BMA estimation with traditional frequentist estimation: in other words, we
use a Bayesian technique for the selection of variables and a frequentist tech-
nique for estimation. The best model identified by the BMA exercise includes
eleven explanatory variables (plus the intercept). These variables also have a
posterior inclusion probability above 0.5 and therefore should, according to the
classification by Kass & Raftery (1995), have a non-negligible impact on our
response variable. We re-estimate this best BMA model using the standard
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OLS technique, clustering standard errors at the study level. The results of
this estimation are provided in the right-hand panel of Table 3.6 and are very
similar to the baseline BMA results.

Second, we perform a robustness check using an alternative set of BMA
priors, employing the BRIC g-prior suggested by Fernandez et al. (2001) to-
gether with the beta-binomial model prior, which gives each model size (in
contrast to each model) equal prior probability (Ley & Steel 2009). We la-
bel this estimation according to the g-prior parameter as “BRIC.” The results
of this robustness check are reported in Table B.2.2 in the appendix and are
again similar to those of the baseline specification. In the right-hand panel
of the same table we report the results of a fully frequentist technique, FMA.
It employs Mallow’s weights, which have been shown by Hansen (2007) to be
optimal for frequentist model averaging, and the orthogonalization of model
space suggested by Amini & Parmeter (2012). FMA has recently been ap-
plied in meta-analysis, for example, by Bajzik et al. (2020); Havranek et al.
(2017; 2018a;b;c). Also this robustness check corroborates the results we have
discussed previously.

Third, in Table B.2.3 we present three BMA specifications that use a sub-
set of discount rate estimates, a different set of variables, or both. The first
specification from the left excludes the standard error. While the exclusion
might introduce an omitted-variable bias (the standard error, our proxy for the
extent of publication bias, is a key variable in all our previous models), it re-
duces the danger of endogenous controls. Of the eleven variables with posterior
inclusion probability above 50% in the benchmark model, two (health domain
and other domain) slip below the 50% threshold, though in the case of health
only slightly (to 44%). Nevertheless, there are 5 new variables that achieve a
posterior inclusion probability above 50%, including Real reward. Our results
thus suggest that if we ignored publication bias in the heterogeneity analysis,
we would (erroneously, in our opinion given the remaining evidence) conclude
that the use of hypothetical rewards biases the results of experiments. The sec-
ond specification from the left includes a variable reflecting the size of stakes
in the experiment, information that is available only for a subset of the dis-
count rate estimates. The estimated effect of the variable is negative, which is
consistent with the magnitude effect (Meyer 2015). The third specification ex-
cludes discount rate estimates for which the discounting model is not explicitly
specified in the paper. Here we lose high posterior inclusion probability for the
variable reflecting student samples, but we note that the variable proves to be
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important in all other specifications.
Finally, in Table B.2.4 we consider two specifications that feature i) an

interaction term between Money domain and Non-linearity correction and ii)
a sub-sample of estimates for which the measurement error in the variable
Delay is reduced. The interaction term is meant to capture the difference
between discount rates estimated with and without correcting for non-linearity
in utility functions (non-linearity is discussed in Section 3.2). Nevertheless,
the interaction attains a very low posterior inclusion probability. Hence we
fail to obtain evidence which would suggest that this variable is important
for systematically explaining the heterogeneity in the reported discount rates.
Regarding the right-hand part of Table B.2.4, we use a sub-sample of estimates
for which delay is precisely defined. For 61% estimates of the discount rate
in our sample, the corresponding delay is clearly reported in the papers. The
remaining estimates are derived from a series of questions with varying horizons,
where for “delay” we use the maximum horizon to which a subject is exposed
in a given experimental task. Similarly to the baseline BMA result, we fail to
obtain the anticipated significant negative coefficient. The insignificance result
would likewise hold if we used the mean or median instead of the maximum
to approximate the delay variable for discount rate estimates obtained from
questions with varying horizons.

3.6 Concluding Remarks
We provide a quantitative synthesis of the literature that uses experiments to
identify individual discount rates. We examine 927 estimates of the discount
rate reported in 56 primary studies. By employing meta-regression and other
methods, we detect selective reporting against null and negative results. The
mean reported discount rate is 0.80. Using conservative techniques, we find
that the mean drops to about 0.33 after we correct for publication bias—that is,
people are more patient on average than what is indicated by a naive summary
of the conclusions of the experiments. This result is in line with Imai et al.
(2021a), who report evidence of modest selective reporting in the literature
estimating the present bias parameter. In contrast, Imai et al. (2021b) find
little evidence of publication bias in laboratory economics experiments.

The estimates of the discount rate vary a great deal. We explain this het-
erogeneity by using Bayesian model averaging, a method accounting for model
uncertainty inherent in meta-analysis. We corroborate the presence of selective
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reporting in the literature by showing that the standard error is an important
factor in the heterogeneity of discount rate estimates. We corroborate the do-
main independence hypothesis stressed by the previous literature (Cairns 1992;
Chapman & Elstein 1995; Loewenstein et al. 2003) since discount rates for dif-
ferent questions (for example, health on one hand and money on the other)
differ systematically. Other important results include the systematic differ-
ence between lab and field experiments and the importance of framing and the
composition of the subject pool.

The results of our study can be used in various settings. The discount rate
has implications for decisions regarding savings, education, smoking, exercise,
and other contexts of day-to-day behavior (e.g., Chabris et al. 2008a; Meier &
Sprenger 2010). Accurate measures of discounting parameters can provide help-
ful guidance in welfare analyses on the potential impacts of policies and provide
useful diagnostics for effective policy targeting (Andreoni et al. 2015); more-
over, they can be applicable to modeling political campaigns, advertisement,
and R&D investment (Deck & Jahedi 2015b). Other examples of applications
are discussed by Deck & Jahedi (2015a), who examine discounting in strategic
settings, such as auctions or experimental contests, in which it is often critical
to accurately predict the behavior of counterparts.

Climate change policies, in which the individual pure rate of time preference
or the social discount rate is needed to evaluate the long-term effects, can serve
as an example of a welfare analysis application of our results. The pure rate of
time preference together with the growth rate of per capita consumption and
the elasticity of marginal utility of consumption create the basis for the calcu-
lation of the Ramsey discount rate consisting of time and growth discounting
elements (Fearnside 2002; Anthoff et al. 2009; Foley et al. 2013). Our discount
rate synthesis together with the results of Havranek et al. (2015a), who provide
a meta-analysis of the elasticity of marginal utility of consumption, can be em-
ployed to calculate the pure rate of time preference from the Ramsey discount
rate.

Our results also have broad implications for future experimental research
on discounting. The potential for publication bias is correlated with the oc-
currence of large positive outliers, which means that estimates of the median
discount rate are more robust to the bias than estimates of the average dis-
count rate. Indeed, we find some direct evidence in our data set that median
estimates may suffer less from publication bias compared to mean estimates.
Papers that estimate individual-specific discounting often report median statis-
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tics for this reason (see, for example, Kuhn et al. 2017). Lab experiments seem
to yield, ceteris paribus, larger estimates of the discount rate compared to field
experiments. Because both lab and field experiments have their pros and cons
(Al-Ubaydli & List 2015), we need more studies along the lines of Andersen
et al. (2010) that would evaluate the results of both in a comparable environ-
ment. We obtain robust evidence that the estimated discount rates are not
systematically affected by the fact whether rewards in the experiment are real
or hypothetical. In contrast, discount rates vary a lot across domains: subjects
display substantially less patience for goods where intertemporal markets are
limited compared to money—health, vacations, kisses from movie stars. In con-
junction with the finding that discount rates tend to be larger for groups that
are likely to be liquidity-constrained (e.g., students), these results suggest that
the experimental subjects’ decisions are not fully divorced from outside condi-
tions. If this is the case, current experimental measures may not allow us to
properly identify preference parameters, though they are useful for understand-
ing the intertemporal behavior of subjects under various external constraints
(Dean & Sautmann 2021). The literature thus awaits novel techniques that
will ensure narrow bracketing and enable an even cleaner identification of the
underlying discount rates.



Chapter 4

Incentives and Motivation:
A Meta-Analysis

Abstract Do financial incentives motivate people to work better? A host of
research papers in psychology have long tried to answer this question, together
with more recent research papers from behavioural economics. We take stock
of emerging research in economics and conduct a quantitative analysis from a
strictly economic point of view. We collect a total of 1568 estimates from 44
different studies and codify 39 variables to capture the underlying nature of the
effect incentives have on motivation and performance. A range of statistical
tests suggest the overall effect to be virtually zero, which we confirm using a spe-
cific design check. We then employ Bayesian and frequentist model averaging
to identify the most prominent effect determinants. Among these, publication
bias pushes this effect upward the most, along with laboratory setting and
positive framing in the task. School setting, charitable giving, cross-sectional
data, self-obtained rewards, quantitative performance, and students subgroup
then pull the effect in the opposite direction.

Draft paper was co-authored with Petr Čala.
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4.1 Introduction
Today’s society stands on the paradigm that we provide our knowledge, time
end effort in exchange for a pay. Some provide a work of better, some of less
quality. The burning question of any manager or employer is how to make
the latter group perform better at their efforts? Financial incentives were
long perceived as the key to success. By increasing one’s pay, the institutions
were inducing higher quality of work from their employees. But is it true that
financial incentives motivate people to work better? If one were to ask an
economist how to get people to work better, he would probably suggest trying
to increase people’s pay. After all, it is common knowledge to economists
that people respond to incentives (Mankiw 2014). On the flip side, one might
receive a different response when posing the same question to a psychologist.
A psychologist may object that an emphasis on the reward for performing
a task may diminish the enjoyment one associates with that task, possibly
resulting in decreased motivation and performance during it (Deci et al. 1999).
Deci (1971) observed this phenomenon and studied it empirically, following
which this phenomenon became commonly known as the "crowding-out intrinsic
motivation" theory. Since then, decades of research have further followed in a
similar spirit, providing countless experiments that helped put these findings
into a quantitative perspective.

However, the most prominent ideas from the rewards-motivation domain
do not present identical findings. The variations of results and their corrobo-
rations only in specific contexts are substantial. Jenkins et al. (1998) associate
money reward with higher performance only in the production quantity rather
than its quality. Cameron & Pierce (1994) and Deci et al. (1999) claim that
such rewards could go a long way toward people increasing their performance
during tasks where they display little to no interest. Bridging the gap between
psychology and economics, Camerer & Hogarth (1999) look at tasks that in-
volve judgment and find a positive monetary incentive effect. Bonner et al.
(2000) observe that money positively influences performance only in less cog-
nitive tasks. Going against the theory of crowding-out intrinsic motivation,
Cerasoli et al. (2014) show that extrinsic and intrinsic incentives can play a si-
multaneous role in predicting performance. Gneezy & Rustichini (2000) argue
that one has to be paid enough to show an increase in one’s performance. Last
but not least, Ariely et al. (2009) discover that excessive rewards may have a
detrimental effect on performance.
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Large heterogeneity among these results suggests that a synthesis of this
topic would bring substantial value to the field. And indeed, the synthesis of
the literature on the effect of rewards on motivation was done before (Rummel
& Feinberg 1988; Cameron & Pierce 1994; Jenkins et al. 1998; Deci et al.
1999; Cameron 2001; Cerasoli et al. 2014; Van Iddekinge et al. 2018, among
others). None of the studies, however, tries to isolate the outlooks of either
economists or psychologists by looking at the available literature from strictly
separated perspectives. And yet an economist would have different outlook and,
more importantly, the expectations than a psychologist. The former would
expect a stronger effect of incentives while the latter would expect intrinsic
motivation to have a greater impact on performance. A comparison of these
two perspectives would be surely beneficial. Hence, we aim to synthesize the
decades of research on this topic in a quantitative meta-analysis from separate
perspectives, both economic and psychological. In this study, we focus on the
former and look at how the effect behaves strictly across economic literature.
We aggregate individual economic studies together being thus able to observe
the underlying relationships and causalities of the rewards-motivation effect,
along with potential systematic misbehaviour (Hunter et al. 1982).

Looking further at the list of synthetic studies that dealt with the topic be-
fore, there are only two studies Cameron & Pierce (1994); Cerasoli et al. (2014)
that examine whether there appears a phenomenon widespread not only in eco-
nomics but also in other fields in the available literature—a selective reporting
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Researchers and editors
tend to publish only statistically significant results, yet, the insignificant and
unpublished data contains a lot of valuable information that has the potential
to add further value to general debate. We, therefore, analyze reported esti-
mates from available studies and look for this hidden information. Employing
the latest methodology in the field, we perform several linear and non-linear
methods to uncover potential selective reporting in the economic literature on
rewards and motivation.

Last but not least, we trace the heterogeneity in the reported estimates
to the design of the experiments while accounting for model uncertainty. We
collect a set of 39 explanatory variables focusing on different angles related
to effect characteristics, task nature, reward scheme, motivation characteris-
tics, study design, subject pool characteristics, methodology, and publication
characteristics. We employ the Bayesian model averaging (Raftery et al. 1997,
BMA) and frequentist model averaging (Hansen 2007, FMA) to discover which
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characteristics affect the reported estimates the most.
Together with a noticeable selective reporting, a result demonstrating a

publication bias in the literature, we find a diverse overall impact of rewards
on motivation. The incentives seem to work more under some conditions while
less under others. Our results highlight the importance of both the individual
factors driving the experimental methodology and other characteristics. Most
importantly for the field of experimental economics, rewards have a larger effect
on performance in the laboratory rather than in a field setting. The same ap-
pears when the framing of the task is positive—rewards work better than pun-
ishments. Several characteristics work in the opposite direction. For example,
using students as experimental subjects reports lower performance compared
to other samples. Moreover, quantitative performance measures in tasks af-
fect the subject’s performance negatively. This can have large implications for
various real-life contexts where school or job-related settings are particularly
interesting. Qualitative measures of performance could deliver a much better
effect on performance. The characteristics affecting performance in our results
are used in the experimental economics methodology widely. We, therefore,
prompt for great care when designing experiments dealing with performance
tasks and motivation since standard experimental setup may provide biased
results.

The remainder of the paper is structured as follows. Section 4.2 explores
basic concepts and background of the topic, along with already existing most
prominent research. Section 4.3 describes methodology and collection of our
dataset. Section 4.4 tests for selective reporting and publication bias via various
statistical tests and presents their results. Section 4.5 uses model averaging to
explain the influence of literature heterogeneity on our findings, presents its
results and estimates the best-practice effect in the literature. Section 4.6
concludes the paper.

4.2 Estimating the effect of rewards on motivation
In this section we focus only on a handful of theories most important to our
research, briefly describing the basic concepts that are necessary for the under-
standing of our meta-analysis. While discussing the results of previous studies
we summarize to the reader the fundamental ideas and findings from the topic.
We also cover existing meta-analyses already elaborated on the topic of rewards
and motivation.
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The Crowding-out intrinsic motivation theory by Deci (1971) forms a cor-
nerstone of psychological research on the topic of people’s motivation when
presented with incentives. It states that an emphasis on a sole reward in ex-
change for performing a task may diminish the enjoyment one associates with
this task possibly resulting in decreased motivation and performance during it
(Deci et al. 1999). Deci (1971) highlighted the so-called undermining effect:
providing incentives to someone for carrying out a task they already enjoy un-
dermines their original reason for doing it. Dozens of research papers have
further followed this theory, providing evidence that helped to put these find-
ings into a quantitative perspective. We refer to some of those in the following
paragraphs.

Looking at how this motivation changes while varying the type of rewards
(e.g., verbal versus tangible), it is possible to refer to the Cognitive evaluation
theory (Deci & Ryan 1985). This theory explains the effects of external con-
sequences on internal motivation. In short, the authors argue that intrinsic
motivation is tightly connected to people’s self-perception of their competence
and determination. In other words, the driving force (i.e., motivation) when
performing a task is directly influenced by how competent they feel while doing
so. Deci & Ryan (1985) then differentiate between two main groups of rewards
that can affect this self-perception. The first group, which leads to an increase
in one’s perceived competence (verbal rewards, for example), should enhance
an individual’s intrinsic motivation. The latter group, which decreases one’s
perceived competence when presented (tangible rewards, for example), should
have the opposite effect and undermine intrinsic motivation. Ryan (1982) ex-
pand to this stating that this is true in both directions as long as an individual’s
competence is perceived together with one’s self-determination to perform the
task.

Further exploring the effect of rewards on motivation we draw our attention
to the General interest theory, discussed by Eisenberger et al. (1999). in con-
trast to a Cognitive evaluation theory, it takes both the negative and positive
effects of the rewards into consideration. Furthermore, the subject’s intrinsic
motivation should, according to this theory, increase or decrease depending
on the task’s relevance regarding the subject’s satisfaction, needs, and desires.
The rewards are then observed instead as a means of altering the subject’s
self-determination and, in consequence, their motivation for doing the task.

The meta-analysis we present in this paper is certainly not the only one
carried out on the topic. The substantial differences in the estimates of the
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effect of rewards on motivation reported in the experimental literature were
already stressed by several former meta-analyses before. According to our
knowledge, there exist 11 different meta-analyses already published on this
topic until this point: Rummel & Feinberg (1988); Wiersma (1992); Cameron
& Pierce (1994); Tang & Hall (1995); Jenkins et al. (1998); Deci et al. (1999);
Eisenberger et al. (1999); Cameron (2001); Deci et al. (2001); Cerasoli et al.
(2014); Van Iddekinge et al. (2018). Eight of these studies, specifically all except
Jenkins et al. (1998); Cerasoli et al. (2014), and Van Iddekinge et al. (2018),
focus mainly on the undermining effect, along with the respective theories.
The other three studies then look at the relation of rewards, motivation, and
cognitive ability of performance.

In their methodologies, the former meta-analyses use Cohen’s d as an in-
dicator for the undermining effect most prevalently. Hedges & Olkin (2014)
describe the calculation of Cohen’s d as obtaining the difference between the
means of the treatment and control groups and dividing the result by the pooled
within-group standard deviations while adjusting for sample size. The result-
ing estimate’s size then indicates either the enhancement effect in the case of
a positive sign or the undermining effect in the opposite case. Only two of the
former studies do not make use of this measure. Cerasoli et al. (2014) test for
their main effect using Pearson correlation (denoted by ’ρ’). More specifically,
they build on Hunter & Schmidt (2004) and extend further by computing the
corrected population correlation, which involves assuming population-level es-
timates of the effect. The second study that employs a methodology different
from Cohen’s d is Van Iddekinge et al. (2018) who choose to follow Hunter
& Schmidt (2004) as well, computing the corrected population correlation be-
tween ability, motivation and performance. Furthermore, they compute the
relative weight statistics in a regression model (Johnson 2000), which allows
them to look at effect sizes rather than statistical significance.

Former meta-analyses suggest very ambiguous results of the undermining
effect of rewards on motivation. Rummel & Feinberg (1988) present the first
complete meta-analysis of the effect but find no signs of rewards undermining
motivation (Cohen’s d = 0.329). Wiersma (1992) then claims the opposite,
reporting d = -0.5 for a group that had a free-time on a reward-contingent task.
Subsequent studies then start to differentiate between the effect of tangible and
verbal incentives on motivation. Deci et al. (1999) measure a positive effect of
verbal rewards on intrinsic motivation (Cohen’s d = 0.3) and put this positive
relationship into direct contrast with tangible rewards where they state that
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the opposite is the case (d = -0.4 for task-contingent rewards). Similar numbers
are presented by Cameron & Pierce (1994) and Tang & Hall (1995), who find
that verbal praise increases intrinsic motivation (d = 0.38 & d = 0.34) and
that tangible, task-contingent rewards undermine this motivation (d = -0.21
& d = -0.51). Deci et al. (2001) further strengthen this claim by providing a
result of d = -0.39, again with the task-contingent rewards. The last of the
former studies focusing on the undermining effect, namely Eisenberger et al.
(1999); Cameron (2001); Deci et al. (2001), more or less present results that
are in line with the six above discussed analyses. Their claims differ mainly
in the technical details of the topic. We refer the reader to the original works
for further detail. Nevertheless, we can say that a possible undermining effect
might appear in our work due to the reward scheme we choose to employ, which
we further discuss in Section 4.5.

Briefly summarizing the results of the rest of the former meta-analyses,
Jenkins et al. (1998) report an effect of financial incentives on performance,
which is not statistically different from zero. Cerasoli et al. (2014) take a
step away from the other meta-analyses and observe the combined effect of
both intrinsic and extrinsic motivation on performance and find that intrinsic
motivation is a solid predictor of performance regardless of whether rewards are
present or not (ρ = 0.21−0.45). Their results suggest that rewards and intrinsic
motivation do not have to work in the opposite direction, which contrasts with
one part of the undermining effect theory. Van Iddekinge et al. (2018) claim
that the effects of ability and motivation on performance are additive rather
than multiplicative and that the ability-motivation interaction may not fully
explain or predict performance.

Even though we have gone only to the shores of reward and motivation
theory, we now redirect our focus to this meta-analysis. Similarly to the works
of Cerasoli et al. (2014) and Van Iddekinge et al. (2018) we leave the topic
of undermining intrinsic motivation and instead try to answer a question yet
unexplored: how does the effect of rewards-motivation behave when we look at
it from the perspective of the economic literature and what could be driving it.
Thus, our approach will differ significantly from the former meta-analyses in
the sample of studies on which we collect our data. We filter out only studies
published in economic journals, which should allow us to observe the behaviour
of the effect from an economic point of view. Furthermore, we may compare
this behaviour to the existing results of the primary meta-analyses. Last but
not least, we follow and build on the example of Cameron & Pierce (1994) by
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searching for selective reporting in the literature.

4.3 The dataset
A crucial basis for a meta-analysis is a well-targeted and sufficiently wide list
of studies. We search the literature on financial incentives and motivation via
Google Scholar’s full-text search engine concentrating on studies exclusively
from the field of economics. We filter the search for the top 30 economic journals
according to the IDEAS/RePEc aggregate rankings to set the bar for quality
while aiming at the same time to reduce the number of studies for feasibility.
The final query that produces the most relevant hits to our topic ended up
in the following form: ("financial rewards" OR "money" OR "financial
incentive" OR "financial incentives" OR "monetary incentives") AND
("motivation" OR "performance") effect affect experiment intrinsic
extrinsic reward. We complete the search, along with the final list of jour-
nals to which the query was applied, during July 2020, taking into account
the volatile nature of the IDEAS/RePEc ranking. The Google Scholar search
yields a total of 202 studies, which we categorize and save.

Next, we apply two additional inclusion criteria: First, each study must
capture an experiment that observes the relationship between an incentive and
its effect on subjects’ measurable performance. Second, given the nature of the
methods later used in this research, each study must report an effect together
with its standard errors. The result is a total of 44 relevant studies, the esti-
mates of which we subsequently code. The overview of studies we include in
the meta-analysis is presented in Table 4.1.

Table 4.1: Studies used in the meta-analysis

Alberts et al. (2016) Dohmen & Falk (2011) Konow (2010)
Angrist & Lavy (2009) Duflo et al. (2012) Kremer et al. (2009)
Angrist et al. (2009) Dwenger et al. (2016) Lacetera et al. (2012)
Ariely et al. (2009) Erat & Gneezy (2016) Lazear (2000)
Ashraf et al. (2014) Fehr & List (2004) Levitt et al. (2016)
Barrera-Osorio et al. (2019) Fehr & Goette (2007) Li Tao et al. (2014)
Boyer et al. (2016) Fehr & Schmidt (2007) Meier (2007)
Bradler et al. (2019) Fehr et al. (2013) Mellström & Johannesson (2008)
Cappelen et al. (2017) Fershtman & Gneezy (2011) Nagin et al. (2002)
Celhay et al. (2019) Friedl et al. (2018) Oswald & Backes-Gellner (2014)
Charness & Gneezy (2009) Fryer Jr (2011) Schall et al. (2016)
Charness & Grieco (2019) Gallier et al. (2017) Sliwka & Werner (2017)
Coffman (2011) Homonoff (2018) Sudarshan (2014)
Conrads et al. (2016) Karlan & List (2007) Takahashi et al. (2013)
De Quidt (2018) Kirchler & Palan (2018)

To accomplish a rigorous approach to data collection we thoroughly read
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each study and establish a stable coding scheme. The original effect of each
study, collected along with its standard error, captures the relationship between
incentives and a measurable kind of output (e.g., a change in physical/mental
performance, students’ Grade Point Average (GPA), among others). Based on
these output types we categorize the effect into the effect variable that allows
us to focus on different kinds of performance while simultaneously observing
the effect as a whole.

The original effect in some studies captures a positive influence on perfor-
mance, while in others it captures a negative one. In the first case, the higher
the effect, the better the performance, such as when measuring the number of
clicks a subject makes in a given time frame. In the other case, a higher effect
indicates worse performance, such as when measuring the time taken to finish
a task. We remedy this problem by using a dummy variable equal to one if
this relationship is positive and transform the PCC of estimates with a nega-
tive relationship to negative numbers by multiplying it by (-1). This approach
allows us to unify the effect’s direction, meaning that an increase in the effect
size always indicates better performance/outcome and consequently becomes
straightforward to compare.

Studying the actual treatment effect of experiments in included studies we
need to identify whether the subjects of each experiment actually received any
reward or not. To separate the observations that correspond to control groups
without any rewards we code a dummy variable grp_reward. Out of 1655 in
total, we discard from the analysis 87 observations corresponding to control
groups (5.55%).1

Besides these variables pivotal for our analysis, we systematically code other
explanatory variables to include additional information. First, we include stan-
dard information of each study sub-sample such as the number of observations,
sample size, name of the dependent variable, or whether the data are panel
or cross-sectional. Furthermore, we control for the time span over which the
particular experiment took place along with its average year; if it is performed
in the lab or field environment; or whether crowding out intrinsic motivation
theory appears in the study to control for utilization of this theory behind the
motivation among researchers.2 We also searched for the journal impact factor

1We do not perform any between-group analysis of differences in treatment and control
groups due to large discrepancy in group sizes.

2Studies that does not mention this theory are Lazear (2000); Karlan & List (2007);
Angrist & Lavy (2009); Kremer et al. (2009); Dohmen & Falk (2011); Fehr et al. (2013);
Alberts et al. (2016), among others.
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according to RePEc, and the number of citations for each study to control for
additional publication information.3

Next, we code the basic characteristics of experimental design. By distin-
guishing whether the experiment has positive or negative framing we control
for features of the reward scheme. We also take into account the nature of the
task by coding whether it was cognitive or manual, measured quantitatively
or qualitatively, and is appealing or not. We control also for the type of mo-
tivation subjects received during the task (altruism, trust, reciprocity fairness,
monetary).

Lastly, we code subject-pool characteristics: whether it is made of students
or a more general sample of the population (students, employees, or both); the
gender of the subject pool expressed by the ratio of male to female subjects; the
average age of the subjects; and whether the authors drew the subject-pools
from a developed or developing country.

With these specifications, we gather 1568 estimates of the original effect of
incentives on motivation from the years 2000 to 2019, collecting in our opinion
a representative dataset covering the latest literature on our topic. The com-
plete list of the variables and detailed reasoning behind the choice appears in
Section 4.5 devoted to heterogeneity analysis. Our dataset yields more than
120,000 data points in total. We follow the reporting guidelines for meta-
analysis compiled by Havranek et al. (2020).

The effect variables we code measure the relationship between incentives and
output such as a change in physical/mental performance, pro-social behaviour,
or students’ Grade Point Average. This makes the collected estimates to be
diverse in nature and size. We, therefore, need a measure that allows us to
unify and compare the effects. Previous meta-analyses used mostly Cohen’s
d (e.g. Cameron & Pierce 1994; Jenkins et al. 1998) or Pearson correlation
(Cerasoli et al. 2014; Van Iddekinge et al. 2018). Those measures are, however,
inapplicable in our case. We would not be able to calculate Cohen’s d for every
data point since our dataset contains necessary estimates for control groups in
only 13 studies out of the 44 (29.55%). Pearson correlation coefficient on the
other hand does not control for confounding variables.

Given the diverse nature and size of the collected estimates, we instead need
a measure that would allow us to unify and compare the varying effects and
would also control for omitted variables. A Partial correlation coefficient (PCC)
is presumably the most fitting choice, appearing as a standard in numerous

3Data were collected through July 2020.
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meta-analyses (e.g. Doucouliagos & Laroche 2003; Zhou et al. 2013; Valíčkova
et al. 2015; Zigraiova & Havránek 2016). In short, it is a measure capturing the
strength of the relationship between two variables using t-values and degrees of
freedom while ignoring the size of the dataset (Stanley & Doucouliagos 2012).

Choosing this procedure allows us to partially mitigate the differences in
scales of the effect and its nature while highlighting the size of the relationship
between our two variables—rewards and performance. To calculate the partial
correlation coefficient, we use the following formula:

PCC = t√
t2 + df

, (4.1)

where t stands for the t-statistic of the reported coefficient and df indicates
the number of degrees of freedom in the estimation. The inclusion criteria we
employ ensure we can code into the dataset both the original effect and its
standard error for every study. This enables us to calculate the t-statistic for
all collected observations, further establishing the PCC as the optimal choice
for measuring the effect. We obtain the corresponding standard errors of the
PCC following calculation:

SEP CC =
√︄

(1 − PCC2)
df

. (4.2)

The distribution of PCCs shows several outliers. We address the poten-
tial influence of these outliers on our analysis by winsorizing at the 1% level.
This level provides the best trade-off value between the necessary external
intervention into the data and the results’ stability.4 Final partial correlation
coefficients across individual studies after winsorization are shown in Figure 4.1.

To further understand the behaviour of the underlying effect in our data, we
present the mean of said effect and the corresponding confidence intervals across
various subsets of data in Table 4.2. Doucouliagos (2011) collects 22,141 esti-
mates of Partial correlation coefficients in the field of economics and introduces
guidelines for its reporting. He provide three bands of PCC sizes: 1) small with
PCC below ±0.07, 2) Medium with PCC ∈ [±0.07; ±0.32], and 3) Large with
PCC above ±0.33. The baseline effect in our case shows a mean Partial cor-
relation coefficient of 0.046, which suggests a small incentive-motivation effect
according to these guidelines. Looking systematically at the variables having
the highest impact on mean statistics, we find a medium effect in some cases but

4The results are robust to changes in standard winsorization levels (1%, 2,5%, 5%).
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Figure 4.1: Partial correlation coefficient across individual studies

Note: This figure shows a box plot of the partial correlation coefficient estimates across individual studies.
Data winsorized at 1% level. PCC = Partial Correlation Coefficient.

never the Large one. We first highlight the increased effect size during game-
based and work-based tasks (0.073 & 0.067). The Game variable specifically
retains this above-average size even through the weighing procedure (0.085),
proposing that the subjects show more effort during the typical controlled ex-
periment in which a game is typically presented as a task. This finding appears
to be backed up by the unusually large coefficient tied to the Lab study variable
(0.091) belonging to the band of medium coefficients (Doucouliagos 2011). It
equals almost three times its field counterpart even across weighted specifica-
tions (0.100). Next, the effect observed during the appealing tasks is more than
2.5 times larger than the effect observed during the non-appealing tasks (0.069
& 0.025). Weighting by the inverse of the number of estimates shows even more
dispersed results (0.063 & 0.014) indicating that subjects perform better when
the task is attractive. On contrary, non-appealing tasks drag the overall mean
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down. This difference is also highly statistically significant, suggesting that
the task nature might substantially determine subjects’ motivation. Last but
not least the Reciprocity coefficient (0.100) remains relatively high even after
the weighing procedure (0.110). This unusual increase may suggest that so-
cial influence plays a large role in determining the subjects’ motivation during
the experimental task. We provide a detailed discussion about the individual
variables in Section 4.5.

4.4 Publication bias
Statistically significant results are easier to publish leaving the less significant
effects to appear in the literature less often. The latter tend to be ’left in the
drawer’ unpublished, leading to a general overestimation of the reported effects
(Stanley 2005). When an outlier appears in the data, it is feasible for the author
to disregard it on an individual level. A problem appears when this ’byproduct
of the research’ occurs systematically, possibly leading to selective reporting or
so-called publication bias.5 Preference of researchers for statistical significance
is becoming more present in recent literature since systematic and quantitative
methods are used increasingly often (Rothstein et al. 2005).6 The selective
reporting of some estimates (typically those that are intuitive and statistically
significant) has been identified as a serious threat to the credibility of empirical
economics (Ioannidis et al. 2017). Nansen McCloskey & Ziliak (2019) compare
selective reporting to the Lombard effect, in which speakers increase their vocal
effort in the presence of the noise to outweigh it. To uncover the underlying
patterns behind the effect of rewards on motivation, we focus in this chapter
on detecting publication bias in our literature sample.

Even though several meta-analyses occur before our research in the existing
literature, the publication bias is treated in only two of those we mention in
Section 4.2. Cerasoli et al. (2014) use the so-called ’File drawer analysis’ to
correct for the publication bias. This technique indicates the number of un-
retrieved studies, averaging an effect size of zero, that would have to exist in

5Selective reporting is commonly called publication bias but this phenomenon is not
limited to published papers only.

6Selective reporting was documented in various fields in economics, several examples
are Sterling (1959); Easterbrook et al. (1991); De Long & Lang (1992); Thornton & Lee
(2000); Rothstein et al. (2005); Stanley (2005); Ioannidis & Trikalinos (2007); Stanley &
Doucouliagos (2012); Brodeur et al. (2016; 2020a); Tokunaga & Iwasaki (2017); Ugur et al.
(2018; 2020); Campos et al. (2019); Blanco-Perez & Brodeur (2020); Matousek et al. (2022).
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Table 4.2: Mean statistics across various subsets of data

Unweighted Weighted

Mean 95% conf. int. Mean 95% conf. int. No. of obs.

All estimates 0.046 0.039 0.054 0.040 0.032 0.048 1568

E
ffe

ct
ch

ar
s GPA of students 0.029 0.023 0.035 0.012 0.006 0.018 540

Charity 0.035 0.028 0.042 0.053 0.046 0.059 444
Game 0.073 0.049 0.097 0.085 0.060 0.110 437
Work 0.067 0.039 0.095 0.039 0.011 0.067 147
Positive effect 0.050 0.043 0.057 0.041 0.035 0.048 1362
Negative effect 0.023 -0.015 0.062 0.004 -0.035 0.042 206

Ta
sk

na
tu

re Appealing task 0.069 0.054 0.085 0.063 0.048 0.078 755
Non-appealing task 0.025 0.020 0.030 0.014 0.009 0.019 813
Quan. performance 0.043 0.033 0.053 0.043 0.033 0.053 1101
Qual. performance 0.054 0.044 0.065 0.033 0.022 0.043 467
Cognitive task 0.049 0.039 0.059 0.046 0.036 0.056 1106
Manual task 0.052 0.037 0.066 0.038 0.023 0.052 355

R
ew

ar
d

sc
he

m
e Reward scaled ≥ 0.2 0.074 0.062 0.086 0.063 0.050 0.075 644

Reward scaled < 0.2 0.027 0.017 0.037 0.013 0.003 0.023 924
Positive framing 0.048 0.039 0.058 0.040 0.031 0.049 1303
Negative framing 0.033 0.022 0.044 0.031 0.020 0.041 189
All paid 0.054 0.044 0.064 0.049 0.039 0.059 1162
Reward own 0.045 0.035 0.054 0.025 0.016 0.035 1268
Reward else 0.054 0.043 0.065 0.058 0.047 0.069 300

M
ot

iv
at

io
n Altruism 0.046 0.037 0.056 0.055 0.046 0.065 456

Trust 0.210 0.092 0.327 0.082 -0.035 0.200 24
Reciprocity 0.100 0.079 0.126 0.110 0.091 0.139 161
Fairness 0.020 -0.013 0.052 0.024 -0.008 0.0569 237
Monetary 0.037 0.028 0.046 0.014 0.005 0.023 690

St
ud

y Lab study 0.091 0.072 0.110 0.100 0.082 0.120 366
Field study 0.033 0.025 0.041 0.034 0.026 0.042 1202
Crowding-out 0.051 0.041 0.060 0.033 0.023 0.042 765

Su
bj

ec
t

an
d

co
un

tr
y Students 0.038 0.027 0.049 0.025 0.014 0.036 957

Employees 0.065 0.039 0.091 0.062 0.036 0.088 113
Mix 0.058 0.047 0.069 0.053 0.043 0.064 498
Gender > 0.5 0.055 0.038 0.071 0.040 0.023 0.056 440
Gender < 0.5 0.049 0.033 0.064 0.033 0.018 0.048 348
Developed country 0.045 0.036 0.054 0.039 0.031 0.048 1305
Developing country 0.055 0.042 0.069 0.048 0.035 0.062 253

M
et

ho
do

lo
gy

an
d

da
ta OLS 0.042 0.032 0.053 0.026 0.016 0.037 895

Logit -0.007 -0.021 0.007 0.003 -0.012 0.017 75
Probit 0.034 0.002 0.066 0.018 -0.014 0.051 141
Tobit 0.140 0.046 0.241 0.042 -0.055 0.140 48
Fixed-effects 0.026 0.007 0.046 0.026 0.007 0.046 61
Random-effects 0.120 0.061 0.176 0.050 -0.007 0.108 44
Diff-in-diff 0.045 0.025 0.064 0.045 0.025 0.064 43
Other method 0.088 0.052 0.124 0.042 0.005 0.078 58
Cross-sectional data 0.057 0.042 0.072 0.052 0.037 0.068 700
Panel data 0.038 0.031 0.044 0.019 0.012 0.025 868

Note: This table presents basic summary statistics of the partial correlation coefficients on various
subsets of data. Weighted = weighted by the inverse number of estimates reported by each study. GPA
= Grade Point Average, OLS = Ordinary Least Squares, Diff-in-diff = Difference in Differences. For a
detailed explanation of the variables, see Table 4.7.

file drawers to reduce the effect size in question to one of two levels (p > 0.10
or p > 0.05). i.e. making the results of a meta-analysis insignificant.7 Un-
fortunately, Rosenthal & Rubin (1988) argues why these results of File drawer
analysis are not directly comparable to our analysis. Cameron & Pierce (1994)
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provide a measure of publication bias comparable to our findings. They use
the effect sizes as a function of reward characteristics and display them in the
funnel plots. They report little to no evidence of publication bias in their work.
Considering the year of publication of Cameron & Pierce (1994), we find it very
interesting to look for the publication bias in the rewards-motivation literature
using a more recent literature sample together with more novel methods of its
detection. In our search for publication bias, we follow the methodology of Zi-
graiova & Havránek (2016); Gechert et al. (2022), and Havránek et al. (2020),
among others.

There are several perspectives one can look from at the effect of rewards on
motivation. A purely economic point of view would suggest that people react
to incentives and therefore rewards would positively affect motivation. People
indeed provide performance—work—in exchange for a pay. A positive estimate
of the effect of rewards on motivation and performance supports this idea.
On contrary, the psychological theory of crowding out the intrinsic motivation
by Deci (1971) says that rewards can have an undermining effect on one’s
intrinsic motivation. Looking at the publication bias from this perspective
would suggest negative estimates of the underlying effect. There are both
negative and positive estimates present in our dataset with an overall mean
value of 0.046.

Selective reporting turns out as a correlation between point estimates and
their standard errors. Following the standard approach of meta-analysis liter-
ature of Egger et al. (1997); Cazachevici et al. (2020); Matousek et al. (2022),
we explore this correlation visually through the funnel plot. Estimates of the
effect are plotted against the inverse of the standard error (precision). The
higher the precision, the closer the estimates should be to the true underlying
effect. The more imprecise the estimates are, the more scattered they shall ap-
pear, creating an inverted funnel. In case of a publication bias against negative
or positive estimates that are in contrast with popular beliefs, the funnel plot
would appear asymmetrical. In other cases, the plot becomes hollow at certain
parts due to the omission of low magnitude insignificant effects. In our case,
estimates of the effect are represented by partial correlation coefficients plotted
against the standard error’s precision that is calculated simply as 1/SEP CC .
The right-hand side of the funnel plot in Figure 4.2 appears somewhat denser.

7File drawer analyses of Cerasoli et al. (2014) indicate that 586 studies reporting null
findings would be necessary to reduce their population estimate to p = 0.05, suggesting the
threat of inadequate search to be low in their case.



4. Incentives and Motivation: A Meta-Analysis 94

Large precise negative estimates are missing in contrast to their positive coun-
terparts, indicating possible preferential reporting of positive effects of rewards
on motivation in economic literature.

Figure 4.2: Funnel plot (Egger et al., 1997)

Note: The figure displays a funnel plot as described by Egger et al. (1997).
Such plot should be symmetrical in case of no publication bias. Winsorized
outliers were hidden for better clarity of the effect but remained in the cal-
culations.

Nevertheless, conclusions based on a visual inspection are always subjective.
To search for potential publication bias more rigorously, we employ a number
of both linear and non-linear statistical tests. Shown to be excellent when it
comes to publication bias detection (Stanley 2008; Moreno et al. 2009), we first
proceed to the so-called funnel asymmetry test (Egger et al. 1997, FAT-PET).
It aims to observe for potential correlation between the estimates and their
standard errors through the following regression:

PCCij = β0 + β1 ∗ (SEP CC)ij + uij, (4.3)

where PCCij denotes the i-th partial correlation coefficient with its stan-
dard error (SEP CC)ij observed in the j-th study. The intercept β0 shows the
true underlying effect corrected for publication bias, β1 captures the direction
and magnitude of this bias, and uij represents the regression error term. In
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theory (Stanley 2005; 2008), the estimates should be uncorrelated with their
standard errors, for the opposite would suggest preference of some results over
others, such as those with higher statistical significance. In the following tables
capturing the calculation results, we refer to β0 as the ’Effect beyond bias’ and
β1 as the ’Publication bias.’

Table 4.3 shows the results of the funnel asymmetry tests. We cluster the
standard errors at the study level and assume exogeneity in the model. The
first column shows the results of a simple OLS regression; the second and
third columns account for unobserved heterogeneity by employing Fixed and
Random effects estimators, respectively; the fourth column presents the results
for different sizes of studies by weighing the equation by the inverse of the
number of estimations collected from each study; the last column presents a
weighted least squares estimator addressing the apparent heteroskedasticity of
Equation 4.3 using precision as the weight (Ioannidis et al. 2017).

The tests confirm the hypothesis about publication bias, the estimates and
standard errors are correlated at a high level of significance across four out of
five estimations. Even though with a non-significant value, the publication bias
drops when weighed by the number of estimates per study. This drop suggests
that a certain studies may drive the publication bias. We can observe this also
in Figure 4.2 where estimates are clustered around specific values. Looking
further at the results in Table 4.3, FAT-PET suggest that the size of the true
corrected value of the underlying effect should be much smaller than a simple
average of estimates would indicate.

Table 4.3: Linear tests for publication bias

OLS FE RE Study Precision

SE 0.319** 0.879*** 0.627*** 0.203 0.879***
Publication bias (0.131) (0.037) (0.125) (0.134) (0.172)

Constant 0.032*** 0.014*** 0.020*** 0.035*** 0.014***
Effect beyond bias (0.004) (0.001) (0.003) (0.004) (0.003)

Studies 44 44 44 44 44
Observations 1568 1568 1568 1568 1568
Note: The table displays the results of estimating P CCij = β0 + β1 ∗ (SEP CC)ij + uij , where
P CCij denotes the i-th partial correlation coefficient, and (SEP CC)ij its standard error observed
in the j-th study. OLS = Ordinary Least Squares. FE = Fixed Effects. RE = Random Effects.
Study = We weigh the estimates by the inverse of the number of observations reported per
study. Precision = We weigh the estimates by the inverse of their standard error. Standard
errors, clustered at the study level, are included in parentheses. * p < 0.1, ** p < 0.05, ***
p < 0.01

While the previous tests provide a good baseline in search for publication
bias, they assume a linear relationship between the PCC and its standard error,
which might lead to imprecise estimation if this assumption is not met. One
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should also be aware that the FAT-PET method tends to underestimate the
’true underlying effect’ when it is different from zero (Stanley & Doucouliagos
2014; Bom & Rachinger 2019). Stanley (2008) have shown with the use of
Monte Carlo simulations that linear approximations are not precise enough
since selective reporting is a more complex function of the standard error. These
imperfections, among others, are the reason we employ non-linear techniques
to describe publication bias in rewards-motivation literature. We present the
results of these tests in Table 4.4.

The first method we employ is the Weighted Average of Adequately Pow-
ered estimates (WAAP) technique proposed by Ioannidis et al. (2017). They
suggest using unrestricted WLS only on estimates of those studies that are ad-
equately powered with power level > 80%. The method tests this condition by
comparing the calculated standard errors to a power threshold defined using
statistical significance level and adequate power level. As Ioannidis et al. (2017)
explain further, WAAP is well suitable for estimating the publication bias size,
as it does not require specification of numerous implicit properties regarding
the bias. In our dataset, we find a total of 331 estimates, which satisfy the
assumption of adequate power. WAAP estimate shows the underlying effect
beyond the bias of 0.024, which is almost precisely at the average level of linear
tests from Table 4.3 (0.023).

Stanley et al. (2010) suggest a very straightforward approach to testing for
publication bias, specifically discarding 90% of the data and leaving only the
remaining 10% with the highest precision in the sample (naming the method
Top10 ). They consider that studies may be published based on the statistical
significance of their reported effect. They further argue that most of the sample
could be, because of this property, not representative of the true effect and thus,
it should be preferable to leave out most of the data and look only at the most
precise part. In our dataset, that makes for a total of 157 observations. The
top10 method slightly decreases the effect beyond bias to 0.019.

Furukawa (2019) builds on the Top10 method but suggests using a non-
arbitrary portion of the most precise estimates out of the sample - the stem
of the funnel plot. Furukawa (2019) seeks to minimize the mean square er-
ror optimizing thus the trade-off between efficiency and bias. As less precise
estimates are included with a growing number of observations, the efficiency
but also the bias increase. The threshold where observations are discarded is
determined endogenously using observations with the lowest MSE. Figure 4.3
shows the implementation of the Stem method on our data sample.
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Figure 4.3: Stem-based method

Note: This figure shows a non-linear estimation of the underlying effect,
according to Furukawa (2019). The orange diamond represents the stem-
based estimate of the partial correlation coefficient, with the orange line
corresponding to the 95% confidence interval. The dark gray line corresponds
to estimates throughout various levels. The dark blue diamond indicates the
minimal precision above from which the model calculates the stem. The
purple circles correspond to individual estimates of the partial correlation
coefficient.

We further test for publication bias using the Selection model proposed by
Andrews & Kasy (2019). It assumes that the probability of publication changes
significantly when thresholds for the t-statistic predefined by the authors are
reached. Andrews & Kasy (2019) suggest correcting the bias by utilizing con-
ditional publication probability, which represents the probability of a study
being published as a function of a study’s results. The Selection model pro-
cedure estimates pure zero when utilizing t-distribution at the 5% significance
level (t-statistic of 1.96).

Lastly, we employ the Endogenous Kink (EK) meta-regression model of
Bom & Rachinger (2019). This approach identifies a kink at a specific cut-
off value of the standard error, below which it would be highly improbable to
find any publication bias. Having obtained this kink, Bom & Rachinger (2019)
propose fitting a piece-wise linear regression of the collected estimates on their
respective standard errors to identify the underlying effect. This method iden-
tifies the large portion of publication bias (0.879) at the overall effect, leaving
the effect beyond bias generally small (0.013).
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Table 4.4: Non-linear tests for publication bias

WAAP Top10 Stem Selection Kink

Publication bias 0.879***
(0.153)

Effect beyond bias 0.024*** 0.019*** 0.021*** 0.000 0.013***
(0.003) (0.004) (0.007) (0.001) (0.002)

Note: The table reports estimates of the effect beyond bias using six non-linear methods and
estimates of the publication bias obtained using two of these methods. WAAP = Weighted
Average of the Adequately Powered estimates. Top10 = Top10 Method. Stem = Stam-based
method. Selection = Selection model estimate. Bias = Hierarchical bias model. Kink =
Endogenous kink. Standard errors, clustered at the study level, are included in parentheses.
* p < 0.1, ** p < 0.05, *** p < 0.01

We present the estimation results of the non-linear methods in Table 4.4.
In sum, the non-linear tests further support the results we obtained from the
FAT-PET tests. Four of these non-linear methods suggest a minimal yet highly
significant effect beyond bias, which would confirm the patterns in the be-
haviour we observed up to this point. As the first four models do not look for
publication bias, we do not report this statistic for these models.

Our dataset consists of results obtained during experiments, each of which
naturally contains unique methodological procedures that cause differences in
the results of individual studies. Although we aim to control for these differ-
ences in many characteristics of the study design, some of these features might
be hardly codified, unobserved and correlated not only with the reported effect
but also with the reported standard error. We partially address this problem of
our results being spurious by relaxing the exogeneity assumption we have been
holding and we move on to testing for potential endogeneity of the standard
errors.

Following Stanley (2005), Havranek (2015), or Matousek et al. (2022) we
first use instrumental variables estimation as an alternative to funnel asym-
metry testing and the most widely used correction for errors-in-variables bias.
We choose the inverse of the square root of the number of observations as an
instrument for the standard error since it correlates to the standard error by
definition. The results of instrumental regression in Table 4.5 are not statisti-
cally significant but in line with our previous findings.

Next, we perform a p*uniform technique developed by van Aert & van Assen
(2020). It builds on the idea of the uniform and even distribution of p-values
around the underlying effect value. It tests for this assumption by observing
the distribution of p-values in the sample at various points and evaluates their
distribution. Such distribution will appear uneven or quite commonly clustered
around specific statistically significant values if publication bias should exist in
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the sample. The results in Table 4.5 show evidence of publication bias that is,
however, not significant. The mean corrected effect is 0.021 and significant at
the 5% level.

To continue our search for publication bias, we conduct a method inspired
by Gerber & Malhotra (2008) and Brodeur et al. (2020c) called the Caliper test.
Typically employed in psychology, it tries to identify a systematic break related
to publication bias at a particular psychologically important level (such as 0 for
the point estimate or 1.96 for the t-statistic). This approach does not assume
any relationship between the effect and its standard error. Instead, it looks at
the distribution of t-values obtained by computations using these two statistics.
More specifically, Gerber & Malhotra (2008) suggest looking around specific
statistically significant values on small enough intervals to detect potential
jumps in the distribution. If any particular statistical value tends to be over-
reported in the sample, a notable jump will then appear around that value.

The t-statistic distribution in Figure 4.4 shows several peaks in reported
t-values notably at 1.96 and -1.96 corresponding to 5% statistical significance
levels. We confirm this visual suspicion empirically and examine the frequency
of t-values reported around these with calipers 0.05, 0.1, and 0.2 points wide.
The results of specified intervals are in Panel A of Table 4.6. We can interpret
the values as the difference between the number of observations above and
below the given threshold where the default value is the even distribution with
50% on each side. A coefficient of 0.370, for example, means that estimates
above the threshold are 37.0 percentage points above the even distribution. The
result therefore is 87.0% (50% + 37.0 %) of estimates above the threshold and
13.0% below. The tests suggest a significant discrepancy between the number
of observations reported on each side of the threshold. There is a significant
preference for results at the 5% significance level present in our sample.

Elliott et al. (2022), however, points out that in caliper tests and alike the
researcher must arbitrarily specify the values where breaks in the distribution
are expected. They derive two new rigorously founded techniques using a
conditional chi-squared test that does not require the arbitrary definition of
the breaks. Instead, the test slices the data to a specified number of bins and
sets, therefore, the "bars" dynamically. The first technique is a histogram-based
test for non-increasingness of the p-curve, the second one is a histogram-based
test for 2-monotonicity and bounds on the p-curve and the first two derivatives.
In their applications, Elliott et al. (2022) only focus on p-values below 0.15 and
use 15, 30, or 60 bins. We set the target cutoff threshold for the discontinuity
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Table 4.5: Relaxing the exogeneity assumption

Instrumental
Variables p-uniform*

Publication bias 0.194 2.17
(2.696) (0.14)

{-5.09;5.47}
Effect beyond bias 0.037 0.021***

(0.121) (0.001)

First-stage robust F-stat 0.35
Studies 44 44
Observations 1568 1568
Note: IV = Instrumental Variable Regression; we use the inverse of the square
root of the number of observations as an instrument for the standard error.
Standard errors, clustered at the study level, are included in parentheses. In
curly brackets we show the two-step weak-instrument-robust 95% confidence
interval based on Andrews (2018) and Sun (2018). P-uniform* test for publi-
cation bias developed by van Aert & van Assen (2020); p-values are reported
in parentheses. The test uses the maximum likelihood estimation. * p < 0.1,
** p < 0.05, *** p < 0.01

Table 4.6: Tests based on distributions of t-statistics and p-values

Panel A: Caliper test due to Gerber & Malhotra (2008)
Threshold 1.96 Threshold -1.96

Caliper width 5% 0.370*** -0.366***
(0.038) (0.053)

N 33 18
n1/n2 29 / 4 2 / 16

Caliper width 10% 0.352*** -0.329***
(0.033) (0.045)

N 48 28
n1/n2 41 / 7 5 / 23

Caliper width 20% 0.303*** -0.310***
(0.023) (0.032)

N 99 54
n1/n2 79 / 20 10 / 44

Panel B: Test due to Elliott et al. (2022)
Test for non-increasiveness Test for monotonicity and

bound
p-value 0.09 0.05
Observations (p ≤ 0.15) 788 788
Total # observations 1655 1655
Note: Panel A shows the results of two sets of Caliper tests around t-statistic thresholds of 1.96
and -1.96. Caliper width 5% equals t ∈< 1.91; 2.01 > & t ∈< −2.01; −1.91 >, caliper width 10%
equals t ∈< 1.86; 2.06 > & t ∈< −2.06; −1.86 >, caliper width 20% equals t ∈< 1.76; 2.16 >
& t ∈< −2.16; −1.76 >. N = Number of observations found in each of the respective intervals.
n1/n2 = number of observations above and below the threshold, respectively, rounded to integers.
Standard errors, clustered at the study level, are included in parentheses. Panel B reports tests
developed by Elliott et al. (2022). * p < 0.1, ** p < 0.05, *** p < 0.01

test similarly at 0.15 while using equally distributed 30 bins due to the smaller
dataset size. We present the results of the test in Panel B of Table 4.6. We
reject the null hypothesis of the absence of the publication bias on 90% interval.
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In sum, the vast majority of the tests for publication bias conducted in this
section tell the same story: first, there appears to be a positive effect of rewards
on motivation, and second, similarly to the rest of the empirical research in eco-
nomics, the literature estimating the effect of rewards on motivation is affected
by publication selection bias as well. We conclude with the average Partial cor-
relation coefficient of the effects of rewards on motivation in our results being
0.023. Compared to the simple mean of PCC for all estimates reaching 0.046,
our result is exactly half the size, suggesting that the strength (i.e. statisti-
cal significance) of the effect is exaggerated. Our findings, however, may be
secretly correlated with hidden drivers we have not had the chance to reveal.
Moreover, the effect certainly varies across experimental contexts and also in-
dividuals. Next, we thus turn our attention to uncovering the heterogeneity in
our dataset.

Figure 4.4: T-statistic distribution

Note: The figure displays the distribution of t-statistics of the reported
estimates in our dataset. The two red lines highlight the critical values
1.96 and -1.96, both at the 5% level of significance. The orange dotted line
represents the mean t-statistic value in the distribution. We hide winsorized
outliers in the figure for better clarity but include them in the calculations.
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4.5 Heterogeneity
As discussed in previous sections, the substantial heterogeneity in the estimates
of the effect of rewards on motivation reported in the experimental literature
has already been stressed before. The research synthesis of this topic spans
from works of Rummel & Feinberg (1988) and Wiersma (1992) to present one
of Van Iddekinge et al. (2018). Figure 4.1 graphically illustrates this hetero-
geneity at the study level. To better understand the potential drivers behind
the rewards-motivation effect, we now search for the sources of heterogeneity
within our data and studies. We intend to quantitatively define the influence of
numerous factors on the underlying effect. We try to explain the differences by
regressing the partial correlation coefficients on their standard errors together
with 32 additional explanatory variables that aim to capture the observable dif-
ferences in the context of various experiments. Next, we aim to verify whether
our previous findings of publication bias prove robust in controlling for hetero-
geneity. To both these ends, we employ model averaging.

4.5.1 Variables

Table 4.7 lists and explains the explanatory variables that we include in our
meta-analysis. We include the description of each variable, its mean, and stan-
dard deviation. We divide the variables into the following categories that de-
scribe experimental as well as technical features of the studies: Effect Charac-
teristics, Task nature, Reward scheme, Motivation, Study specifications, Sub-
ject and country characteristics, Estimation methodology and data, and Pub-
lication characteristics.

Effect characteristics

In terms of specifying the underlying effect itself, our approach varies signifi-
cantly from the one taken by most of the primary meta-analyses. Eight of the
studies focus on the undermining effect and, consequently, intrinsic motivation
as their dependent variable (see Section 4.2 for more details). On the contrary,
Jenkins et al. (1998); Cerasoli et al. (2014), and Van Iddekinge et al. (2018)
choose performance as their dependent variable. Cerasoli et al. (2014) is of
particular interest to us, since it points out that most other studies operate
only in laboratory settings, which makes it difficult to generalize their results
to the real environment (e.g., in schools, work environment, among others).
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Similar, substantial heterogeneity is immediately noticeable when looking
at the sample of studies in our dataset. To give only a few examples: Sliwka
& Werner (2017) try to observe whether varying wages have an effect on the
speed of subjects in counting blocks of numbers during a laboratory experi-
ment; Kremer et al. (2009) employ a large-scale experiment in Kenyan schools
to see whether money can improve performance of students during academic
exams; while Karlan & List (2007) test for charitable giving using mail solici-
tation to uncover the effects of money on altruistic behaviour. Fehr & Goette
(2007) simply pay bicycle messengers to see whether their delivery numbers
will improve.

With this kind of variety in the data, it seems unfeasible to simply lump
all of the effects into one category. This approach is heavily criticized in the
field. For example, Glass et al. (1981) argue that conclusions drawn when gen-
eralizing different effects are invalid. Distributing the effects into too many
categories would be on the other hand misleading for the reader as well as
technically infeasible. The analysis would lose its point. Some degree of gen-
eralization is necessary for a meta-analysis. One of the latest examples of a
meta-study with substantial heterogeneity in the estimates is e.g. DellaVigna
& Linos (2022) who compare interventions in research units, versus at scale
implemented in Nudge Units in governments. Fortunately, we observe a clear
underlying pattern between the studies, which allows us to create a reasonable
categorization according to their nature. Namely, we create four categories
capturing: students’ GPA, charitable giving, an outcome of a game or a sim-
ulation, and performance of employees at work. All of the studies collected in
our data fit into one of these four categories, making this setup appear suitable.
By our approach, we aim to choose a middle ground in the degree of general-
ization for enabling comparability and provide insights into the inner workings
between effects of different nature.

Besides this critical feature, we code one technical variable regarding the
effect characteristics—the ’Effect positive.’ In short, it is a dummy variable
capturing whether a higher effect is desirable or not. As we explained in Sec-
tion 4.3, this approach lets us unify the effect’s direction by transforming the
PCC with a negative relationship to negative numbers. Furthermore, it allows
us to distinguish whether the tasks measuring quantity/quality of the outcome
are more frequent than those measuring a decrease in time, GPA, or similar.
An exemplary setup of the positive effect appears in Dohmen & Falk (2011),
where more numbers multiplied during a task equals better performance, while
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a great illustration of the negative effect is the experiment conducted by Fer-
shtman & Gneezy (2011) where the subjects try to run a 60-meter race in the
fastest time possible.

Task nature

Following previous meta-analyses, we code task specifics as to the important
controls of experimental variations. Specifically, Tang & Hall (1995) focus on
the task appeal by codifying an ’Interest level’ among their five primary vari-
ables. Similarly to the purpose of our ’Appealing’ variable, it serves to specify
tasks that are of interest to the subjects. Jenkins et al. (1998), along with
Rummel & Feinberg (1988); Deci et al. (1999); Cameron (2001) distinguish
between extrinsic and boring tasks. A completely new outlook is proposed by
Cerasoli et al. (2014), as they argue that most of the previously mentioned anal-
yses study inherently exciting tasks. They further argue that numerous field
tasks, such as work in an organization or school attendance, are not necessarily
appealing to the subjects.

When it comes to task performance, theory predicts a stronger relationship
between intrinsic motivation and qualitative tasks rather than quantitative
ones (Kruglanski et al. 1971; Evans 1979). Such property is, for example,
attributed by Deci & Ryan (2000) to the effect of the performance nature on
one’s self-determination. We take inspiration from this theory by distinguishing
between quantitative and qualitative performance expressed in the variable
’Quantitative performance.’

Furthermore, we chose to distinguish between cognitive and manual tasks
to capture additional nuances of some experiments—captured by the variable
’Cognitive task.’ One such specification that a cognitive/manual setup allows
is to classify subjects’ performance during the lab experiments. We can clearly
distinguish between cognitive tasks such as solving puzzles and manual tasks
such as clicking on circles, both of which are featured in Takahashi et al. (2013).
Furthermore, using the cognitive/manual distinction, we can also categorize the
work in the ’employee’ group by its nature such as when employees took part
in a cognitive laboratory experiment (De Quidt 2018) versus when they were
observed working in a factory (Lazear 2000).8

8With this setup, we initially expected to find either large values of Value Inflation
factors (VIF) or correlation between the ’Cognitive task’ variable and the ’Effect GPA,’ where
virtually all students should partake in cognitive tasks. However, we could not confirm any
of these suspicions after a closer inspection of the model. We went through the dataset and
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Reward scheme

If we look at the primary studies, they mainly distinguish between three major
reward categories: if a reward is tangible or verbal—reward type, if one expects
the reward or not—reward expectancy, and whether the subjects receive the
reward for simply completing the task, completing it well, during a specific
time frame, or given other specifications—reward contingency. In Section 4.2
we mention that some authors (Cameron & Pierce 1994; Tang & Hall 1995; Deci
et al. 1999) suggest a simple task-contingency to have a detrimental effect on
motivation, while verbal and unexpected rewards should do the opposite. Such
classification, precisely or in part, is chosen by 9 out of the 11 primary meta-
analyses. Two studies, however, opt for a different classification (Cerasoli et al.
2014; Van Iddekinge et al. 2018). Van Iddekinge et al. (2018) choose to focus
more on the motivation as something that already exists, or rather something
that is but a means of predicting performance. With this approach, they do not
put much weight on the origin of the motivation. More interesting reasoning
behind reward scheme choice appears in Cerasoli et al. (2014). They see the
usual ’contingency continuum’ as unfit for their work because it considers a
controlled, laboratory environment. If one wants to observe a wide variety of
experiments, it should be suitable to choose a different scheme instead. Their
study, for example, discerns between different levels of reward salience, by which
it hopes to explain the relationship between incentives and performance better.

Given the wide range of the effects we capture, it seems only fitting to choose
a setup inspired by Cerasoli et al. (2014) when defining the reward scheme for
our meta-analysis. However, we decide to design the primary reward variable
as follows: first, we denote or calculate the treatment group subjects’ average
earnings; next, we gather information about the monthly median household
expenditure for each of the necessary countries;9 using this data, we finally
divide the logarithm of the treatment group average earning by the logarithm
of the median monthly expenditure naming this payoff measure variable as

found that the reason for this is the presence of several studies, where the subjects engage
in manual tasks. For instance, students were paid in Charness & Gneezy (2009) for gym
attendance, in Fershtman & Gneezy (2011) for running a 60-meter race and in Conrads
et al. (2016) for attending a conference as voluntary helpers. This allows us to keep the
specification mentioned above in the model.

9In some cases, we managed to obtain this statistic only in yearly intervals. In that case,
we took the statistic for the year in which the study occurred, and divided it by 12. When
the study took place over several years such as in the case of Kremer et al. (2009) or Lacetera
et al. (2012), we use its mid-year and obtained the information for that year.
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’Reward scaled.’ This approach allows us to quantify the importance of the
reward for the subjects.10

Looking at further specifications in this category, we also find noticeable
heterogeneity in how the subjects receive the reward, which we codify into three
variables. First, we target our attention to a fact whether the study rewards
its subjects at all instead of punishing them and code this into the variable
’Positive framing.’ Examples of positive framing are straightforward: Charness
& Grieco (2019) observed how the creativity of subjects changes depending
on financial rewards provided in various schemes (number of completed tasks,
tournament etc.); Fershtman & Gneezy (2011) used a tournament in a 60-
meter run among schoolchildren awarding them the prize for winning. In case
of a negative setting, we can mention an experiment of Levitt et al. (2016) in
which primary school students were offered various rewards that the authors
withdrew at the end of the experiment if the students did not reach a threshold
in the test; an introduction of a tax on the use of disposable plastic bags when
shopping in Homonoff (2018); or motivation of people to charitable giving by
Boyer et al. (2016).

’All paid’ variable then indicates that all subjects participating in the exper-
iment receive a reward, making it possible to observe the reward contingency
and expectancy. Paying all subjects implies that they are aware of a guaran-
teed future payment, possibly altering their behaviour accordingly, as noted in
Greene (2018). Often the subjects are guaranteed to receive a certain payment
if they voluntarily participate in a laboratory experiment, a show-up fee, such as
in the case of Cappelen et al. (2017) or Bradler et al. (2019). The opposite, i.e.
not always receiving a reward, is very typical for a school-based setting where
only the best students are awarded a scholarship (Angrist & Lavy 2009; Li Tao
et al. 2014). Apart from the above-mentioned scholarship, we also chose this
variable to control for lotteries that appear throughout our sample as a reward
(Gallier et al. 2017). Here, a sizable one-off reward gets compensated with the
low probability of receiving it, making the reward schemes more comparable.

The third variable tackling the reward heterogeneity is ’Reward own,’ which
equals one if the subjects receive the payoff for themselves. A nice example of

10We must note at this point that this procedure puts virtually all of the rewards our
subjects receive into the category ’tangible,’ where the literature predicts a strong ’under-
mining motivation’ effect. According to our perspective, it points out the meaningfulness of
experimental settings since economic experiments are based on the premise that subjects are
motivated to participate in the experiment by a reward that should be substantial enough
to attract them to the experiment.
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a case when the reward is given to someone else than the experiment subject
appears in Mellström & Johannesson (2008), where subjects have the choice to
donate their payoff (earned by participating in blood donation) to charity. We
chose this design with the goal of further accounting for altruistic behaviour
during the experiment.

Motivation characteristics

A crucial metric in measuring the effect of rewards on motivation is the intrinsic
motivation itself. Such motivation, however, may prove to be quite challenging
to measure. One of the standard methods, used for example by Cameron &
Pierce (1994); Wiersma (1992) or Cameron (2001), measures this motivation
as free time spent on a task after the experimenter stops providing the subject
with rewards, together with expressed self-interest in the task and willingness
to participate in it without any reward.11 An intriguing variable that might
fit into this category would be to distinguish whether extrinsic incentives (i.e.,
rewards) were present or absent in this setting (Cerasoli et al. 2014). This
approach would allow us to control for pure non-monetary motivation during
specific experiments. Unfortunately, we found it impossible to implement it in
our sample since virtually all studies include a group that received a monetary
reward. A middle ground between the type of reward received also appears
in some studies. Kirchler & Palan (2018) sometimes gives only a compliment
during a food order as an extra reward by the researcher. The subjects are,
however, still paid for the service provided, making the distinction unclear and
likely impossible.

We opt for a different approach while analyzing subjects’ motivation that
lies behind their behaviour. We classify the experiments into five possible cat-
egories distinguishing the following five driving effects of motivation: altruism,
trust, reciprocity, fairness, and pure money. This setup gives us an idea of
whether the performance change is induced by sole monetary incentives such
as in for example Gechert & Siebert (2020) or may have a different underlying
driving force. To compare our approach to the literature we might choose, for
example, a study of Ariely et al. (2009) who designs the experiment to observe
the influence of monetary incentives on the interaction between the subjects’
pro-social behaviour and their internal perspective of the task that are induced
by these rewards. Moreover, even though it disregards the standard measure

11This reported self-interest is also the primary source of computations in primary meta-
analyses that employ Cohen’s d we have discussed in detail in Section 4.2.
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of intrinsic motivation, the economic aspect of motivation gets highlighted in-
stead.

We also stress an additional advantage of our approach since together with
other categorical effect characteristics (such as ’Effect Charity’ and ’Altruism’
variables) this classification carries some new hidden information.12 Such dis-
tinctions appear, for instance, in Konow (2010) or Gallier et al. (2017). In both
of these studies, the subjects take part in a dictator game (which classifies the
effect as ’Game’) but have the option to transfer their endowment to charity
instead of the recipient, giving ground to altruistic behaviour. This clear dis-
tinction serves as new information to the model and can be put into direct
contrast with, for example, the purely altruistic charitable setting, such as in
Karlan & List (2007) or Mellström & Johannesson (2008).

Study specifications

The most important study specification is its general estimation setup—whether
the study employs a controlled laboratory experiment or a field experiment.
Both Jenkins (1986) and Jenkins et al. (1998) suggest that the laboratory set-
ting may yield more substantial effects than its counterpart making it thus a
clear candidate for the influential response variable. The laboratory experi-
ments are in the vast majority of cases conducted in an artificial setting, such
as in Gallier et al. (2017); Bradler et al. (2019) or Sliwka & Werner (2017).
The field experiments vary a bit, such as when a blood donation is measured
in Lacetera et al. (2012) compared to when Kirchler & Palan (2018) observe a
change in the size of food obtained from a worker after a compliment.

Other characteristics account for the number of observations per study, the
duration of the experiment in days, or the indicator of the year in which the
experiment was carried out. This section also includes the variable ’Crowding-
out’ that is equal to one when the study explicitly mentions or utilizes the
crowding-out intrinsic motivation theory and was included to capture the re-
searchers’ awareness about the theory behind motivation when setting up their
experiment. Fehr & Schmidt (2007); Charness & Gneezy (2009) or Homonoff
(2018) make for a model example of the awareness about this theory.

12Even though there are similarities between some of these variables, the results of corre-
lation and VIF tests make this setup appear suitable.
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Subject and country characteristics

While searching for a standard set of variables to describe characteristics of a
subject pool we find that several primary studies classify subjects according to
age and education status. Tang & Hall (1995), for example, look at the range
of subjects between preschool and college. They argue for the existence of
cognitive differences between how the subjects across and among these groups
react to incentives, which corresponds to how age shifts one’s perception of a
fixed sum of money. Jenkins et al. (1998) classify the subjects into high-school,
undergraduate, and graduate students, and lastly, employees and Cerasoli et al.
(2014) distinguish between four categories: Child, Adolescent, College, and
Adult.

We took inspiration from already existing classifications and categorize sub-
jects into similar groups. Contrary to previous approaches, we decide to merge
various categories of students into one variable.13 The remaining two categories
of this variable are called ’Employees’ and ’Mix,’ which we deem to be the right
trade-off between feasibility and comparability to other studies.

Next, we employ two useful descriptive classifications regarding the gender
and age of the subjects. However, a substantial number of studies do not report
data for our ’Gender’ and ’Mid age’ variables (such as Lacetera et al. (2012);
Dwenger et al. (2016) or Dohmen & Falk (2011)), which results in a substantial
amount of missing data points. Since the model averaging requires a data ma-
trix of a full rank, we set the ratio of male/female for missing observations to 0.5,
and for each missing observation in the ’Mid-age’ variable we fill in the mean
reported mid-age of each of the respective groups (students/mix/employees).14

Lastly, we create a variable controlling whether the country where the ex-
periment took place is developed or not. An interesting observation is that
a notable portion of the experiments in developing countries consists of mea-
suring students’ performance (Kremer et al. 2009; Duflo et al. 2012; Li Tao
et al. 2014). No larger correlation or collinearity however appeared between

13The data showed a very high VIF suggesting thus a heavy collinearity with the initial
categorization that involved separating students into groups spanning from preschool to
middle school, high school, and college, . We suppose this problem might have arisen from
the similar framing of experiments in which students took part. Angrist & Lavy (2009)
observing high school students’ exam performance in Israel is virtually the same as the
experiment conducted by Kremer et al. (2009), who measure exam performance of Kenyan
elementary school students.’

14Resulted mean reported mid ages: (students; mix; employees) = (16.5; 20; 24).
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the respective variables as a consequence, suggesting that this is not always
the case.

Estimation methodology and data

The researchers in our sample use mostly regression analysis to estimate the
effects in their data (87%), leading us to differentiation into the seven most
common methods we capture in respective variables described in Table 4.7.
OLS is undoubtedly the most common method used in the studies. It gets
used either alone (such as in Nagin et al. (2002); Boyer et al. (2016) or Dwenger
et al. (2016)) or combined with other methods (such as Angrist & Lavy (2009)
who estimate their models using Logit as well as OLS). We classify regression
methods appearing with the lowest frequency into the category ’Other method.’
Celhay et al. (2019) or Angrist & Lavy (2009) who both uses two-stage least
squares estimation may serve as representative examples of this category. The
remaining cases report a simple mean statistic of the effect, usually denoting
the subjects’ change in performance, such as when Fryer Jr (2011) observe the
number of books read by a student in a given time frame. Furthermore, we
control for the type of data in the study by coding whether it is of a cross-
sectional or a panel nature.

Publication characteristics

We use two proxies for measuring the quality of an included study. For each
study we code the journal impact factor according to RePEc as well as the
number of citations from Google Scholar.15 By this we aim to control for
additional publication information.

4.5.2 Model averaging

A lot has been written elsewhere about a typical feature of meta-regression
analysis—a model uncertainty—as well as about shortcomings of conventional
estimation methods of such models (e.g. Matousek et al. 2022; Cazachevici
et al. 2020; Havranek et al. 2017, among others). To address this issue we turn
our attention to a Bayesian model averaging (Raftery et al. 1997), a formal re-
sponse to model uncertainty in the Bayesian setting. Bayesian model averaging
(BMA) deals with the uncertainty by estimating a sequence of models with all

15Up to the point of data collection through July 2020.
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Table 4.7: Definition and summary statistics of regression variables

Variable Description Mean SD

PCC Partial correlation coefficient (response variable) 0.046 0.136
Standard error The standard error of the partial correlation coefficient 0.045 0.044

Effect characteristics
Effect GPA =1 if observed effect captured students’ performance 0.344 0.475
Effect Charity =1 if observed effect captured charitable giving 0.283 0.451
Effect Game =1 if observed effect captured the outcome of a game 0.279 0.449
Effect positive =1 if the relationship between rewards and the outcome is

positive instead of negative
0.869 0.338

Task nature
Appealing task =1 if the task is appealing to the subjects instead of a non-

appealing
0.482 0.500

Quan. perfor-
mance

=1 if the measured performance was quantitative instead of
a qualitative

0.702 0.457

Cognitive task =1 if the task involved cognitive work instead of manual one 0.705 0.456

Reward scheme
Reward scaled The logarithm of the average payoff from the experiment

divided by the logarithm of the median monthly expenditure
in the corresponding country

0.599 0.292

Positive framing =1 if the study rewards its subjects instead of punishing
them

0.831 0.375

All paid = 1 if all subjects received a reward (or punishment), = 0 if
only some received it

0.741 0.438

Reward own = 1 if the subjects received the reward for themselves instead
of someone else received it

0.809 0.393

Motivation characteristics
Altruism = 1 if the subjects were motivated by altruism 0.291 0.454
Trust = 1 if the subjects were motivated by trust 0.015 0.123
Reciprocity = 1 if the subjects were motivated by reciprocity 0.103 0.304
Fairness = 1 if the subjects were motivated by fairness 0.151 0.358
Monetary = 1 if the subjects were motivated purely by money 0.440 0.497

Study specifications
Lab study = 1 if the experiment took place in a lab instead of a field 0.233 0.423
N. of obs. The logarithm of the number of observations used 7.156 1.938
Time span The logarithm of the number of days over which the exper-

iment was carried out
4.183 2.642

Average Year The logarithm of the average year of the experiment’s time-
span

7.606 0.002

Crowding-out = 1 if crowding-out intrinsic motivation theory appears in
the study

0.488 0.500

Subject and country characteristics
Students = 1 if the subjects were students 0.610 0.488
Employees = 1 if the subjects were employees 0.072 0.259
Mix = 1 if the subjects were a mix of these two 0.318 0.466
Gender The logarithm of the ratio of male to female subjects (1 =

all male, 0 = all female)
0.530 0.232

Mid age The logarithm of the average year of the subjects 2.934 0.320
Developed
country

= 1 if the corresponding country is developed instead of
developing one

0.835 0.369

Estimation methodology and data
OLS = 1 if the authors use Ordinary Least Squares 0.571 0.495
Logit = 1 if the authors use Logit regression 0.048 0.213
Probit = 1 if the authors use Probit regression 0.090 0.286
Tobit = 1 if the authors use Tobit regression 0.031 0.172
Fixed-effects = 1 if the authors use Fixed-effects estimation 0.039 0.193
Random-effects = 1 if the authors use Random-effects estimation 0.028 0.165
Diff-in-diff = 1 if the authors use Difference-in-differences estimation 0.027 0.163
Other method = 1 if the authors use a different method 0.037 0.189
Cross-sectional
data

= 1 if the data is Cross-sectional instead of a Panel 0.446 0.497

Continued on next page
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Table 4.7: Definition and summary statistics of regression variables
(continued)

Variable Description Mean SD

Publication characteristics
Journal impact The logarithm of the journal impact factor from RePEc 5.490 3.235
Study citations The logarithm of the number of citations the study received 4.839 1.780
Note: This table presents the summary statistics and descriptions for each of the various study charac-
teristics. Data of PCC and Standard errors are winsorized at 1% level. SD = standard deviation, GPA
= grade point average.

possible combinations of explanatory variables in the dataset and constructing
a weighted average over the estimated coefficients across all these models. The
weights used for averaging originate in Bayes’ theorem and posterior model
probabilities. Being an analogy of the information criteria from frequentist
econometrics, Posterior model probabilities (PMPs) measure how well the par-
ticular model fits the data, conditional on model size. A crucial metric that
BMA produces for each variable is the Posterior inclusion probability (PIP).
It is the sum of the posterior model probabilities for the models in which the
variable is included, and represents therefore the likelihood of the variable to be
an important predictor of the effect. PIP can be viewed as a Bayesian analogy
to statistical significance.16

Like Cazachevici et al. (2020), we run the analysis using the bms package in
R (Feldkircher & Zeugner 2009) using the Markov chain Monte Carlo algorithm.
Thanks to it, one can cut a considerable number of models from the analysis
without losing information. Aiming to control for potential collinearity in the
model we divert from a usual parameter setting of BMA analysis and decide
to use a dilution prior (George 2010) rather than a more ordinary uniform
model prior. The dilution prior tries to remedy the collinearity by multiplying
the model probabilities with the determinant of the correlation matrix of the
independent variables. It, therefore, assigns larger weights when the correlation
between the variables is small since the determinant will then be close to 1.
The weights get therefore smaller when a considerable correlation appears. We
opt for the dilution model prior mainly due to the number of similar variables
that may bring substantial collinearity into our model.

Before performing the actual BMA procedure, we first check for correlation

16More details on BMA, including a formal derivation, can be found in Raftery et al.
(1997); Hoeting et al. (1999); Amini & Parmeter (2011) or Eicher et al. (2011).
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Figure 4.5: Correlation matrix

Note: This figure displays the correlation table for variables reported in Table 4.7. Blue color (dark
in grayscale) indicates positive correlation, while red color (light in grayscale) indicates negative
correlation.

among our model variables and their VIFs. Figure 4.5 shows the correlations
between the variables we consider. We set up a model using all the variables
from the Table 4.7 and find the following two obstacles. First, a correlation
appears between the number of observations and SE (this happens by definition
because the number of observations is a factor used for calculating SE). As we
prioritize keeping SE in the model we solve this by removing the number of
observations. Second, a conflict arises between the dummy variable classifying
data as cross-sectional/panel and the variable indicating the time span. As
all of the cross-sectional data span only one day, this is only natural, and
one variable implicitly carries the other one’s information. When we look at
the VIF for both of these variables, the cross-sectional/panel dummy displayed
lower numbers, indicating a better implicit explanation of other variables in the
model. We, therefore, cut the time span variable. Next, to preserve the model’s
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integrity we remove the variable ’Trust’ from our dataset since its low number
of observations (33; 1.9%) produced inconsistent results. Last but not least, we
set the default variables for each necessary category and remove these to prevent
perfect collinearity. We set the defaults as follows: for effect characteristics -
effect work, for motivation characteristics - monetary, for subject and country
characteristics - mix, for estimation methodology and data - other method.
Finally, we move on to the actual estimation.

4.5.3 Results

The results of model averaging are displayed graphically in Figure 4.6, along
with the numerical results and results of Frequentist Model Averaging (FMA)
as a robustness check in Table 4.8. Besides the direction, size, and effect sig-
nificance, we also present the Posterior Inclusion Probability for each variable
that shows the importance of the variable to the average model and the likeli-
hood of its appearance in the final model. When interpreting the importance
of variables, we refer to the classification of Kass & Raftery (1995), who sug-
gest that values of PIP between 0.5 and 0.75 indicate weak evidence of the
effect, values between 0.75 and 0.9 suggest a positive effect, values between 0.9
and 0.99 imply a strong effect and values over 0.99 represent a decisive effect
on the model. Similar to Havránek et al. (2020) and Gechert et al. (2022),
we use Mallow’s criteria as weights for Frequentist Model Averaging (Hansen
2007) and employ the orthogonalization of the covariate space, as suggested by
Amini & Parmeter (2012). We do this since the previously used Markov chain
Monte Carlo algorithm for reducing the number of models in the computation
is not applicable here.

Besides the intercept that is inherently included in all models, 9 variables
have PIPs above 50%: the standard error, the dummy variable capturing stu-
dent’s performance, the dummy variable capturing charitable giving in the
experiment, the dummy variable for quantitatively measured performance, the
dummy for positive framing of the experiment, the dummy variable capturing
that the subjects received the reward for themselves, the dummy variable for
the lab study, the dummy variable for students in the subject pool, and the
dummy variable indicating cross-sectional data. We go through these results
more closely in the remainder of this section. The first notable result of the
BMA analysis, however, concerns publication bias. Our results show a strong
effect of the standard error in the regression indicating a robust correlation
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between standard errors and PCCs even when we control for several additional
characteristics of studies. Both the posterior mean in BMA and the point esti-
mate in the FMA suggest that the correlation is strong, validating our previous
findings of the presence of publication bias in the literature presented in the
Section 4.4.

Figure 4.6: Model inclusion in Bayesian model averaging

Note: This figure displays the results of the Bayesian model averaging using the uniform g-prior
and the dilution prior. The response variable is the partial correlation coefficient, measured on the
horizontal axis in terms of cumulative posterior model probabilities. The explanatory variables are
ranked according to their posterior inclusion probability in descending order on the vertical axis.
Blue color (dark in grayscale): the variable is included in the model and has a positive sign. Red
color (light in grayscale): the variable is included in the model and has a negative sign. Numerical
results of the estimation can be found in Table 4.8. For a detailed explanation of the variables,
see Table 4.7.

Results for effect characteristics

Regarding the results in effects characteristics, we can further build on the
previous paragraphs in Section 4.2 where we discussed to-date findings of the
undermining effect of rewards on motivation in previous literature. Our results
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corroborate the findings of (e.g. Wiersma 1992; Cameron & Pierce 1994; Tang
& Hall 1995; Cameron 2001) or Deci et al. (2001), who suggest that an un-
dermining effect exists in experiments where the main effect is measured by a
school performance task. Perhaps one could attribute this to the association
of money with the subjects’ diminishing self-determination during the task, as
proposed by Deci & Ryan (1985). In other words, the introduction of mon-
etary incentives truly decreases the initial drive the subjects feel towards the
activities they are otherwise doing out of their own will or for free. That seems
to be true at least in specific contexts. Next, our results show that an under-
mining effect exists also in experiments where the observed effect is captured
by charitable giving. This indicates that compared to a situation without any
rewards, people decrease their effort even when the outcome of an experiment
is measured by, say, the amount they donate to charity rather than keeping for
themselves. This effect is further validated by the strong and negative coeffi-
cient of the variable ’reward own’ described in Section 4.5.3. Finally, we further
find no effect of rewards on motivation in experiments where is the performance
measured by a game.

Results for task nature

Our results suggest that, unlike qualitatively measured tasks, the quantitatively
measured ones have a strong and negative effect on the relationship between
rewards and performance. This result is in line with the undermining effect
and the theory suggested by Kruglanski et al. (1971) and Evans (1979) that
predicts a stronger relationship between intrinsic motivation and qualitative
tasks rather than quantitative ones. It is interesting to note that we do not see
any relationship between appealing tasks and rewards-performance relationship
in our data, such as observed for example by Tang & Hall (1995); Jenkins et al.
(1998) or Cameron (2001). Subjects seem not to be motivated by interesting
assignments. Furthermore, there is no preference between cognitive or manual
tasks.

Results for reward scheme

Previous research shows that salience of the incentive is a strong predictor of
performance and that more directly salient incentives narrow cognitive focus as
well as encourage and intensify behaviour towards a particular goal (Cerasoli
et al. 2014). Our variable ’Reward scaled,’ by which we aim to quantify the
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Table 4.8: Model averaging results

Response variable: Bayesian model averaging (BMA) Frequentist model averaging (FMA)

Partial Correlation Coefficient Post. mean Post. SD PIP Coef. SE p-value

Constant -0.337 NA 1.000 18.832 27.093 0.487
Standard error 0.439 0.119 0.987 0.518 0.132 0.000

Effect characteristics
Effect GPA -0.017 0.020 0.504 -0.048 0.015 0.002
Effect Charity -0.052 0.014 0.988 -0.060 0.014 0.000
Effect Game 0.003 0.009 0.125 0.017 0.015 0.259
Effect positive 0.000 0.001 0.011 -0.003 0.013 0.816

Task nature
Appealing task -0.003 0.010 0.123 -0.036 0.014 0.011
Quan. perfor-
mance

-0.059 0.012 0.998 -0.043 0.014 0.002

Cognitive task -0.000 0.001 0.010 -0.000 0.010 0.962

Reward scheme
Reward scaled 0.002 0.010 0.062 0.011 0.023 0.628
Positive framing 0.038 0.024 0.776 0.036 0.019 0.068
All paid -0.001 0.005 0.038 -0.052 0.014 0.000
Reward own -0.048 0.014 0.978 -0.085 0.019 0.000

Motivation characteristics
Altruism -0.001 0.006 0.076 -0.034 0.015 0.023
Reciprocity 0.000 0.003 0.017 -0.003 0.016 0.814
Fairness -0.004 0.011 0.138 -0.042 0.015 0.005

Study specifications
Lab study 0.081 0.013 0.999 0.100 0.020 0.000
Average Year 0.068 0.550 0.022 -2.449 3.559 0.491
Crowding-out 0.000 0.002 0.026 0.008 0.010 0.445

Subject and country characteristics
Students -0.065 0.014 0.998 -0.055 0.015 0.000
Employees -0.000 0.002 0.009 0.004 0.017 0.798
Gender 0.001 0.005 0.035 0.011 0.016 0.500
Mid age -0.001 0.007 0.056 0.023 0.022 0.307
Developed coun-
try

-0.005 0.012 0.169 -0.036 0.015 0.016

Estimation methodology and data
OLS -0.005 0.012 0.170 -0.030 0.013 0.022
Logit -0.007 0.020 0.120 -0.059 0.022 0.009
Probit -0.015 0.024 0.340 -0.048 0.018 0.008
Tobit 0.027 0.033 0.446 0.034 0.024 0.167
Fixed-effects -0.003 0.012 0.076 0.027 0.028 0.338
Random-effects 0.000 0.004 0.014 0.008 0.022 0.719
Diff-in-diff 0.001 0.006 0.024 0.060 0.032 0.067
Cross-sectional
data

-0.059 0.021 0.935 -0.046 0.017 0.007

Publication characteristics
Journal impact 0.000 0.000 0.017 0.001 0.002 0.424
Study citations -0.000 0.001 0.036 -0.004 0.004 0.385
Note: This table presents the results of the Bayesian and Frequentist model averaging. Post. mean =
Posterior Mean, Post. SD = Posterior Standard Deviation, PIP = Posterior Inclusion Probability, Coef.
= Coefficient, SE = Standard Error, GPA = Grade Point Average, OLS = Ordinary Least Squares,
diff-in-diff = Difference in Differences. The variables with PIP > 0.5 are highlighted. For a detailed
explanation of the variables, see Table 4.7.

importance of the reward for experimental subjects, however, does not affect
motivation and performance. Our data, therefore, suggest that a scale of the
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reward is not of great importance when motivating people to better perfor-
mance.

Positive framing of experimental tasks, on the other hand, increases the
motivation of subjects to perform better in those tasks and consequently affects
the outcomes of experiments. Our result is in contrast with Hossain & List
(2012), who find that framing bonuses as losses improves the productivity of
teams in a Chinese factory or with results of Levitt et al. (2016), who provide
various incentives to influence the level of effort exerted by students in a low
stakes testing environment and find suggestive evidence that rewards framed as
losses outperform those framed as gains. Zero effects are, however, also present
in the literature. List & Samek (2015) provides incentives for students to make
healthy food choices and find no effects of framing in their experiment. We
tend to lean towards the first literature stream. Our results indicate that a
reward truly is more valuable for increasing performance than punishment.

Our results of the reward scheme section further suggest that it does not
make a difference whether the rewards are awarded to all subjects. Group
rewards do not affect the motivation of an individual. We do not confirm an
argument of Greene (2018) that paying all subjects implies their awareness of a
guaranteed future payment which then alters their future behaviour. A typical
experimental feature—a show-up fee—should not, therefore, distort the results
of rewards-motivation experiments.

If the subjects receive the reward for themselves, the effect appears slightly
weaker than when someone else gets that reward such as in Mellström & Johan-
nesson (2008). Contrary to our previous result obtained through the variable
’effect charity,’ the reward scheme here points out an altruistic behaviour of
subjects and a charitable giving effect.

Results for study specifications

The strongest result of the BMA analysis reports the variable ’lab study’ that
has, according to Kass & Raftery (1995), a decisive effect on the model. Its pos-
itive coefficient suggests that rewards do have a larger effect on motivation and
performance when proposed in a laboratory rather than a field setting. This
finding is in line with Jenkins (1986) and Jenkins et al. (1998), who predict a
more substantial effect of rewards on motivation in a laboratory setting. The
debate whether laboratory experiments are more eloquent than field settings is
profound in all sub-fields of the experimental economics literature. Controlled
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experiments provide a natural framework for exploring various research ques-
tions in both laboratory and field conditions by enabling researchers to vary
the parameters to infer the subject’s preferences. However, despite decades of
work and dozens of experiments of which we present a summary in this study,
no consensus has emerged so far. Similarly to our result regarding the strength
of the effect of rewards on motivation on subjects, Matousek et al. (2022) also
finds a stronger effect in laboratory settings concluding that a controlled labo-
ratory environment produces more evidence for impatience than a field study
environment. Neither the average year of the experiment’s time span nor the
appearance of crowding out intrinsic motivation theory in the given study sug-
gests an effect on motivation.

Results for subject and country characteristics

Our results suggest that almost none of our subject or country characteristics
plays a role when rewarding people for better performance. The effects of
rewards on performance should prove robust across gender, age groups as well
as geographical locations. There is, however, one great exception—a crucial role
pays when the experimental subjects are students. The negative coefficient
of the ’students’ variable then indicates a corroboration of the undermining
effect theory of Deci (1971): introducing rewards decreases motivation and
subsequently also the performance of students. Even though their participation
in experiments is usually incentivized, the intrinsic motivation of students, or
more precisely in our setting a motivation of subjects up to 20 years of age,
may be a stronger predictor of their performance than extrinsic motivation in
the form of, say, money.

Results for the remaining groups of variables and robustness checks

There is no evidence that an estimation methodology of included studies would
affect the response variable, none of the estimation methods results in a PIP
above 0.5. There is, however, a significant negative effect within the experi-
ments featuring observations from subjects at a given point in time— cross-
sectional data. This result may suggest that experiments conducted at multiple
points in time, and therefore resulting in data with a panel nature, have a higher
positive impact on motivation and performance than one-shot games. Subjects
seem to be interested in repeated games with more rounds and exhibit such
games also higher performance. We cannot, however, observe from our data
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whether this is caused more by the latter rounds, which could suggest that
subjects learn and improve during the experiment, or by higher motivation
stemming from joy out of continuous playing.

Two categories do not provide any variable that affects PCCs. Neither
motivation nor publication characteristics seem to matter for the strength of the
relationship between rewards and performance. Regardless of subjects being
motivated by altruism, trust, reciprocity, or fairness, no motivator in our study
shows a positive association with estimates of the PCCs. Both the number of
citations and the journal quality proxied by the journal’s impact factor do not
matter for the estimated response variable.

Table 4.8 shows results of Frequentist model averaging as a robustness check
to regular BMA analysis. Not counting the intercept, the results of FMA are
in line with the BMA approach, presenting a similar direction/significance of
the effect in virtually all of the highlighted variables. The FMA attributes but
a small significance to the intercept. Next, our results prove robust to various
specifications of the BMA model, namely different g-priors and model priors.
We include the alternative BMA specifications, along with their respective
results and a graphical representation of PIPs for all variables and different
sets of model priors (Section C.1), in the Section C.1.

4.5.4 The best-practice estimates

Finally, we take the BMA model with resulting model coefficients from previ-
ous sections and plug in the variable statistics estimating thus the best-practice
effect of rewards on motivation. We set the values of most variables conser-
vatively to their sample means since the direction of the underlying effect is
quite unclear. We are, however, able to identify several variables where the
relationship seems to be clear and therefore we decide to set their values more
strictly. We set the standard error equal to zero since having publication bias
in the sample is not desirable. Next, we are looking for panel data, rather than
cross-sectional, as we can retain more information from this approach. We set
the average year to the value of the most recently published study considering
this should best reflect current practice in the literature. Similarly, we set the
number of citations and journal impact factor at their highest values as that
suggests higher credibility of the estimates.

Moreover, from Model averaging results, we identify several scenarios that
have interesting results. Those scenarios are represented by the response vari-
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ables in BMA that have PIP higher than 0.5 and are at the same time of some
experimentally conceptual nature. We identify 7 such scenarios: the effect be-
ing captured by student’s performance (Effect GPA), the effect being captured
by charitable giving (Effect charity), the measured performance was quantita-
tive (Quantitative performance), when the study rewards its subjects instead
of punishing them (Positive framing), if the subjects received the reward for
themselves (Reward own), if the experiment took place in a laboratory (Lab
study), when the experimental subjects were students (Students). We provide
the best-practice effect of rewards on motivation within these contexts by con-
secutively setting the coefficients of respective variables equal to one in the
basic best-practice estimate equation.

Besides the best-practice estimates, we compare our results to three actual
studies from our dataset: i) Lazear (2000) represents a study with the highest
amassed number of citations among all other studies, ii) Angrist & Lavy (2009)
features the reward scheme with the highest possible payoff for the subjects, iii)
and Takahashi et al. (2013) is the most representative of the whole dataset in
terms of the experiment setup being it a straightforward game, where the mo-
tivation/performance is directly and easily comparable with the payoff scheme.
We plug the actual values of the respective variables from these studies into
the BMA model to obtain the best-practice estimate for each of them with one
exception: we set the variable representing publication bias to zero to get unbi-
ased results. Table 4.9 presents the results of the best-practice estimates along
with the respective confidence intervals and percentage share of each estimated
value to the basic best-practice estimate.17 The results of most of these esti-
mations are reported with considerably wide confidence intervals. The original
underlying reported mean partial correlation coefficient is 0.046.

Finally, we take a closer look at the economic significance of nine vari-
ables, which the BMA model assigned a posterior inclusion probability of 0.5
or higher. Table 4.10 displays their ceteris paribus effect on the PCC. We cal-
culate the effect for a change of one standard deviation as well as for a change
from its minimum to its maximum value. Furthermore, we present this effect
also as a percentage change in the best-practice estimate. Specifically, increas-
ing the standard error by one standard deviation causes the PCC to increase
by 24.07% of the best-practice estimate.

Three of the presented variables have a considerable positive effect on the
PCC, while the remaining six pull the effect in the opposite direction. The

17Calculated using OLS with standard errors clustered at the study level.
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Table 4.9: Implied best-practice

Estimate type Estimated
value

95% confidence
int.

Share of the
BE value

Best-practice estimate 0,079 ( 0,015 ; 0,144 ) 100%
Effect GPA 0,068 ( 0,001 ; 0,135 ) 86%
Effect charity 0,042 ( -0,026 ; 0,110 ) 53%
Quant. performance 0,062 ( 0,001 ; 0,123 ) 78%
Positive framing 0,086 ( 0,021 ; 0,151 ) 108%
Reward own 0,070 ( 0,004 ; 0,137 ) 88%
Lab experiements 0,141 ( 0,075 ; 0,208 ) 178%
Students 0,054 ( -0,015 ; 0,123 ) 68%

Takahashi et al. (2016) 0,071 ( -0,034 ; 0,175 ) 89%
Lazear (2000a) 0,060 ( -0,004 ; 0,124 ) 76%
Angrist et al. (2009) 0,019 ( -0,014 ; 0,052 ) 24%
Note: The table reports overall best-practice estimate together with best-practice es-
timate (BE) according to three different studies. 95% confidence interval bounds are
constructed using OLS with study level clustered standard errors.

Table 4.10: Significance of key variables

One SD change Maximum change
Effect on PCC % of BP Effect on PCC % of BP

Standard error 0,0191 24,07% 0,0854 107,69%
Effect GPA -0,0080 -10,10% -0,0170 -21,43%
Effect Charity -0,0234 -29,48% -0,0520 -65,55%
Cross-section data -0,0293 -36,99% -0,0590 -74,38%
Lab study 0,0343 43,21% 0,0810 102,11%
Positive framing 0,0142 17,96% 0,0380 47,90%
Reward own -0,0189 -23,81% -0,0480 -60,51%
Quan. performance -0,0270 -34,02% -0,0590 -74,38%
Students -0,0317 -39,97% -0,0650 -81,94%
Note: This table presents ceteris paribus effect of key variables on the PCC. Only variables with
PIP over 0.5 in the BMA model are included. One SD change implies how the PCC changes
when we increase a variable value by one standard deviation. Maximum change represents the
change in the PCC when the variable is increased from its minimum to its maximum. The
reference best-practice value is 0.079. SD = Standard Deviation, PCC = Partial Correlation
Coefficient, BP = Best-Practice, GPA = Grade Point Average. For a detailed explanation of the
variables, see Table 4.7.

substantial influence of the standard error, which serves as a proxy for publica-
tion bias, is evident. We detected this bias mainly around the 5% significance
level. However, as our analysis is the only one dealing with publication bias,
we have no opportunity to compare our results to other papers. Besides pub-
lication bias, we point out two other extremes. The strong positive effect of
the laboratory setting and the strong negative effect of the student subgroup.
The results we have obtained are in line with both sides of the available theory.
The resulting overall effect close to zero seems to stem from an interplay of
two main factors. On one side, extrinsic rewards tend to provide our subjects
with a boost of motivation, which leads to increased performance. On the flip
side, the undermining effect (Deci 1971), possibly caused by the exclusivity
of tangible rewards, works in the opposite direction to decrease the inherent
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enjoyment and self-determination during the task, reducing the overall perfor-
mance change close to zero. This finding is in line with the one presented by
Jenkins et al. (1998).18

4.6 Concluding remarks
We present a quantitative synthesis of the literature that uses experiments to
discover the effect of incentives on people’s motivation. Although the effect of
rewards on motivation and performance is already well defined in psychology,
we present a new outlook on this problem. By restricting our approach to
purely economic studies, we aim to provide a synthesis separately from the
economists’ point of view. We collect 44 studies published strictly in economics
journals and extract from them a total of 1568 estimates. We convert these
estimates into partial correlation coefficients to unify the varying nature of
the effects of rewards on motivation and to be able to compare them with
each other. The mean partial correlation coefficient of the reported effect is
0.046. By employing a wide range of statistical tests, we observe a close to
zero overall effect of incentives on performance while suggesting a presence
of publication bias. We conclude that the mean drops to about 0.023 after
we correct for publication bias. Rewards have, therefore, a smaller effect on
motivation and performance of people than a simple mean summary statistics
of economics literature suggests. Our estimated effect size corresponds to the
findings presented by Jenkins et al. (1998), while indirectly supporting the
validity of the undermining intrinsic motivation theory Deci (1971); Cameron
& Pierce (1994); Tang & Hall (1995).

We then address substantial heterogeneity in the estimates of the effect of
rewards on motivation. We define 39 different variables and search for an ex-
planation of heterogeneity in our dataset with the Bayesian and Frequentist
model averaging. We consider various model specifications, namely in the ef-
fect, method, study characteristics, reward scheme, task nature, motivation,

18We are aware of the shortcomings of our approach. Lumping together several effect types
may make it hard to present the previous claims with confidence (Glass et al. 1981). The
category capturing the behaviour in response to the incentives could allow for more detail.
Similarly, there are both the groups that partook in a lab experiment and the groups observed
at school for test performance coupled together in the student category. One could also
implement a more detailed classification for the employees’ category, where we seemingly put
together all kinds of work. This approach inherently disregards the workers’ relationship to
their work and whether they enjoy it or not. Our reward scheme is also very straightforward
since we focus on the economic aspect of rewards.
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and other attributes. Finding the standard error being an important factor in
the heterogeneity of reported estimates, we validate the presence of selective
reporting in the literature once more. Conditional on the subjects receiving
a reward, our results further show a significant positive relationship between
performance and both the positive framing of the experiment and its execution
in the laboratory environment. Positively framing the experiments implies a
greater motivation and consequently performance in our setting. Conclusions in
the existing literature, however, differ. Conclusions about the effect are on pos-
itive (Hossain & List 2012), negative (Levitt et al. 2016) and even zero (List &
Samek 2015) ends of the spectrum. Corroborating the results of Jenkins (1986)
and Jenkins et al. (1998), the rewards report a greater effect on motivation and
performance in the laboratory rather than in the field settings. We advise great
care when designing laboratory experiments since stronger effects might appear
due to these settings. Several attributes correspond to the undermining effect
theory of Deci (1971). These are namely the presence of charitable giving in
the experiment, quantitative measure of performance, self-obtained rewards, a
student sample used as experimental subjects, and the cross-sectional nature of
the data, confirming further results of Kruglanski et al. (1971); Evans (1979).
Our results prove robust to several model specifications and checks.

As a bottom line of our thesis, we present the best-practice estimates for
different contexts. Results emphasize that different contexts incentives work
differently in different contexts. To put our findings in contrast to the literature,
we calculate the best-practice estimate also for three studies from our dataset.
We observe a similar pattern of behaviour across these specifications. Last but
not least, we support our results by a computation focused on the economic
significance of the key variables from the Bayesian model averaging. We then
quantify in both absolute numbers and percentage change the ceteris paribus
influence of the publication bias together with the rest of the key variables of the
best-practice estimate. We find a noticeable influence of the publication bias
on the partial correlation coefficient, confirming thus our results from previous
sections.

Lastly, we consider several potential caveats of our paper. Primarily, we are
aware of the potential problems tied to the effect generalization (Glass et al.
1981), which we employ to transform the effect into a partial correlation coef-
ficient. We partially remedy this flaw by categorizing the effect into four main
categories. This approach, however, still does not eliminate the loss of infor-
mation. Similarly, we simplify several variables which display high correlation
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numbers in the Bayesian model averaging, leading to an imprecise identification
of the subject groups, as an example. Last but not least, because our focus is
on the economic aspect of the effect, we choose a very straightforward reward
scheme with a lower emphasis on the nature of the reward. It means that the
rewards’ effect appears in the model on an equal footing with the rest of the
explanatory variables. We could have possibly employed a clearer distinction
regarding the impact of different reward types on other variables.
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Appendix A

Appendix to Chapter 2

A.1 Optimal Allocation
Table A.1.1 shows optimal allocation generating maximum possible surplus.

Table A.1.1: Optimal Efficiency Allocation

Player type

Goods I II III IV

A
Quantity 1 1 2 2
Valuation 1886 1727 1900 1865
Surplus 1886 1727 3800 3730

B
Quantity 15 6 2 1
Valuation 53 53 47 48
Surplus 795 318 94 48

C
Quantity 1 11 1 1
Valuation 138 140 130 138
Surplus 0.8 1 0 0.8

D
Quantity 1 1 3 3
Valuation 48 47 46 50
Surplus 48 47 138 150
Total activity 27 28 26 25
Activity disposed 27 28 26 25
Surplus per player 3727.1 4721.6 5410.6 5285.8
Optimal surplus 19145.1

A.2 Additional Parameters of the Experiment
Table A.1.2 shows random draws for private value components and activity
points assigned for each player. Table A.1.3 shows random draws for private
signals on the common value component for each player.
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Table A.1.2: Random Draws for PVC and Activity Points

Players PVC random draws Activity
A B C D random draw

Type I 66 3 -2 -2 -1
Type II -93 3 0 -3 0
Type III 80 -3 -10 -4 -2
Type IV 45 -2 -2 0 -3

Table A.1.3: Random Draws for Private Signals on CVC

Players PVC random draws
A B C D

Type I 1718 51 141 48
Type II 1859 50 145 46
Type III 1770 50 148 54
Type IV 1947 49 141 50

A.3 English Instructions
Hereby we present the experimental instructions to our paper "Collusion in
Multi-object Auctions: Experimental Evidence." The original instructions were
written in Czech language. We present an English translation; original version
is available online at the author’s webapge http://ies.fsv.cuni.cz/cs/staff
/matousek.

The instructions were divided into three parts: (I) the introduction in Sub-
section A.3.1; (II) general instructions common to all treatments in Subsec-
tion A.3.2; and (III) a treatment specific supplement for respective treatments
in Subsection A.3.3.

A.3.1 Introduction

Welcome to the Laboratory of Experimental Economics. My name is
Jindřich Matoušek and my colleague’s name is Lubomír Cingl. Thank you
for participating in today’s experiment.

Please, put all your belongings away so we can have your full attention.
In the course of the experiment, please do not talk to other participants

and do not drink water. Please shut down your mobile phones. Violation of
these rules will cause immediate exclusion from the experiment without any
payment.

http://ies.fsv.cuni.cz/cs/staff/matousek
http://ies.fsv.cuni.cz/cs/staff/matousek
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You cannot lose any money in this experiment. You will be given 100 CZK
for coming on time. This 100 CZK and any money that you earn during the
experiment will be paid to you, privately in cash, at the end of the experiment.
The average expected payment in today’s experiment is 500CZK and the aver-
age length of the experiment is 2 hours. The length of the experiment depends
on the speed of participants, therefore please be patient.

All amounts in this experiment will be given in Experimental Currency
Units (ECU). The exchange rate to Czech Crowns is one CZK for three ECUs.

You can make notes on the enclosed sheet of paper. With the control
questions placed at the beginning, we only want to make sure you understand
the experiment; you will not be excluded nor discriminated against in any
manner because of them.

Please note that you commit yourself to participation in the whole experi-
ment and if you leave before the end, you receive no payment at all. For your
participation on the experiment, we need you to sign the consent form. Please
take the consent form provided on a separate sheet of paper, read it and when
you sign it, raise your hand and the experimenters will collect them. If you
are not willing to participate and not sign the consent form, please leave the
experiment now and your participation fee of 100 CZK will be paid to you.

If you have any question now or during the experiment, please raise your
hand and we will answer it in private.

A.3.2 General Instructions

THE EXPERIMENT
The experiment will involve a series of auctions. Each auction will consist

of multiple rounds.
In each auction, you will be competing with others for a set of multiple

goods, which will contain various types and quantities. There are several im-
portant rules in this auction that encompasses (i) the way you can bid for the
goods; (ii) provisional winners in each round of the auction; (iii) your eligibil-
ity; and (iv) the possibility of bid withdrawal. These rules are not trivial but
crucial for your participation in the auction and also for your payoff from the
experiment. Therefore, please, devote to them the utmost attention. Each auc-
tion will have an indefinite number of rounds, which depends on the decisions
of its participants.
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Let us explain the individual rules of the auction more closely.

INDIVIDUAL AUCTION ROUNDS
Each auction will consist of a series of a preliminary inexactly determined

number of auction rounds. Each round has a time limit in which you have to
submit your bid. After each round, the system will evaluate all submitted bids
and show the round summary. This process repeats until the auction ends.

GROUPS AND BIDDERS
At the beginning of each auction, you will be randomly assigned to a group

of four bidders (you and 3 others). Within these groups, you will be competing
in all rounds of this auction. After this auction ends, you will be randomly
assigned to a new group of four bidders.

GOODS FOR SALE
In each group of four players, four types of goods labeled A, B, C, and D,

will be auctioned off. Each type of the goods is offered in multiple homogeneous
units. You can submit bids for as many units of each type of the goods and
for as many types as you want to. You will submit bids by adding the units in
your bidding basket.

PRICES AND VALUES OF GOODS
Each type of goods A; B; C; a D offered for sale has a different upset price.

The price of each type can increase gradually throughout the auction, in case
an offer was made for this type in the previous auction round. Each increase
will be implemented at a volume of 20% of the upset price of a respective type
of the goods. If an offer was not made, the price of the goods remains the same.
The price of goods within each type will be always the same for all units.

Each player will have different valuations for all types of goods. Your total
personal value for each type of the goods will be known only to you.

The total valuation of each type of the goods consists of two components:
the common value and the private value components of the goods. The total
valuation is then the sum of these two components.

Each unit of the goods has its own common value, which is identical for all
units of the goods. No bidder has the precise information about this common
value. Each bidder receives only her private estimate of the common value
determined by a random draw. The estimate of the common value is drawn
separately for each player, but always out of the same interval.
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Each player is further informed about her own private valuation of the
goods, which she receives upon each unit bought in the auction. The private
value is typically different for each player and is determined by a random draw
from the interval in the range of ±10% of the common value component (which
you do not know, but which is the same for all players); that is:

PVC ∈ [−0.1 · CV C; +0.1 · CV C].

Even though your private component can be negative, your total value of each
type of the goods is always positive.

The following table summarizes your knowledge of each type of the goods
in the auction:

PVC PVC ∈ [−0.1 · CV C; +0.1 · CV C].
CVC Estimate
Total information PVC + Estimate of CVC

EXAMPLE:

Private value component PVC 20
Estimate of CVC 300
Total signal PVC + Estimate of CVC = 320

COMPLEMENTARITIES OF GOODS
All types of goods offered in the auction are complements. It means that a

set of multiple goods containing more types (A; B; C; or D) has higher value
than each type separately; thus the winning of more than one type of goods at
once gives you the advantage of higher profit.

If you win one type of goods (in an arbitrary quantity), your profit is equal
to the value of this goods. However, if you win more than one type of goods at
once, your profit will rise according to following formula:

valuation = [1 + 0.1 · (X − 1)]· sum of valuations of goods won,

where X stands for the number of goods types acquired. Thus:
1 type - value is equal to the valuation of goods;
2 types - value raises by 10% of the valuation of goods;
3 types - value raises by 20% of the valuation of goods;
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4 types - value raises by 30% of the valuation of goods.

EXAMPLE:
Total value of the goods of type A is 300, of type B is 100.
If a player wins goods A, her profit is 300.
If a player wins goods B, her profit is 100.
If a player wins goods A and B, her profit is 1.1·(300+100) = 1, 1·400 = 440.

PROVISIONAL WINNERS
The system automatically process all submitted bids when the auction

round is finished. In the auction round summary you will be informed if and for
how many units of goods are you currently the provisional winner. A situation
that more than one player submits the same bid can occur in the course of
the auction round. If the sum of such bids in your group exceeds the number
of goods sold in the auction, the system determines the winner of given units
randomly, since the price is the same for all players. You therefore do not have
to win a complete set of goods on which you have submitted your bid.

After the time limit runs out or when each player submits her bid a new
auction round occurs.

You will win precisely such goods in the last auction round for which you are
currently the provisional winner. Only the final offers out of the last auction
round are used for the calculation of auction profits and therefore your real
payoff out of the experiment.

THE RULE OF ELIGIBILITY
Each participant in the auction has a certain number of activity points at

her disposal, which represents her eligibility to submit bids in the auction. The
activity points determine the maximum number of goods on which a player is
able to submit bids.

Each unit of the goods costs a certain number of activity points. Your total
bid cannot exceed your current level of activity points.

The number of your activity points can decrease during the auction, since
it depends on your behavior in previous auction rounds. In each round, you
will gain the same number of activity points as you have used in the previous
one. If you submit a bid in a given round with a total activity cost lower than
your current level of activity at your disposal, your eligibility for subsequent
rounds will diminish - your number of activity points will fall.
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There is no way of acquiring the activity points back throughout the auction,
nor to acquire more of them.

EXAMPLE:
You have 10 points of activity in a given auction round at your disposal.

One unit of goods A costs 3 activity points, one unit of goods B costs 1 activity
point.

If you submit a bid for 3 units of goods A and for 1 unit of goods B in a
given round, you will pay 10 activity points in total (3 · 3 + 1 · 1), by which you
will use up your activity for this round. You will have 10 points of activity at
your disposal in a subsequent round of the auction.

If you submit a bid for 2 units of goods A and for 2 units of goods B in a
given round, you will pay 8 activity points in total (2 · 3 + 2 · 1). You will have
8 points of activity at your disposal in a subsequent round of the auction.

WITHDRAWING WINNING BIDS
A situation could arise during the course of an auction, in which you win

in some auction round only a subset of goods on which you have placed your
bid. You can therefore win only a subset of goods for a price which exceeds
the actual value of the goods.

If such a situation occurs, you have the possibility to withdraw your pro-
visionally winning bid. Bid withdrawal is always available during the auction
round summary. You can withdraw your bid for as many goods (both types
and units), for which you are currently the provisional winner.

The possibility of bid withdrawal is limited in its volume. In particular,
each bidder can use the right withdraw in at most two auction rounds, with-
out any reference to the number of withdrawn goods in each particular round.
However, the number of activity points for subsequent rounds will be appropri-
ately decreased during each bid withdrawal by the sum of activity points for
all respective withdrawn bids.

FINAL AUCTION ROUND
A final auction round arises when no participant submits an additional bid

on any goods. Technically this situation means that all four participants in
a group submit a bid for "empty bidding basket." The auction ends with this
situation.

If you submit an empty bidding basket in some auction round during the
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course of the auction, your activity will fall to zero. You will not be able to
participate in the auction any further. Submit, therefore, an empty bidding
basket only in the situation when you wish to terminate your participation in
the auction.

Figure A.1.1: The Auction Interface

HISTORY
There is a history box present during the whole auction in the bottom left

corner of the auction interface. It displays, for each player,the number of indi-
vidual types of goods in this box for which this player was a provisional winner
in a given auction round. The history, due to space constraints, is displayed
with abbreviations (1-A; 1-B; 1-C; 1-D; 2-A; 2-B; etc.). The abbreviation "1-A"
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means "player 1 - goods of type A;" the abbreviation "2-B" means "player 2 -
goods of type B" etc.

YOUR PROFIT AND EARNINGS FROM THE EXPERIMENT
At the end of the auction your earnings for this auction are determined.

Your profit will be equal to the total value of the goods you won at the end of
the auction (that is in the final round of the auction), minus the total cost you
paid for them. Thus:

Profit = total value of the goods won - price paid for all goods won

Your final earnings will depend on one of the auctions held in this experiment.
Which auction will be determined randomly at the end of the experiment.

Figure A.1.2: Summary of the Auction Round
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SUMMARY

1. The experiment will consist of a series of auctions. The first auction is a
trial and will not influence your payoff from the experiment. Each auction
will consist of a series of a preliminary inexactly determined number of
auction rounds. A final auction round arises when no participant submits
an additional bid on any goods.

2. You will submit your bids by adding the units of goods in your bidding
basket.

3. The price of a particular type of the goods can rise during the auction
if there is positive demand for this type of goods. Your payoff from the
experiment will depend on your ability to win the desired goods but also
on the luck and abilities of others.

4. Provisional winning bids are announced after each auction round. How-
ever, these do not affect the final profit from the auction until they became
final winning bids in the last round of the auction.

5. The rule of eligibility says, in principal, that you cannot wait to submit
your bid until the end of the final rounds of the auction. If you want to
win your desired portion of goods in the auction, you have to submit bids
already from the beginning.

6. During the course of the auction, but not at its end, you will have the
possibility to renounce your provisionally winning bid. This possibility
will however be limited.

7. Individual valuations of goods are determined randomly for each player.
It consists of a common and private value components of the goods, where
the private component is known individually to all bidders. The common
value component is, on the other hand, not known and the players have
only a private signal about its value.

8. Your profit out of each auction will be determined only based on the
situation from the final auction round and will be equal to the difference
of the total value of goods you have won and the total price of your final
bidding basket. Only one of the auctions held today will be chosen for
your payoff at the end of the experiment.
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A.3.3 Treatment-Specific Supplements

The treatment-specific supplements to the instructions were presented to the
participants in the following sequence. There were three basic parts of the
supplement: (i) notice; (ii) communication window; and (iii) the set of goods
as a package. The following table summarizes which parts were presented in
which treatment. There was a simple one-sentence introduction "treatment
specific supplement introduction" present at the beginning in all treatments.

Notice Communication Set of goods
window as a package

SMR Basic ✓ ✗ ✗

SMR Comm ✓ ✓ ✗

SMRPB Basic ✓ ✗ ✓

SMRPB Comm ✓ ✓ ✓

TREATMENT-SPECIFIC SUPPLEMENT INTRODUCTION
Hereby presented additional rules were not stated in the online question-

naire.

NOTICE

1. Price of the goods gradually rises throughout the auction (in case the
offers are made for this type of goods). If you are not able to find an
optimal situation with positive profit in any round and you will incur
a loss, it is highly improbable that you would find such a situation in
subsequent rounds.

2. If you incur a loss out of the auction used for the calculation of your
payoff from the experiment, it will appear in that payoff. Potential loss
will be adequately subtracted from your payment for timely arrival. We
therefore strongly recommend not submitting bids that can incur losses.

3. If you submit a bid in any round, your bidding basket will reset and
assigns the goods freshly again according to your new offer. It is not
possible to add some goods in your existing bidding basket. You always
have to submit an offer for a complete set of desired goods.

4. Your task in the experiment is to gain a positive profit at the end of each
auction, not to maintain your full level of activity points.
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COMMUNICATION WINDOW
There will be a communication window present in the bottom right corner

of the auction interface. You can send any messages to other participants in
your group through this window. Such messages will be visible only to the
players in your own group. The communication window will also be displayed
for two minutes before each auction.

SET OF GOODS AS A PACKAGE
You will be bidding for a set of goods of your preference in each round of

today’s auctions. The system will handle this set as one compact package.
Your bid will be either accepted as a package or refused as a package; you will
therefore win the complete set you were bidding for or nothing.

At the end of each auction round, the system processes all bid packages
submitted in the current auction round and displays information about the
provisionally winning bids of this round. The processing runs based on the
package with highest price. Even the players who did not submit an offer with
the highest price, but whose offer was, after the processing stage and determi-
nation of other provisionally winning bids, still available from the perspective
of the quantity, can become the provisional winners of their packages.
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Appendix to Chapter 3

B.1 Robustness Checks to Tests of Publication
Bias

Table B.1.1: Funnel asymmetry tests with standard errors clustered
at the level of authors

OLS Fixed effects Instrument Precision

Standard error 0.535∗∗∗ 0.875∗∗∗ 0.316 1.031∗∗

(publication bias) (0.0331) (0.0146) (0.194) (0.455)
Constant 0.518∗∗∗ 0.341∗∗∗ 0.633∗∗∗ 0.259∗∗∗

(effect beyond bias) (0.125) (0.00762) (0.180) (0.0391)

Observations 927 927 927 927
Clusters 31 31 31 31
Notes: The table reports the results of regression δij = δ1 + γ1 · SE(δij) + uij , where δij denotes the i-th
annualized discount rate estimated in the j-th study, and SE(δij) denotes its standard error. The table shows
estimation by OLS, study-level fixed effects, instrumental variables (where the instrument for the standard
error is the inverse of the square root of the number of observations in a study), and precision weighting
(where estimates are weighted by the inverse of their standard error). Standard errors, clustered at the level
of authors, are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table B.1.2: Funnel asymmetry tests for medians of individual-
specific discounting

OLS Fixed effects Instrument Precision

Standard error 0.535∗∗∗ 0.875∗∗∗ 0.535∗∗∗ 1.012∗∗

(publication bias) (0.0282) (0.0154) (0.0282) (0.453)
Standard error * Median 0.373 -1.093∗∗∗ 0.373 0.417

(additional bias in median estimates) (0.259) (0.0518) (0.259) (0.619)
Constant 0.509∗∗∗ 0.369∗∗∗ 0.509∗∗∗ 0.258∗∗∗

(effect beyond bias) (0.118) (0.00817) (0.118) (0.0376)

Observations 927 927 927 927
Notes: The table reports the results of regression δij = δ1 +γ1 ·SE(δij)+γ2 ·SE(δij) ·Medianij +uij , where
δij denotes the i-th annualized discount rate estimated in the j-th study, SE(δij) denotes its standard error,
and Median is a dummy variable that equals 1 if the estimate of the discount rate is a median of individual-
specific discounting. The table shows estimation by OLS, study-level fixed effects, instrumental variable
(where the instrument for the standard error is the inverse of the square root of the number of observations
in a study), and precision weighting (where estimates are weighted by the inverse of their standard error).
Standard errors, clustered at the study level, are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table B.1.3: Excluding estimates with unidentified discounting type

PANEL A: Linear models

OLS Fixed effects Instrument Precision

Standard error 1.112∗∗∗ 0.852∗∗ -0.233 2.814∗∗∗

(publication bias) (0.210) (0.359) (1.598) (0.684)
Constant 0.384∗∗∗ 0.414∗∗∗ 0.535∗∗∗ 0.194∗∗∗

(effect beyond bias) (0.0745) (0.0403) (0.192) (0.0302)

Observations 507 507 507 507
PANEL B: Non-linear models

WAAP Stem-based method Selection model Endogenous kink
of Ioannidis et al. of Furukawa of Andrews & Kasy of Bom & Rachinger

(2017) (2021) (2019) (2019)

Effect beyond bias 0.305∗∗∗ 0.067∗ 0.218∗∗∗ 0.145∗∗∗

(0.016) (0.040) (0.130) (0.004)

Observations 507 507 507 507
Notes: The table reports the results of regression δij = δ1 + γ1 · SE(δij) + uij , where δij denotes the i-th
annualized discount rate estimated in the j-th study, and SE(δij) denotes its standard error. Estimates for
which the discounting model is not explicitly stated are omitted from estimations in this table. Panel A shows
estimation by OLS, study-level fixed effects, instrumental variables (where the instrument for the standard
error is the inverse of the square root of the number of observations in a study), and precision weighting (where
estimates are weighted by the inverse of their standard error). Panel B shows the recently developed non-
linear estimation techniques; WAAP stands for the Weighted Average of the Adequately Powered estimates.
Standard errors, clustered at the study level, are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table B.1.4: Funnel asymmetry tests in absolute value

OLS Fixed effects Instrument Precision

Standard error 0.534∗∗∗ 0.872∗∗∗ 0.534∗∗∗ 1.040∗∗

(bias in positive estimates) (0.0304) (0.0158) (0.0304) (0.456)
Standard error * Negative -2.104∗∗∗ -0.610 -2.104∗∗∗ -2.306∗∗∗

(bias in negative estimates) (0.371) (0.730) (0.371) (0.743)
Constant 0.523∗∗∗ 0.344∗∗∗ 0.523∗∗∗ 0.260∗∗∗

(effect beyond bias) (0.114) (0.00899) (0.114) (0.0374)

Observations 927 927 927 927
Notes: The table reports the results of regression |δij | = δ1 + γ1 · SE(δij) + γ2 · SE(δij) · Negativeij + uij ,
where δij denotes the i-th annualized discount rate estimated in the j-th study, SE(δij) denotes its standard
error, and Negative is a dummy variable that equals 1 if the estimate of the discount rate is negative. The
table shows estimation by OLS, study-level fixed effects, instrumental variables (where the instrument for
the standard error is the inverse of the square root of the number of observations in a study), and precision
weighting (where estimates are weighted by the inverse of their standard error). Standard errors, clustered
at the study level, are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

B.2 Robustness Checks and Additional Statistics
to BMA

Table B.2.1: Summary of the benchmark BMA estimation

Mean no. regressors Draws Burn-ins Time No. models visited
11.7356 2 · 106 1 · 106 2.350162 mins 402,090
Modelspace Models visited Topmodels Corr PMP No. obs.
4.19 · 106 9.60% 100% 1.0000 927
Model prior g-prior Shrinkage-stats
Random/11 UIP Av = 0.9989

Notes: We employ the priors recommended by Eicher et al. (2011) and George (2010), the unit
information prior (the prior has the same weight as one observation in the data) and the dilution
prior (accounting for potential collinearity). The results of this BMA exercise are reported in
Table 3.6
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Figure B.2.1: Model size and convergence for the benchmark BMA model

Notes: The figure depicts the posterior model size distribution and the posterior model probabilities of the
BMA exercise reported in Table 3.6.
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Table B.2.2: Alternative BMA priors and frequentist model averaging

Bayesian model averaging (BRIC) Frequentist model averaging

Variable: Post. mean Post. SD PIP Mean SE p-value

Constant -0.244 NA 1.000 -0.393 0.140 0.005
Standard error 0.549 0.021 1.000 0.572 0.024 0.000

Estimation characteristics
Hyperbolic discounting 0.039 0.061 0.351 0.132 0.062 0.035
Exponential discounting 0.006 0.029 0.074 0.089 0.075 0.235
Delay 0.000 0.002 0.040 -0.002 0.009 0.843
Front-end delay 0.013 0.041 0.141 0.109 0.064 0.089
Lab experiment 0.156 0.101 0.777 0.124 0.075 0.100

Experimental characteristics
Real reward -0.005 0.026 0.075 -0.031 0.067 0.648
Matching task 0.017 0.045 0.160 0.017 0.066 0.791
Health domain 0.346 0.088 0.993 0.317 0.091 0.001
Other domain 0.441 0.069 1.000 0.424 0.072 0.000
Negative framing -0.148 0.106 0.735 -0.139 0.077 0.073
Neutral framing 0.003 0.030 0.045 0.017 0.089 0.851
Stakes

Subject pool characteristics
Sample size 0.075 0.014 1.000 0.084 0.017 0.000
Students 0.877 0.111 1.000 0.825 0.132 0.000
Students * Lab experiment -0.753 0.144 1.000 -0.670 0.160 0.000
Males only 0.013 0.052 0.089 0.098 0.110 0.374
Females only -0.001 0.022 0.040 0.000 0.012 1.000
North America 0.012 0.040 0.125 0.113 0.066 0.085
Asia 0.385 0.103 0.991 0.384 0.095 0.000
Africa 3.170 0.118 1.000 3.295 0.137 0.000

Publication characteristics
Citations -0.003 0.011 0.094 -0.014 0.022 0.527
Publication year 0.121 0.026 1.000 0.104 0.029 0.000

Observations 927 927
Studies 56 56
Notes: Response variable = annualized estimates of the discount rate. SD = standard deviation, PIP =
Posterior inclusion probability, SE = standard error. The first specification from the left uses Bayesian
model averaging with an alternative model prior, the beta-binomial prior advocated by Ley & Steel (2009)
and Zellnerâ€™s g prior BRIC according to Fernandez et al. (2001). The second specification, frequentist
model averaging, applies Mallow’s model averaging estimator (Hansen 2007) using the orthogonalization
of covariate space suggested by Amini & Parmeter (2012) to reduce the number of estimated models. All
variables are described in Table 3.5.
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Table B.2.3: Alternative specifications of the baseline BMA model

Bayesian Bayesian Bayesian
model averaging model averaging model averaging

(without SE) (with stakes) (known model)

Variable: P. mean P. SD PIP P. mean P. SD PIP P. mean P. SD PIP

Constant 0.790 NA 1.000 0.180 NA 1.000 -0.704 NA 1.000
Standard error 0.567 0.023 1.000 0.856 0.110 1.000

Estimation characteristics
Hyperbolic discounting -0.383 0.068 1.000 0.001 0.013 0.039
Exponential discounting -0.505 0.084 1.000 0.004 0.023 0.055 0.000 0.012 0.043
Delay -0.010 0.018 0.306 0.004 0.011 0.122 -0.098 0.017 1.000
Front-end delay -0.403 0.062 1.000 0.050 0.069 0.398 0.185 0.111 0.808
Lab experiment 0.278 0.148 0.855 0.097 0.122 0.445 0.311 0.073 0.997

Experimental characteristics
Real reward 0.166 0.140 0.664 -0.041 0.077 0.267 -0.001 0.020 0.051
Matching task 0.335 0.117 0.972 0.007 0.032 0.071 0.002 0.024 0.056
Health domain 0.110 0.144 0.442 0.979 0.173 1.000 0.382 0.095 0.996
Other domain 0.031 0.075 0.201 0.646 0.097 1.000 0.420 0.083 1.000
Negative framing -0.409 0.092 0.999 -0.033 0.074 0.201 -0.030 0.075 0.179
Neutral framing 0.017 0.076 0.101 0.010 0.059 0.049 0.002 0.035 0.044
Stakes -0.478 0.094 1.000

Subject pool characteristics
Sample size -0.050 0.027 0.856 0.120 0.018 1.000 0.142 0.029 1.000
Students 0.933 0.193 1.000 0.398 0.296 0.755 -0.007 0.043 0.075
Students * Lab experiment -0.684 0.254 0.960 -0.395 0.339 0.643 -0.001 0.044 0.066
Males only 0.005 0.042 0.071 0.016 0.061 0.092 0.015 0.063 0.085
Females only -0.006 0.043 0.073 0.000 0.020 0.029 0.004 0.034 0.050
North America 0.005 0.030 0.093 -0.002 0.018 0.049 0.146 0.111 0.704
Asia 0.306 0.175 0.835 0.073 0.146 0.244 0.351 0.108 0.975
Africa 2.570 0.155 1.000 3.242 0.134 1.000

Publication characteristics
Citations 0.003 0.012 0.100 -0.041 0.045 0.511 -0.001 0.009 0.059
Publication year 0.374 0.038 1.000 0.017 0.036 0.232 0.013 0.034 0.173

Observations 927 777 507
Studies 56 51 32
Notes: Response variable = annualized estimates of the individual discount rate. P. mean = posterior mean,
P. SD = posterior standard deviation, PIP = posterior inclusion probability. We employ Bayesian model
averaging (BMA) using unit information prior (Eicher et al. 2011) and the dilution prior suggested by George
(2010) which accounts for collinearity. In the first specification from the left, we exclude the variable Standard
error ; in the second specification we introduce variable Stakes into the model (which reduces the number of
observations to 777); in the third specification we use only those observations where the type of discounting
can be explicitly identified. All variables are described in Table 3.5.
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Table B.2.4: BMA specifications accounting for non-linearity and ex-
act delay

Bayesian model averaging Bayesian model averaging
(money * non-linearity) (exact delay)

Variable: Post. mean Post. SD PIP Post. mean Post. SD PIP

Constant -0.242 NA 1.000 -0.748 NA 1.000
Standard error 0.549 0.021 1.000 0.611 0.027 1.000

Estimation characteristics
Hyperbolic discounting 0.039 0.068 0.326
Exponential discounting 0.005 0.028 0.068 0.057 0.094 0.334
Delay 0.000 0.002 0.037 0.002 0.008 0.134
Front-end delay 0.013 0.040 0.132 0.173 0.115 0.775
Lab experiment 0.153 0.102 0.766

Experimental characteristics
Real reward -0.005 0.026 0.072 -0.004 0.053 0.114
Matching task 0.016 0.045 0.152 0.158 0.113 0.747
Health domain 0.346 0.089 0.992 0.304 0.147 0.889
Other domain 0.442 0.071 1.000 0.658 0.100 1.000
Money domain * non-linearity correction 0.001 0.035 0.090
Negative framing -0.146 0.107 0.724 -0.007 0.034 0.098
Neutral framing 0.003 0.030 0.042 0.053 0.152 0.165

Subject pool characteristics
Sample size 0.075 0.014 1.000 0.166 0.032 1.000
Students 0.877 0.111 1.000 1.184 0.178 1.000
Students * Lab experiment -0.752 0.144 1.000 -0.992 0.142 1.000
Males only 0.012 0.050 0.082 0.081 0.152 0.284
Females only -0.001 0.021 0.037 0.011 0.062 0.086
North America 0.011 0.039 0.116 0.037 0.076 0.260
Asia 0.382 0.104 0.989 0.288 0.169 0.831
Africa 3.169 0.117 1.000 3.146 0.200 1.000

Publication characteristics
Citations -0.003 0.011 0.089 0.000 0.013 0.080
Publication year 0.121 0.027 1.000 0.151 0.041 0.994

Observations 927 568
Studies 56 28
Notes: Response variable = annualized estimates of the discount rate. SD = standard deviation, PIP =
Posterior inclusion probability, SE = standard error. We employ Bayesian model averaging (BMA) using
unit information prior (Eicher et al. 2011) and the dilution prior suggested by George (2010), which accounts
for collinearity. In the first specification we include variable Money domain * non-linearity correction,
interaction of Money domain with a correction for non-linearity of utility functions; in the second specification
we estimate a model on a subsample of estimates for which the exact time horizon is coded (which reduces
the number of observations to 568 and eliminates variables Hyperbolic discounting and Lab experiment due
to high collinearity). All variables are described in Table 3.5.



Appendix C

Appendix to Chapter 4

C.1 BMA robustness checks
Here we present three additional Bayesian model averaging procedures using
different specifications to the one discussed in Section 4.5. We chose these
specifications to best capture the potential differences in their approach and
present them in the note under each of the three models. With Feldkircher
& Zeugner (2009) providing further detail on the theory behind each of the
parameters in our setups, our primary goal in these checks is to control for the
large number of observations included.
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Figure C.1.1: BMA using uniform g-prior and uniform model prior

Note: This figure displays the results of the Bayesian model averaging using the uniform g-prior
and the uniform model prior setup. BMA = Bayesian model averaging. For further explanation
of the procedure and individual variables, see Figure 4.6 and Table 4.7.
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Figure C.1.2: BMA using benchmark g-prior and random model prior

Note: This figure displays the results of the Bayesian model averaging using the benchmark g-prior
and the uniform model prior setup. BMA = Bayesian model averaging. For further explanation
of the procedure and individual variables, see Figure 4.6 and Table 4.7.
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Figure C.1.3: BMA using HQ g-prior and random model prior

Note: This figure displays the results of the Bayesian model averaging using the Hannan-Quinn
criterion g-prior and the uniform model prior setup. BMA = Bayesian model averaging. HQ =
Hannan-Quinn Criterion. For further explanation of the procedure and individual variables, see
Figure 4.6 and Table 4.7.
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Figure C.1.4: Variables and their inclusion in the model averaging

Note: This figure displays all of the Bayesian model averaging variables plotted against
their posterior inclusion probability. PIP = Posterior Inclusion Probability, UIP =
Uniform g-prior, Dilut = Dilution Prior, Uniform = Uniform Model Prior, BRIC =
Benchmark g-prior, Random = Random Model Prior, HQ = Hannan-Quinn Criterion.
For a detailed explanation of the variables, see Table 4.7.



Appendix D

Responses to Referees

First of all, I would like to thank my supervisor prof. PhDr. Tomáš Havránek,
Ph.D.and all three referees for the time they devoted to reading my disserta-
tion and for their valuable comments and suggestions that helped me improve
the quality of the thesis. I present the responses to referee comments in the
following sections. The comments are typeset in italic. My reactions are below
a line under each comment in roman.

Since Chapters 2 and 3 have already been published, I do not change the
main text of the papers. Fortunately, I managed to answer all the comments
on these chapters through this section.

Most of the comments focused on Chapter 4 since that one has not been
sent to the review process in any journal. I would like to thank the referees for
focusing on this unpublished part of my thesis since their suggestions improve
our chances for a well-placed publication of our work substantially. After the
discussions with my supervisor, I made several additional changes on top of
the ones required by the referees. These changes are presented in the next
Section D.1.

D.1 Additional changes to Chapter 4
• The most noticeable change to the Chapter 4 is a change in its title. I

made this change since the original title did not accurately express what
we are discussing in the paper. First, the incentives in primary studies
are not only of a financial nature, the study is about incentives more
generally. Second, we study the effect of incentives on motivation and
performance rather than work itself. I believe the new title expresses the
nature of the study better.

• I have added the statistics together with its p-value for p-uniform Publi-
cation bias test in Table 4.5.

• In Section 4.4 I deleted the Hierarchical Bayes method of publication
bias estimation. I deleted also its results from Table 4.4. The reason
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for this is that it is not clear to me if this method fulfils the assump-
tions. I, therefore, prefer to put more emphasis on techniques that are
more econometrically justifiable. Providing other methods for non-linear
estimation of publication bias, I decided to remove the method from the
analysis.

• I added the reporting guidelines according to Doucouliagos (2011) in Sec-
tion 4.3:

Doucouliagos (2011) collects 22,141 estimates of Partial correlation co-
efficients in the field of economics and introduces guidelines for its re-
porting. He provide three bands of PCC sizes: 1) small with PCC below
±0.07, 2) Medium with PCC ∈ [±0.07; ±0.32], and 3) Large with PCC
above ±0.33. The baseline effect in our case shows a mean Partial corre-
lation coefficient of 0.046, which suggests a small incentives-motivation
effect according to these guidelines. Looking systematically at the vari-
ables that have the highest impact on mean statistics, we find a medium
effect in some cases but never the Large one.

• I explained the transformation of the PCC with effect positive variable:

We remedy this problem by using a dummy variable equal to one if this re-
lationship is positive and transform the PCC of estimates with a negative
relationship to negative numbers by multiplying it by (-1). This approach
allows us to unify the effect’s direction, meaning that an increase in the
effect size always indicates better performance/outcome and consequently
becomes straightforward to compare.

• While I was introducing the best-practice estimates for different contexts,
I found a minor mistake in summary statistics loaded to the best-practice
estimate. I corrected the mistake and re-estimated the results of the best-
practice estimate together with the economic significance of key variables.
The calculation is correct now and the changes do not change the quali-
tative implications of the analysis.

D.2 prof. PhDr. Tomáš Havránek, Ph.D.
D.2.1 Chapter 4 - Motivation
comment 1

Most people will find very surprising the result that financial incentives do not
work. I think your BMA analysis makes it clear that the incentives work more
under some conditions, less under others. Perhaps in your discussion (in the
intro and elsewhere) you could focus a bit more on these nuances. So, for
example, best-practice estimates could be provided for different contexts.
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Yes, you are right and thank you for pointing it out. I have adjusted the
discussion and tone of the text throughout the paper to be more in line with our
results from the BMA analysis. Moreover, in Subsection 4.5.4 I now provide
best-practice estimates for seven additional scenarios:

" Moreover, from Model averaging results, we identify several scenarios that
have interesting results. Those scenarios are represented by the response vari-
ables in BMA that have PIP higher than 0.5 and are at the same time of some
experimentally conceptual nature. We identify 7 such scenarios: the effect be-
ing captured by student’s performance (Effect GPA), the effect being captured
by charitable giving (Effect charity), the measured performance was quantita-
tive (Quantitative performance), when the study rewards its subjects instead
of punishing them (Positive framing), if the subjects received the reward for
themselves (Reward own), if the experiment took place in a laboratory (Lab
study), when the experimental subjects were students (Students). We provide
the best-practice effect of rewards on motivation within these contexts by con-
secutively setting the coefficients of respective variables equal to one in the basic
best-practice estimate equation. "

comment 2

Also, perhaps you could acknowledge that the average result (no effect of incen-
tives) is not really that plausible - again, most people would argue that, logically
(and from our personal experience), financial incentives matter. Perhaps the
empirical studies cannot identify the effect, due to attenuation bias or other
problems (the "iron law of econometrics"). At least it’s possible.

Truly, the result is not fully plausible. But as you stated in a previous
comment, the effect depends on the conditions. And as I hopefully present
more clearly now in the BMA results section of the paper (and elsewhere)
the incentives simply do not seem to work under some of those conditions, or
perhaps do not work much.

Regarding the biases you mention, it is possible and I would say that also
very likely to some extent, but not in full. Both types of biases drag the result
down to zero. The former is connected to the independent variables while the
latter is to the dependent variable in the regression. The attenuation bias is
caused by measurement error or noise in independent variables and drags the
model coefficients and therefore the overall result towards zero. It includes esti-
mation technique differences such as the difference between estimates obtained
through Instrumental variables and OLS estimations. The latter, Hausman
(2001) refers to the "Iron law of econometrics" as to the effect of a mismea-
sured variable when the regression estimate is downward biased in magnitude
towards zero—the magnitude of the estimate is usually smaller than expected.

In our setting, this would mean that the effect of rewards on the motivation
of subjects is generally even more overestimated. In your forthcoming paper
for REStat (Irsova et al. 2022), for the detection of the attenuation bias, you
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exploit the fact that part of the literature uses instrumental variables (IV)
to address the bias (and other endogeneity biases), while other studies either
use simple OLS or provide natural experiments with exogenous variation in
relative labour supply. Unfortunately, we do not have IV estimates in our
data sample and therefore cannot use this method of correction for attenuation
bias. In our case, we could compare means of PCC for the group of data using
OLS estimation (924 observations) with a group that utilizes simple means
(215 observations) to control for other endogeneity biases. The reported means
of the PCC for these two subgroups are 0.046 and 0.050, respectively. This
shows that some bias truly can be present roughly in the magnitude of 13%.
Translating this value to our correction implies that the mean PCC corrected
for both publication and endogeneity bias could be around 0.026. However, I
deal no further with this topic here mainly due to feasibility reasons at this
stage of the dissertation, even though I do not rule out the possibility that we
will elaborate on it in the next versions of the paper.

comment 3

The funnel plot is a bit weird, as there are several outlying studies at the right-
hand side, perhaps evaluating a slightly different concept? Otherwise the funnel
is exactly as expected due to theory and seems to show relatively little publication
bias.

Yes, you are right, the funnel plot is strange at first glance. I must admit
that we tried to explain these data points several times but we did not manage
to discover any clear pattern that would explain the relationship. The most
obvious one can be found when we filter out observations from the top right
corner (setting arbitrarily PCC > 0.1 & precision > 50). We get 97 observations
in total, out of which 70% are from the study by (Karlan & List 2007) who
conduct a natural field experiment using direct mail solicitations from 50,000
donors. The study is therefore characterized by an exceptionally high degree
of precision. When we plot the funnel in Figure C.1.1 with data points from
this study marked in red, we can see, however, that the greater "outlier" section
is not populated by Karlan & List (2007) exclusively. Other studies include
e.g. Lazear (2000); Duflo et al. (2012); Lacetera et al. (2012); Homonoff (2018);
Barrera-Osorio et al. (2019), among others. Otherwise, the plot is as expected
due to theory and only a little publication bias is evident. We ended our
endeavour with a conclusion that sometimes things are not such as they appear
at a first glance and it is beneficial to verify the visual perception with hard
data analysis. Our quantitative analysis in the fourth chapter indeed confirms
this conclusion.

comment 4

It is great that you relax the assumption of conditional independence between es-
timates and standard errors. Could you provide some details on the IV estima-
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Figure C.1.1: Funnel plot (Egger et al., 1997)

Note: The figure displays a funnel plot as described by Egger et al. (1997).
Such plot should be symmetrical in case of no publication bias. Winsorized
outliers were hidden for better clarity of the effect but remained in the calcu-
lations. Red dots denotes observations from study by Karlan & List (2007).

tion? Robust F- stat from the first stage + weak-instrument-robust confidence
intervals in the second stage (see our paper on substitution between skilled and
unskilled labor under revision for RESTAT). Also one could potentially use the
new tests due to Elliott et al. (Econometrica; also see our RESTAT paper for
implementation).

Thank you for the positive evaluation of our approach. I now provide re-
quested details on the estimation in the Table 4.5. Moreover, I now provide
the tests due to Elliott et al. (2022):

" Elliott et al. (2022), however, points out that in caliper tests and alike
the researcher must arbitrarily specify the values where breaks in the distribu-
tion are expected. They derive two new rigorously founded techniques using a
conditional chi-squared test that does not require the arbitrary definition of the
breaks. Instead, the test slices the data to a specified number of bins and sets,
therefore, the "bars" dynamically. The first technique is a histogram-based test
for non-increasingness of the p-curve, the second one is a histogram-based test
for 2-monotonicity and bounds on the p-curve and the first two derivatives. In
their applications, Elliott et al. (2022) only focus on p-values below 0.15 and
use 15, 30, or 60 bins. We set the target cutoff threshold for the discontinuity
test similarly at 0.15 while using equally distributed 30 bins due to the smaller
dataset size. We present the results of the test in Panel B of Table 4.6. We
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reject the null hypothesis of the absence of the publication bias on 90% interval.
"

comment 5

I appreciate the use of the dilution prior that addresses collinearity in BMA.

Thank you for your appreciation.

D.3 Ing. Tomáš Miklánek, M.A., Ph.D.
D.3.1 Chapter 2 - Auctions
comment 1

Section 2.3 introduces hypotheses of the study, but it uses word "parameters"
when talking about outcome variables. This is repeated at several consequent
places in the text and is quite confusing. However, it is not used in this way in
the published version of the article.

Interesting comment, it seems that our text went through significant proof-
reading in the publishing house. The text is different from what we have sent
as our final version, it was rewritten from an active to a passive voice. This
is, according to my perspective, not a best practice but, frankly speaking, I
haven’t noticed it so far. I have reviewed the hypotheses section and compared
it to the published version of the paper but did not find what you meant with
your comment. All the statements about parameters seem to have preserved
their meaning. I also contacted the publishing house for the most recent pro-
duction version of our article but I received an answer saying that: "since the
files are marked as deleted from our system, they are no longer retrievable." I
admit that the text of the first chapter could have been clearer but I do not
change it here since the chapter is already published and it would, therefore,
be even more misleading.

comment 2

I might be interested in the relationship between chat communication in the
corresponding treatments and outcome variables.

This is a good question since it would be interesting to know this relation-
ship in a robust form. And we have indeed studied it at the beginning of our
research efforts. Some clues can be found in my previous research (Matoušek
2014) where I tried to determine the factors that influence the level of the
relative efficiency of Simultaneous multi-round auctions. This part, however,
eventually fell out of the analysis mainly due to interpretation problems and
various other reasons. I can state here that the chat variable representing the



D. Responses to Referees XXXI

presence of a possibility of communication among subjects had a significant
and positive effect on the efficiency of the auction roughly around the value of
0.05.

D.3.2 Chapter 4 - Motivation
comment 3

Elaborate more on the first contribution - restriction of the sample to studies
published in economic journals.

Thank you for the comment. Other referees also raised it in a more or less
similar manner. I try to answer all three comments in one framework.

First, I overall improve the reasoning behind the contribution. I focus more
on the use of the latest methods for the detection of selective reporting and
tracing the causalities in the heterogeneity of estimates. I also elaborate more
on the restriction of the sample to studies published only in economic journals.
I focus here on the distinction between economic and psychological expectations
and the importance of looking at the literature from separate perspectives. In
this paper, however, I still focus strictly on the perspective of an economist. It
would be indeed very interesting to add the psychological literature and quan-
titatively compare both, but I refrain now from this approach due to feasibility.
I hope you will not complain when I state here that one can not do all the work
at once and that leaving some pieces of the pie for later is, perhaps, not a bad
strategy. I provide the improved contribution in the introduction section of the
Chapter 4:

" Large heterogeneity among these results suggests that a synthesis of this
topic would bring substantial value to the field. And indeed, the synthesis of the
literature on the effect of rewards on motivation was done before (Rummel &
Feinberg 1988; Cameron & Pierce 1994; Jenkins et al. 1998; Deci et al. 1999;
Cameron 2001; Cerasoli et al. 2014; Van Iddekinge et al. 2018, among others).
None of the studies, however, tries to isolate the outlooks of either economists
or psychologists by looking at the available literature from strictly separated per-
spectives. And yet an economist would have different outlook and, more impor-
tantly, the expectations than a psychologist. The former would expect a stronger
effect of incentives while the latter would expect intrinsic motivation to have a
greater impact on performance. A comparison of these two perspectives would
be surely beneficial. Hence, we aim to synthesize the decades of research on this
topic in a quantitative meta-analysis from separate perspectives, both economic
and psychological. In this study, we focus on the former and look at how the
effect behaves strictly across economic literature. We aggregate individual eco-
nomic studies together being thus able to observe the underlying relationships
and causalities of the rewards-motivation effect, along with potential systematic
misbehaviour (Hunter et al. 1982).

Looking further at the list of synthetic studies that dealt with the topic be-
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fore, there are only two studies Cameron & Pierce (1994); Cerasoli et al. (2014)
that examine whether there appears a phenomenon widespread not only in eco-
nomics but also in other fields in the available literature—a selective reporting
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Researchers and editors
tend to publish only statistically significant results, yet, the insignificant and
unpublished data contains a lot of valuable information that has the potential
to add further value to general debate. We, therefore, analyze reported esti-
mates from available studies and look for this hidden information. Employing
the latest methodology in the field, we perform several linear and non-linear
methods to uncover potential selective reporting in the economic literature on
rewards and motivation.

Last but not least, we trace the heterogeneity in the reported estimates to the
design of the experiments while accounting for model uncertainty. We collect
a set of 39 explanatory variables focusing on different angles related to effect
characteristics, task nature, reward scheme, motivation characteristics, study
design, subject pool characteristics, methodology, and publication characteris-
tics. We employ the Bayesian model averaging (Raftery et al. 1997, BMA) and
frequentist model averaging (Hansen 2007, FMA) to discover which character-
istics affect the reported estimates the most. "

D.4 Dr. Heiko Rachinger
D.4.1 Chapter 3 - Discrate
comment 1

First, I was surprised about the notion of domain independence as a low corre-
lation between discount rates for different domains. Should this not be domain
dependence since discount rates differ then between the different domains.

I acknowledge that this is misleading and perhaps unintuitive. It is an
excellent point which also the editor of Experimental Economics raised and
wanted to unite the wording with the literature. We argued with the fact
that both domain independence and domain dependence terms occur in the
literature but the independence one is more frequent. We then got approval
from the editor to the wording independence as a terminology consistent with
the literature.

comment 2

Second, including only published papers, while potentially increasing the quality,
should have an effect of the publication bias correction. Would you interpret
the found publication bias then as a lower bound of the actual one?

I would argue here that a rational researcher would want to have significant
results even in the working paper version of her research and so the inflation
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of the results would be already in non-published papers. Moreover, for exam-
ple, Havranek (2015) studies this effect between working papers and published
papers in a specific domain and finds out that there is publication bias present
in both unpublished and published research. I would therefore broadly expect
that this relationship could be potentially translated to other contexts which
would imply our found publication bias could also appear in unpublished pa-
pers. A researcher, however, can never be sure until she performs a thorough
analysis of relevant data.

comment 3

Third, do you have any feeling of how well the bootstrap procedure for obtaining
estimates of the standard error works. In fact, one could apply this method to
papers for which standard errors are available and compare the bootstrapped
standard errors with the actual ones.

I recalculate the bootstrapped values for the studies for which standard
errors are available as suggested. To sum up the approach: for each study, we
use 1,000 iterations for bootstrapping so that the mean of bootstrapped values
equals the mean of the estimates reported in the study. From the bootstraps,
we then approximate the standard error at the study level.

33 studies report the standard errors. I calculate the mean reported stan-
dard error and compare it to bootstrapped standard error at the study level as
abs(meanbootstrapped/meanreported −1) and express it in percentages. This differ-
ence varies from 9% to extreme 1453% with the median being at 66%. Half of
the studies with bootstrapped values have those distorted at about 65% of the
basis. The third quartile of the distribution is then at 140% level of distortion.
The correlation between the mean reported standard error and bootstrapped
standard error at the study level is 0.367.

I acknowledge that some of these distortions are quite large. Nevertheless,
even though sometimes not precise, this technique still provides an option when
standard errors are not available for some studies. We use it for 23 out of 56
studies in our sample (41%). The price for using all of the studies is reasonable
in my perspective Moreover, we include a robustness check on the subsample
of the data with only reported standard errors, and the results are in line with
the original analysis.

D.4.2 Chapter 4 - Motivation
comment 1

First, the choice of only papers published in the economics literature still needs
to be better motivated. In particular, if we expect results to systematically differ
between the economics and psychological literature it could be interesting to
incorporate both and quantify those differences.
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Thank you for the comment. Other referees also raised it in a more or less
similar manner. I try to answer all three comments in one framework.

First, I overall improve the reasoning behind the contribution. I focus more
on the use of the latest methods for the detection of selective reporting and
tracing the causalities in the heterogeneity of estimates. I also elaborate more
on the restriction of the sample to studies published only in economic journals.
I focus here on the distinction between economic and psychological expectations
and the importance of looking at the literature from separate perspectives. In
this paper, however, I still focus strictly on the perspective of an economist. It
would be indeed very interesting to add the psychological literature and quan-
titatively compare both, but I refrain now from this approach due to feasibility.
I hope you will not complain when I state here that one can not do all the work
at once and that leaving some pieces of the pie for later is, perhaps, not a bad
strategy. I provide the improved contribution in the introduction section of the
Chapter 4:

" Large heterogeneity among these results suggests that a synthesis of this
topic would bring substantial value to the field. And indeed, the synthesis of the
literature on the effect of rewards on motivation was done before (Rummel &
Feinberg 1988; Cameron & Pierce 1994; Jenkins et al. 1998; Deci et al. 1999;
Cameron 2001; Cerasoli et al. 2014; Van Iddekinge et al. 2018, among others).
None of the studies, however, tries to isolate the outlooks of either economists
or psychologists by looking at the available literature from strictly separated per-
spectives. And yet an economist would have different outlook and, more impor-
tantly, the expectations than a psychologist. The former would expect a stronger
effect of incentives while the latter would expect intrinsic motivation to have a
greater impact on performance. A comparison of these two perspectives would
be surely beneficial. Hence, we aim to synthesize the decades of research on this
topic in a quantitative meta-analysis from separate perspectives, both economic
and psychological. In this study, we focus on the former and look at how the
effect behaves strictly across economic literature. We aggregate individual eco-
nomic studies together being thus able to observe the underlying relationships
and causalities of the rewards-motivation effect, along with potential systematic
misbehaviour (Hunter et al. 1982).

Looking further at the list of synthetic studies that dealt with the topic be-
fore, there are only two studies Cameron & Pierce (1994); Cerasoli et al. (2014)
that examine whether there appears a phenomenon widespread not only in eco-
nomics but also in other fields in the available literature—a selective reporting
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Researchers and editors
tend to publish only statistically significant results, yet, the insignificant and
unpublished data contains a lot of valuable information that has the potential
to add further value to general debate. We, therefore, analyze reported esti-
mates from available studies and look for this hidden information. Employing
the latest methodology in the field, we perform several linear and non-linear
methods to uncover potential selective reporting in the economic literature on
rewards and motivation.
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Last but not least, we trace the heterogeneity in the reported estimates to the
design of the experiments while accounting for model uncertainty. We collect
a set of 39 explanatory variables focusing on different angles related to effect
characteristics, task nature, reward scheme, motivation characteristics, study
design, subject pool characteristics, methodology, and publication characteris-
tics. We employ the Bayesian model averaging (Raftery et al. 1997, BMA) and
frequentist model averaging (Hansen 2007, FMA) to discover which character-
istics affect the reported estimates the most. "

comment 2

Second, do you expect that confining the analysis to the top 30 economic journals
has an effect on the detected publication bias? In my understanding, in other
fields, results in better journals tend to be more inflated than those published in
worse journals.

I would again argue here that a rational researcher would want to have
significant results even before the publication of her research and so the inflation
of the results would be already in working papers. Moreover, Havranek (2015)
confirms for a specific domain that there is publication bias present in both
unpublished and published research. But according to my knowledge, there is
no clear consensus among researchers about this and I would therefore not like
to draw any conclusions here. The safest option would again be to gather more
studies and perform differential analysis, but this is out of the scope of this
Thesis.

comment 3

Third, the choice of the partial correlation coefficient (PCC) relative to Cohen’s
d or Pearson correlation should be better explained.

This is a valid point. We failed to explain correctly the use of the Partial
correlation coefficient. I now provide a better explanation in Section 4.3:

" The effect variables we code measure the relationship between incentives
and output such as a change in physical/mental performance, pro-social be-
haviour, or students’ Grade Point Average. This makes the collected estimates
to be diverse in nature and size. We, therefore, need a measure that allows us
to unify and compare the effects. Previous meta-analyses used mostly Cohen’s
d (e.g. Cameron & Pierce 1994; Jenkins et al. 1998) or Pearson correlation
(Cerasoli et al. 2014; Van Iddekinge et al. 2018). Those measures are, how-
ever, inapplicable in our case. We would not be able to calculate Cohen’s d
for every data point since our dataset contains necessary estimates for control
groups in only 13 studies out of the 44 (29.55%). Pearson correlation coefficient
on the other hand does not control for confounding variables.

Given the diverse nature and size of the collected estimates, we instead need
a measure that would allow us to unify and compare the varying effects and
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would also control for omitted variables. A Partial correlation coefficient (PCC)
is presumably the most fitting choice, appearing as a standard in numerous
meta-analyses (e.g. Doucouliagos & Laroche 2003; Zhou et al. 2013; Valíčkova
et al. 2015; Zigraiova & Havránek 2016). In short, it is a measure capturing the
strength of the relationship between two variables using t-values and degrees of
freedom while ignoring the size of the dataset (Stanley & Doucouliagos 2012)."

comment 4

Fourth, the publication bias direction seems to depend on the underlying theory,
i.e. some papers might be looking for positive significant effects and others for
negative ones. Is it possible to code this potential direction and incorporate it?
Also does the correlation between estimates and their standard errors appropri-
ately reflect the underlying selective reporting? Further, are selection criteria
based on statistical significance of the PCC appropriate (for example, applying
the Caliper test at 1.96)?

Regarding the direction of the sought effects and publication bias, we do
not have these prior beliefs about the experiment’s outcomes in the data. It
would be very hard to gather this information and code it into the data since
every researcher may have different prior beliefs about those outcomes. It even
may be impossible to code it rigorously, a lot of noise would be introduced
when potentially trying to imply such information from the text. What we do
have is the information about the direction of the effects in the variable Effect
positive, i.e. whether a higher value of the effect means better performance
(such as when measuring the number of clicks) or the opposite is true (higher
finish time in a race). We normalize the data when the Effect positive variable
is negative. The Effect positive would, therefore, serve as a poor proxy for
theoretical expectations about the outcome. It should not have any effect on
publication bias.

As far as the correlation between estimates and their standard errors is
concerned, we use methods for publication bias detection that do not assume
any correlation between estimates and standard errors. First, we perform a set
of caliper tests on arbitrary slices of data. Since the correlation of estimates and
their standard errors persists even on these slices of data, the publication bias
is then not driven by the selection of underlying methodology only. Second, we
perform the p-uniform* technique that focuses on the distribution of p-values
at the mean underlying effect size (van Aert & van Assen 2020). Third, we now
provide the most novel method of Elliott et al. (2022) which uses a dynamic
approach to the definition of the breaks in the distribution of p-values. All
three techniques indicate publication bias, as we describe in the paper.

To the last point of the appropriateness of selection criteria based on the
statistical significance of the PCC within the caliper test, I must note that for
both the caliper tests as well as the test by Elliott et al. (2022) we use the
original t-statistic that the authors reported in the primary studies. So the
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fact that we are using Partial correlation coefficients does not affect it in our
case.

comment 5

Fifth, I am not sure whether including an "effect positive" variable is enough to
deal with the effect’s different direction. In particular, should this variable not
be interacted with all other explanatory variables as well?

The variable Effect positive expresses whether a higher value of the effect
means better performance (such as when measuring the number of clicks) or the
opposite (higher time in the race means worse performance). It only serves as a
normalization variable for the unification of the effect’s direction. We multiply
the PCC by (-1) when the Effect positive dummy is negative. The Effect
positive is by no means a variable that would carry any crucial information
and would, therefore, serve as a poor proxy for theoretical expectations about
the outcome of an experiment. It should not have any effect on publication
bias. Conceptually, it does not make sense to me, in this case, to interact this
proxy with all explanatory variables.

D.5 Prof. Dr. Sebastian Gechert
D.5.1 Chapter 2 - Auctions
comment 1

I am afraid, I am a bit puzzled about what is the problem to be solved. Is it that
package bidding makes auctions complicated for bidders and thus less efficient
or is it that package bidding does not suffice to prevent collusion and thus lead
to too low auction prices at the cost of the seller?

Generally, we wanted to compare a Simultaneous multi-round auction (SMR)
with its package bidding extension (SMRPB) in the setting of the 2013 Czech
spectrum auction. Theoretically, the SMRPB auction should have delivered
better results in terms of efficiency and revenues than the SMR auction (Go-
eree & Holt 2010). Moreover, we added communication to this setup to allow
for collusion among bidders. We were interested in which of the auction for-
mats would be more efficient under collusion and whether some of them can
potentially break it.

When comparing the standard treatments our results suggest that with
large amounts of goods involved package bidding makes auctions indeed compli-
cated for bidders and thus less efficient than the literature originally suggested.
We cannot confirm the conclusions of Goeree & Holt (2010) that package bid-
ding is better than a standard ascending auction.

In the communication treatments our experiments show evidence that the
package bidding auction may break collusion among cartel members, but for
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the price of the winner’s curse. Since bidders compete for the combinations of
goods (packages) that cannot interfere with each other, a lot of bidders may
not get their desired packages. Even though collusion is broken and prices are
competitive, many goods stay unallocated and the revenue for the seller de-
creases together with the efficiency of the package bidding auction. Bidders in
the standard multiunit ascending auction compete for each good individually
and can therefore reach agreements about these units more easily. The collu-
sion is facilitated in SMR and also more goods are sold which leads to higher
efficiency and revenues.

comment 2

Also, after the long motivation part of the paper, I am still not sure why one
exactly needs the 2x2 design. This should be motivated more clearly right from
the start (it is motivated later in the paper).

Thank you for your comment. I see now that this should gave been ex-
plained better much sooner than on page 19 in chapter 2.4 Methodology. We
consulted the paper with many researchers but unfortunately, none suggested
such obvious improvement in the clarity of the paper. Maybe if they had done
it the same way you do now, we could have published our research better. Since
this research is published and already contains an explanation that should only
have been provided earlier, I do not interfere with the text.

comment 3

The author states on p. 9: "The main concern of every auctioneer should be the
efficiency of the type of the auction employed, that is, allocating the objects for
sale to those who value them the most." I would not agree with this statement. I
would suspect, the main concern of an auctioneer is to maximize its brokerage,
which may or may not coincide with allocative efficiency.

Thank you for your comment. I acknowledge that not every auctioneer,
but I would argue that possibly that one who is in charge of the large public
auction should be concerned not only with revenues but also with the efficiency
of the auction. Since complicated auction mechanisms are artificially created
markets, they suffer from various flaws such as the winner’s curse. Excessive
prices of auctioned goods could subsequently lead to excessively high prices for
customers. It is precisely why we suggest that auctioneers in high-stakes public
auctions should use an experimental evaluation of the auction design before it
is implemented so that potential flaws are revealed and the real auction is
carried out correctly. This was done for example by Abbink et al. (2005) or
Bichler et al. (2014). Such an evaluation would help the auctioneer find the
efficiency-maximizing or revenue-maximizing design alternative, depending on
their preferences.
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comment 4

Finally, a question on external validity of the experiment: do economics stu-
dents match the real-world sample of professional bidders that probably know
each other’s stakes well and have a common history in oligopolistic auction
markets? In particular, the finding that SMRPB auctions may be overcompli-
cated and thus reduce efficiency may not carry over to professional bidders.

This is a very good comment and I would like to thank you for it. Your
concern is even supported by my research presented in both Chapter 3 where
experiments working exclusively with students show less evidence for patience
than experiments using mixed population samples and Chapter 4 where usage of
a students’ samples reports lower performance. When designing the experiment
we were aware of potential consequences that stemmed from the quality of the
subject pool. We approached this topic by employing a complicated multi-
stage hiring procedure that ensured only competent subjects skilled in auction
experiments should have participated in our experiment. The procedure is
described on page 27 of the Thesis as follows:

" The complexity of the required task to be done in the laboratory was ex-
pected to be highly demanding. We were not able to train subjects specifically
before the experiment or to carry out the complicated procedures used for exam-
ple in Abbink et al. (2005); Brunner et al. (2010) or even Bichler et al. (2013).
This was mainly due to the necessity of high over-recruitment rates in the case
of such training and the tightly constrained funding of the research. Therefore,
we used a simpler procedure.

The participants received an invitation five days prior to the experiment
and three days prior were asked to fill in an online questionnaire based on the
partial instructions available online. This online material consisted of general
instructions common to all treatments of the experiment. The instructions
were concluded with a 5-question quiz. Those who filled in the questionnaire
correctly were preferably invited to the lab. There were no difficulties with the
online questionnaires, and the rate of successful completion was over 95%. The
whole procedure regarding the instructions in advance and the questionnaire was
described in the invitation email for the experiment and was therefore publicly
known. "

D.5.2 Chapter 3 - Discrate
comment 1

I suspect that many experimental approaches rule out the possibility of negative
discount rates by design. This is different to other forms of publication bias,
where researchers strive for statistically significant coefficients or discard non-
conformist findings from their regressions. Doesnâ€™t this pose a problem to
theories of publication bias that propose a correlation between the point estimate
and the standard error as signs of publication selection? Can we employ these
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techniques here? Moreover, the only negative estimates, according to figure 3.2
stem from one publication (Loewenstein 1987), which seems to set up a negative
framing and thus may simply be an artifact of the framing. Does excluding this
study change the assessment of publication bias?

This is another great comment and I thank you for it. We had a serious
discussion on this topic with the two referees from Experimental Economics
throughout the revision process and we discuss it in the paper in Section 3.4
about publication bias. To dissect your comment in more depth, it implies that
a correlation between estimates and standard errors can arise in the absence
of publication bias, which invalidates the identification of all publication bias
tests commonly used in economics. In other words, the standard error in meta-
regression can easily be endogenous, which has important consequences beyond
our application of meta-analysis on individual discount rates.

Trying to explain that these concerns do not drive our results, we employ
two techniques. First, we perform a set of caliper tests on arbitrary slices of
data. Since the correlation of estimates and their standard errors persists even
on these slices of data, the publication bias is then not driven by the selection of
methodologies only. Next, we perform the p-uniform* technique that makes no
assumptions regarding the correlation between estimates and standard errors;
instead, it focuses on the distribution of p-values at the mean underlying effect
size (van Aert & van Assen 2020). We also put more weight on our instrumen-
tal variable estimation (using the inverse of the square root of the number of
observations as an instrument for the standard error) and fixed effects estima-
tion (which only needs to assume that the standard error is exogenous within
studies, not between studies). All these techniques indicate publication bias,
as we describe in the paper. More can be found in the respective Section 3.4
about publication bias.

D.5.3 Chapter 4 - Motivation
comment 1

This chapter somewhat lacks the clarity and novelty of the previous chapter.
Regarding clarity, the chapter would definitely benefit from professional proof
reading. Some sentences are not entirely clear in their meaning.

I am aware that the coherence and clarity of chapter 4 were not of a high
level for the predefense stage of the dissertation. This chapter was therefore
additionally proofread after incorporating all the revisions and the errors were
corrected.

comment 2

Regarding novelty, the paper is one among many existing meta-analyses in the
field, defining itself as the first one to cover only publications from economic
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journals. I am not convinced why this would be an improvement over the ex-
isting literature.

Thank you for the comment. Other referees also raised it in a more or less
similar manner. I try to answer all three comments in one framework.

First, I overall improve the reasoning behind the contribution. I focus more
on the use of the latest methods for the detection of selective reporting and
tracing the causalities in the heterogeneity of estimates. I also elaborate more
on the restriction of the sample to studies published only in economic journals.
I focus here on the distinction between economic and psychological expectations
and the importance of looking at the literature from separate perspectives. In
this paper, however, I still focus strictly on the perspective of an economist. It
would be indeed very interesting to add the psychological literature and quan-
titatively compare both, but I refrain now from this approach due to feasibility.
I hope you will not complain when I state here that one can not do all the work
at once and that leaving some pieces of the pie for later is, perhaps, not a bad
strategy. I provide the improved contribution in the introduction section of the
Chapter 4:

" Large heterogeneity among these results suggests that a synthesis of this
topic would bring substantial value to the field. And indeed, the synthesis of the
literature on the effect of rewards on motivation was done before (Rummel &
Feinberg 1988; Cameron & Pierce 1994; Jenkins et al. 1998; Deci et al. 1999;
Cameron 2001; Cerasoli et al. 2014; Van Iddekinge et al. 2018, among others).
None of the studies, however, tries to isolate the outlooks of either economists
or psychologists by looking at the available literature from strictly separated per-
spectives. And yet an economist would have different outlook and, more impor-
tantly, the expectations than a psychologist. The former would expect a stronger
effect of incentives while the latter would expect intrinsic motivation to have a
greater impact on performance. A comparison of these two perspectives would
be surely beneficial. Hence, we aim to synthesize the decades of research on this
topic in a quantitative meta-analysis from separate perspectives, both economic
and psychological. In this study, we focus on the former and look at how the
effect behaves strictly across economic literature. We aggregate individual eco-
nomic studies together being thus able to observe the underlying relationships
and causalities of the rewards-motivation effect, along with potential systematic
misbehaviour (Hunter et al. 1982).

Looking further at the list of synthetic studies that dealt with the topic be-
fore, there are only two studies Cameron & Pierce (1994); Cerasoli et al. (2014)
that examine whether there appears a phenomenon widespread not only in eco-
nomics but also in other fields in the available literature—a selective reporting
(Doucouliagos & Stanley 2013; Ioannidis et al. 2017). Researchers and editors
tend to publish only statistically significant results, yet, the insignificant and
unpublished data contains a lot of valuable information that has the potential
to add further value to general debate. We, therefore, analyze reported esti-
mates from available studies and look for this hidden information. Employing
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the latest methodology in the field, we perform several linear and non-linear
methods to uncover potential selective reporting in the economic literature on
rewards and motivation.

Last but not least, we trace the heterogeneity in the reported estimates to the
design of the experiments while accounting for model uncertainty. We collect
a set of 39 explanatory variables focusing on different angles related to effect
characteristics, task nature, reward scheme, motivation characteristics, study
design, subject pool characteristics, methodology, and publication characteris-
tics. We employ the Bayesian model averaging (Raftery et al. 1997, BMA) and
frequentist model averaging (Hansen 2007, FMA) to discover which character-
istics affect the reported estimates the most. "

comment 3

The author sells the use of the partial correlation coefficient (PCC) as a unique
feature of the analysis as compared to other contributions. However, PCCs can
only measure statistical significance, not economic significance. That is why
they are usually considered second best only when a homogeneous coefficient
across studies is unavailable. The danger when using PCCs often is a mis-
interpretation of the findings. When the author in his conclusion states that
"[r]ewards have, therefore, only about a halfway effect on motivation and perfor-
mance of people than a simple mean summary statistics of economics literature
suggests", then he also commits such an error. The corrected mean of the PCC
after publication bias only can show that the statistical significance of the effect
has shrunk, not the effectiveness of financial incentives on work performance.

This is a true and valuable comment. I forgot this perspective at one point in
the paper and thank you for taking it forth. The effect variables across studies
are indeed not homogeneous and that is why we need to use Partial correlation
coefficients as you correctly point out. I drop the discussion about the PCC
being a unique feature of our analysis in the introduction of the paper (see my
answer to your comment 2 in chapter 4). I also provide a better explanation as
well as tone down the voice in Section 4.3 when I introduce the usage of PCC
in the paper, see below. Last but not least I also drop the erroneous statement
about the size of the effect the rewards have on motivation in the conclusions
of the paper.

" The effect variables we code measure the relationship between incentives
and output such as a change in physical/mental performance, pro-social be-
haviour, or students’ Grade Point Average. This makes the collected estimates
to be diverse in nature and size. We, therefore, need a measure that allows us
to unify and compare the effects. Previous meta-analyses used mostly Cohen’s
d (e.g. Cameron & Pierce 1994; Jenkins et al. 1998) or Pearson correlation
(Cerasoli et al. 2014; Van Iddekinge et al. 2018). Those measures are, how-
ever, inapplicable in our case. We would not be able to calculate Cohen’s d
for every data point since our dataset contains necessary estimates for control
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groups in only 13 studies out of the 44 (29.55%). Pearson correlation coefficient
on the other hand does not control for confounding variables.

Given the diverse nature and size of the collected estimates, we instead need
a measure that would allow us to unify and compare the varying effects and
would also control for omitted variables. A Partial correlation coefficient (PCC)
is presumably the most fitting choice, appearing as a standard in numerous
meta-analyses (e.g. Doucouliagos & Laroche 2003; Zhou et al. 2013; Valíčkova
et al. 2015; Zigraiova & Havránek 2016). In short, it is a measure capturing the
strength of the relationship between two variables using t-values and degrees of
freedom while ignoring the size of the dataset (Stanley & Doucouliagos 2012)."

comment 4

I also wonder whether it is wise to lump together analysis from such different
estimates like "students’ GPA, charitable giving, an outcome of a game or a
simulation, performance of employees at work" (p.102). I am not convinced
as to whether the "middle ground in this trade-off between incomparability and
excessive generalization" (p.102) is really a trade-off. Excessive generalization
leads to incomparability as in this case.

Thank you for your comment. I admit the statement was indeed incorrect.
However, there are examples of studies with at least as heterogeneous the nature
of the effects as in our work. For example, DellaVigna & Linos (2022) introduces
a highly heterogeneous dataset and uses a similar approach as we do. I tried
to rewrite the paragraph to express more clearly our approach here.

" With this kind of variety in the data, it seems unfeasible to simply lump all
of the effects into one category. This approach is heavily criticized in the field.
For example, Glass et al. (1981) argue that conclusions drawn when generaliz-
ing different effects are invalid. Distributing the effects into too many categories
would be on the other hand misleading for the reader as well as technically in-
feasible. The analysis would lose its point. Some degree of generalization is
necessary for a meta-analysis. One of the latest examples of a meta-study with
substantial heterogeneity in the estimates is e.g. DellaVigna & Linos (2022)
who compare interventions in research units, versus at scale implemented in
Nudge Units in governments. Fortunately, we observe a clear underlying pat-
tern between the studies, which allows us to create a reasonable categorization
according to their nature. Namely, we create four categories capturing: stu-
dents’ GPA, charitable giving, an outcome of a game or a simulation, and
performance of employees at work. All of the studies collected in our data fit
into one of these four categories, making this setup appear suitable. By our
approach, we aim to choose a middle ground in the degree of generalization
for enabling comparability and provide insights into the inner workings between
effects of different nature. "
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