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1 Introduction

This thesis explores the mutual relationship between linguistic theories, data and
applications. We focus on one particular theory, Functional Generative Description
(FGD), one particular type of linguistic data, namely valency dictionaries, and one
particular application: machine translation (MT) from English to Czech. The text
consists of two major parts: the first one is devoted to lexical acquisition (Chapter 2)
and the second one to machine translation (Chapters 3 and 4), they are linked as
follows:

One of the key components of FGD is the valency theory, which predicts how
an element in a grammatically well formed sentence can or must be accompanied
by other elements. The prediction primarily depends on the sense of the governing
word and it is best captured in a lexicon. Such lexicons are assumed to be central
components of various NLP applications but their development is costly. In Chap-
ter 2, we explore the possibility of automatic suggestion of lexicon entries based on
corpus data.

In Chapter 3, we study how the theory of FGD lends itself to practical em-
ployment in MT. After a brief review of various approaches to MT, we describe
and evaluate our system of syntax-based machine translation. The valency lexicons
discussed in Chapter 2 are included in our system to a limited extent only but we
observe far more important problems than their lack of coverage.

Chapter 4 is devoted to a contrast experiment: we aim at English to Czech MT
leaving the framework of FGD aside and using a rather direct method. We briefly
summarize the state-of-the-art approach, so-called phrase-based statistical machine
translation, including an extension to factored M'T where various linguistically mo-
tivated aspects can be explicitly captured. Then we demonstrate how to use factors
to improve morphological coherence of M'T output and compare the performance of
the direct approach with the syntax-based system from Chapter 3.

We conclude by Chapter 5, providing a broad survey of documented utility of
lexicons in NLP and summarizing our observations and contributions of the thesis.

2 Extracting Verb Valency Frames

Verb valency frames formally describe the potential of a verb to combine with other
elements in the sentence. When analyzing an input sentence, the knowledge of the
verb frame allows to resolve ambiguity at various levels. When generating text
from some deep representation, the valency frame of the verb is used to choose the
appropriate morphemic form (e.g. the preposition and case) of a modifier and thus
to guarantee the grammaticality of the output, e.g. Ptac¢ek and Zabokrtsky (2006).

2.1 Layers of Language Description and Valency Theory

FGD as implemented in the Prague Dependency Treebank (PDT, Haji¢ et al. (2006))
defines three layers of language representation called morphological (or m-layer),
analytical (a-layer, corresponds to surface syntax) and tectogrammatical (t-
layer, corresponds to deep syntax: only words bearing meaning have corresponding



nodes) to annotate an original text (the wordform, w-layer, where even typograph-
ical errors are stored verbatim, e.g. no space between do and lesa), see Figure 1.
In FGD, (verb) valency frames are defined at

the t-layer only and describe formal requirements ,O
on the immediate dependents of the verbal t-node % | Oty
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verb. Every valency frame consists of a set of va-
lency slots characterizing complementations of the
verb. Each slot describes the type of the syntactico-
semantic relation between the verb and its complementation (by means of a tec-
togrammatical functor, such as Actor ACT, Patient PAT, Direction DIR1; see
FGD) as well as all allowed surface realizations (morphemic forms) of the verb
complementation (e.g. the required preposition and case or the subordinating con-
junction for dependent clauses).

We use the term verb lemma to denote the infinitive of the verb, excluding
a possible reflexive particle and homograph distinction, e.g. odpovidat is the verb
lemma, for the verbs odpovidat and odpovidat se.

The first version of VALLEX 1.0 was publicly released in 2003 and contained
over 1,400 verb entries. The set of covered verbs was extended to about 2,500 verb
entries in VALLEX 1.5, an internal version released in 2005.

VALLEX 1.5 covers around 66% of verb occurrences in the Czech National Cor-
pus; 23% of verb occurrences belong to a few frequent auxiliary verbs, esp. by,
byvat (to be). The remaining 10% occurrences belong to verbs with low corpus fre-
quency. The distribution of verbs closely follows Zipf’s law and there are about 28k
additional verbs needed just to cover our particular corpus. An automated method
of lexical extraction would save a lot of labour.

VALEVAL (Bojar et al., 2005) evaluated the inter-annotator agreement of an-
notating verb occurrences with VALLEX 1.0 frames. The level 75% of pairwise
agreement, we achieved is no worse than results for other languages, but a better
match is certainly desirable. VALEVAL experiment provided VALLEX developers
with a valuable feedback and also lead to the creation of “Golden VALEVAL” cor-
pus, the collection of sentences where three annotators agreed on the frame of the
verb. Golden VALEVAL contains 108 verbs in 7804 sentences (72+26 sentences per
verb), annotated with a single VALLEX frame that was used in the sentence.

Figure 1: Layers of annotation
as implemented in PDT.



2.3 Learning Task and Evaluation Metrics

Our learning task is to provide a test verb lemma v; with a hypothesized frame
set H. For the purpose of evaluation of our learning methods, we always choose a
known v; from a dictionary that provides the “golden frame set” G for comparison.

Methods of frame extraction are usually evaluated in terms of precision and recall
of either frames as wholes or of individual frame elements (slots). We report on the
frame-based precision and recall:

P(H,G) =2 r(H,G) = E5E (1)

To better account for the fine structure of VALLEX frames, our main focus lies
in a novel metric, frame edit distance (FED) proposed in BeneSova and Bojar
(2006): FED represents the minimum number of edit operations (insert, delete,
replace) necessary to convert a hypothesized frame into the correct frame. FED is
extended to entry similarity (ES) that compares whole sets of frames:

min FED(G, H) 9
- FED(G,0)+ FED(H,0) ?)

ES attempts to capture how much of lexicographic labour has been saved thanks
to the contribution of the automatic frame-generation procedure. If the system did
not suggest anything (H = ()), the ES is 0%. If the system suggested exactly all the
golden frames (H = G and thus FED(G, H) = 0), the ES achieves 100%. With
this explanation in mind, we use the term expected saving (ES) as a synonym to
“entry similarity”.

ES(H,G) =1

2.4 Direct Methods of Learning VALLEX Frames

This section is devoted to the description and comparison of three rather direct
methods of frame extraction. An additional method PatternSearch is described in
Section 2.5.

Word-Frame Disambiguation (WFD) Inspired by frame-disambiguation tech-
niques by Semecky (2007), we train a classifier on training examples of all known
verbs ignoring their lemmas (i.e. pretending that all annotated verb occurrences be-
long to the same verb). The classifier is then used to predict the most likely frame
to each occurrence of the test verb v;. Finally, all suggested frames are collected
and returned as the hypothesized frame set H for v;.

Deep Syntactic Distance (DSD) Like WFD, DSD uses frame-labelled occur-
rences of training verbs to predict frames to occurrences of the test verb v,. In
WFD, the prediction is handled by a classifier with features extracted from surface-
syntactic neighbourhood of the verb occurrence. In DSD, we explicitly consider the
underlying deep-syntactic layer and estimate how difficult it is to believe that an
occurrence of v; has the same frame as an occurrence of a known verb. In a sense,
DSD is the “nearest neighbour” variant of WFD.



Method  Options Fit Frame Count  Avg ES  Avg Prec Avg Rec

WEFED no 21.4+4.7 4.1+14 26.9+11.1
Baseline 1xACT-PAT no 27.7+£4.9 45.7+21.9 9.7+£6.8
Baseline 2xACT-PAT no 38.8+4.9 22.8411.0 9.7+£6.8
Decomp no 43.0£1.5 4.2+2.1 4.3£2.0
DSD Penalize, ReqObl no 43.148.1 7.946.5 14.24+11.3
Baseline 3xACT-PAT no 43.7+3.6 15.2+7.3 9.7+6.8
Baseline avgxACT-PAT no 45.3+4.6 5.9£2.7 9.7£6.8
Baseline 4xACT-PAT no 46.8+3.2 11.4+5.5 9.7+6.8
DSD Penalize, ReqObl CLUST 62.2+49.3  11.7£8.0 11.7£8.0
Decomp SIMPLE/CLUST 64.5£3.6 4.5£2.0 4.5£2.0
Baseline expectedx ACT-PAT  SIMPLE 65.31+3.8 9.7+6.8 9.7+£6.8
WFD CLUST 66.0£3.1 13.4+8.6 13.4+8.6
WFD SIMPLE 67.8+1.1 12.74+3.3 12.6£3.3

Table 1: Evaluation of direct frame suggestion methods.

Learning Frames by Decomposition (Decomp) Both WFD and DSD assume
frames are opaque units and rely on a similarity between verb occurrences. In De-
comp, we decompose frames into independent “frame components” (e.g. “frame-has-
PAT”, “ADDR-is-obligatory”, “PAT-expressed-as-acc”). We train separate classifiers
to predict which frame components are present in the frame of a particular oc-
currence of v;. The hypothesized frame set H is constructed by recombining the
suggested components.

Post-processing of Suggested Frame Sets ES is very sensitive to any difference
in the number of frames expected vs. proposed. Instead of trying to predict the
correct cardinality of the frame set of a test verb v; based e.g. on the frequency of v,
in a corpus or on the number of translation equivalents of v; to a foreign language,
we use two methods that modify a suggested frame set to match the expected number
of frames for each verb, thus allowing the methods to peek at the test data partly.

If fewer frames than expected were hypothesized, additional baseline frames
(ACT.obl.nom PAT.obl.acc) are added to reach the expected count. If more frames
were hypothesized, only those with a high support (SIMPLE) or the centroids of
automatically generated clusters (CLUST) are taken into account.

Empirical Evaluation of Direct Methods The methods were evaluated on
VALEVAL verbs and frame sets from VALLEX 1.0. In every fold we pick one
tenth of verb lemmas as the test verbs. The remaining 9/10s of the verbs and their
VALEVAL occurrences are available to the methods for training. Every method has
to produce a frame set for every test verb based on unlabelled occurrences in the
VALEVAL corpus. The results are in Table 1.

The column “Fit Frame Count” specifies whether the framesets were post-processed
to match the expected (correct) number of frames (SIMPLE or CLUST). Our “Base-
line” method is to suggest one to four copies of a frame with two obligatory slots:
ACT.obl.nom PAT.obl.acc.

We observe that baseline methods generally perform better than our frame-
suggestion techniques both in case the methods do not access the expected number



of frames as well as when they do. It is only WFD (CLUST and SIMPLE) that
insignificantly outperforms the baseline.

2.5 PatternSearch: Guessing Verb Semantic Class

As seen above, direct methods of frame suggestion averaged over all verbs do not
bring much improvement over the baseline. In this section, we tackle frame sug-
gestion indirectly: we first automatically guess, which verbs belong to a particular
semantic and then suggest the most typical frame of that class to them. In this
preliminary experiment published in BeneSova and Bojar (2006), we focus on one
class: so-called verbs of communication rendering the situation when “a speaker
conveys information to a recipient”.

Automatic Identification of Verbs of Communication We search a corpus
for verbs accompanied by: (1) a noun in one of the following cases: genitive, dative
or accusative (to approximate the “recipient” slot) and (2) a dependent clause in-
troduced by one of the set of characteristic subordinating conjunctions (Ze, aby, af,
zda or jestli) (to approximate the slot of “information”).

Sorting all verbs by the descending number of occurrences of the tested pattern,
we obtain a ranking of verbs according to their “communicative character”. For all
possible cut-off thresholds, Figure 2 plots the true positive rate (correctly recog-
nized verbs of communication) against the true negative rate (correctly recognized
verbs without a communication sense). The left chart compares the performance
against three golden standards (VALLEX 1.0, VALLEX 1.5 and translations of En-
glish verbs in the Communication frame and derived frames in FrameNet 1.2.1),
the right chart gives further details on the contribution of different subordinating
conjunctions.
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e --- VALLEX 1.0
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< T T T T T I < T T T T T I
0.0 02 04 06 0.8 1.0 00 02 04 06 08 1.0
True positive rate True positive rate

Figure 2: Verbs of communication as suggested by the pattern V+N234+-subord,
evaluated against VALLEX and FrameNet (left) and evaluated against VALLEX 1.0
for the three main subordinating conjunctions (aby, Ze, zda) independently (right).

http://framenet.icsi.berkeley.edu/



The closer the curve lies to the upper right corner, the better the performance.
With an appropriate threshold, about 40% to 50% of verbs of communication are
identified correctly while 20% of non-communication verbs are falsely marked. We
obtain about the same performance level for both VALLEX and FrameNet-based
evaluation. This confirms that our method is not too tightly tailored to the classi-
fication introduced in VALLEX.

Application to Frame Suggestion For all verbs occurring frequently enough in
the typical pattern, we propose the most typical “communication frame” consisting
of ACT, ADDR and PAT (all obligatory). Every verb of communication can have
some additional senses not noticed by our method but at least the communication
frame should be suggested correctly.

Suggested frames ES %]

Specific frame for verbs of communication, default for others 38.00 £ 0.19
Baseline 1: ACT(1) 26.69 + 0.14
Baseline 2: ACT(1) PAT(4) 37.55 +0.18
Baseline 3: ACT(1) PAT(4) ADDR(3,4) 35.70 £ 0.17
Baseline 4: Two identical frames: ACT(1) PAT(4) 39.11 £0.12

Table 2: Expected saving when suggesting frame entries automatically.

Table 2 displays the E'S as reported in BeneSova and Bojar (2006) of four vari-
ous baselines and the result obtained by our method. We can slightly improve over
Baseline 2 if we first identify verbs of communication automatically and assign ACT
PAT ADDR with appropriate subordinating conjunctions to them, leaving other
verbs with ACT PAT only. This confirms our assumption that verbs of communica-
tion have a typical three-slot frame and also that our method managed to identify
some of the verbs correctly.

2.6 Discussion

Reasons of the failure of our direct methods include lack of semantic information
(only PatternSearch that used verb classes in VALLEX gave somewhat promising
results), no treatment of deletability of modifiers (i.e. the fact that even obliga-
tory modifiers are often not present in the sentence), relatively limited fine-tuning
of features and training data (by carefully selecting which training and test oc-
currences we consider, the noise in predicting frames to verb occurrences could be
greatly reduced), and lack of manual intervention in the rather complex lexico-
graphic process.

Ideally, the lexicons considered in this chapter would improve NLP applications.
To better understand practical needs of NLP applications, we now experiment with
a syntax-based (Chapter 3) and a phrase-based (Chapter 4) machine translation
system.

10



3 Machine Translation via Deep Syntax

One of the key distinctions between various MT systems is the level of linguistic
analysis employed in the system, see the MT triangle by Vauquois (1975) in Figure 3.
Roughly speaking, an MT system is “direct” or “shallow” if it operates directly
with words in source and target languages and it is “deep” if it uses some formal
representation (partially) describing the meaning of the sentence. We examine both
of the approaches further below.

Interlingua ..

Tectogrammatical (t-) Layer

Analytical (a-) Layer #===---

Morphological (m-) Layer «---—-—-—-—-—-—--
— English —

Figure 3: Direct and shallow methods of MT. Abbreviations explained in Section 3.3.

3.1 Synchronous Tree Substitution Grammar

Synchronous Tree Substitution Grammars (STSG, e.g. Cmejrek (2006)) capture
the basic assumption of syntax-based MT that a valid translation of an input sen-
tence can be obtained by local structural changes of the input syntactic tree (and
translation of node labels) while there exists a derivation process common to both
languages. Some training sentences may violate this assumption because human
translators do not always produce literal translations but we are free to ignore such
sentences in the training.

#  Asociace uvedla 7e doméci poptivka v ZAF stoupla
# Sb Pred AuxXAuxC Atr Sb AuxP  Adv Pred AuxK
# association  said , that domestic demand in September  grew

# The association said domestic demand grew in September
# DET NP VP ADJ NP VP PP NP

Figure 4: A sample pair of analytical trees synchronously decomposed into treelets.
Linguistic annotation is provided for illustration purposes only.

As illustrated in Figure 4, STSG describe the tree transformation process using

the basic unit of a treelet pair and the basic operation of tree substitution. Both
source and target trees are decomposed into treelets that fit together. Each treelet

11



_NP said _VP

Figure 5: A sample analytical treelet pair.

can be considered as representing the minimum translation unit. A treelet pair such
as depicted in Figure 5 represents the structural and lexical changes necessary to
transfer local context of a source tree into a target tree.

Each node in a treelet is either internal ( e , constitutes treelet internal structure
and carries a lexical item) or frontier ( 7, represents an open slot for attaching
another treelet). Frontier nodes are labelled with state labels (such as “_Sb”
or “_NP?”), as is the root of each treelet. A treelet can be attached at a frontier
node only if its root state matches the state of the frontier. A treelet pair also
describes the mapping of the frontier nodes. A pair of treelets is always attached

synchronously at a pair of matching frontier nodes.

3.2 STSG in Machine Translation

Our goal is to translate a source sequence of words s; into a target sequence of words
So, where s is the most likely translation out of all possible translations ss:

So = argmax p(ss | s1) (3)
52
Breaking the search into independent steps of parsing, tree transfer and genera-
tion, we search for the most likely synchronous derivation ¢ that constructs the
source tree 17 and the target tree 15, and we take its target-side projection:

Ty, = argmax p(Ts | T)) = target(d) = target (argmaxp(cS)) (4)
Ty SEA(TY)

A derivation 0 consists of a sequence of treelet pairs. When searching for 5, we
consider all decompositions of T} into a set of treelets t9,... t¥ we expand each
treelet ¢i into a treelet pair ti., using a treelet pair dictionary and evaluate the
probability of the synchronous derivation § = {0, ... % }.

Following Och and Ney (2002), we further extend Eq. 4 into a general log-linear
framework that allows us to include various features or models:

M
§ = argmax exp( Z )\mhm(é)) (5)
SEA(TY) —
Each of the M models h,,(d) provides a different score aimed at predicting how
good the derivation ¢ is. The weighting parameters \,,, Zi‘/j Am = 1, indicate the
relative importance of the various features and they are tuned on an independent
dataset. See the thesis for a detailed descriptions of the models we use as well as

the training procedure based on a parallel treebank.

12



# The association said demand gréw

Sample translation options at root: = Linearized target treelet:

M\ = # Pred AuxK

M — 4 Pred.

Sample translation options at ’said’:

m = Sb uvedla , 7e Pred
NP _VP V

Sample translation options at ’.”:

Figure 6: Sample translation options for translating an English a-tree to a Czech
a-tree. For conciseness, the target tree is linearized (i.e. structure omitted).

The search space of all possible decompositions of input tree multiplied by all
possible translations of source treelets is too large. The current version of our
decoder implements a beam search inspired by the strategy of phrase-based decoder
Moses (Koehn et al., 2007). While Moses constructs partial hypotheses in a left-to-
right fashion (picking source phrases in arbitrary order), our partial hypotheses are
constructed top-to-bottom as the source tree 7} is covered.

The first step is the construction of “translation options”. For each input node
x € T1, all possible treelets rooted at = are examined and if a translation of a treelet
is found, it is stored as one of the translation options for x. Figure 6 illustrates
sample translation options for three input nodes: “#”, “said”, and “.”.

Figure 7 illustrates the second and main step, i.e. the gradual expansion of a
hypothesis using translation options constructed in the first step. Once all input
nodes are covered (and thus no frontiers are left in the partial output), the out-
put hypothesis is returned. In practice, we beam-search the space of derivations,
studying only o best-scoring partial hypotheses of the same number of covered input
nodes.

Methods of Back-off As expected, and also pointed out by Cmejrek (2006),
the additional structural information boosts data-sparseness problem. Many source
treelets in the test corpus were never seen in our training data. To tackle the
problem, our decoder utilizes a sequence of back-off models, i.e. a sequence of several
methods of target treelet construction and probability estimation. Each subsequent
model is based on less fine-grained description of the input treelet and constructs the
target treelet on the fly from independent components (see the thesis for a detailed
description). The order and the level of detail of the back-off methods is fixed but
easily customizable in a configuration file.

13



# The association said demand grew

Sample Derivation: Linearized output:
TN 27N
M
I’LO [\\ /7‘1# :}\t:éf/\

After expanding at root:

hy 4 1 = #\_Pred 2
/

— -

After expanding at _Pred:

ha —# = # _Sb uvedla e :Prea \./\
_NP Ruaal i
After expanding at _ Pred: --

hs ’—W‘ = # _Sb uvedla, ze _Sb stoupla .
NP NP

Figure 7: Top-down hypothesis expansion using translation options from Figure 6.
Dashed circles indicate where treelet pairs are attached at each step.

3.3 Empirical Evaluation of STSG Translation

In an end-to-end evaluation, we try to cover a wide range of experimental settings
when translating from English to Czech, as illustrated in Figure 3.

Our main focus is the translation from the English t-layer to the Czech t-Layer
(etct). The general applicability of STSG to any dependency trees allows us to test
the same model also for analytical translation (eaca) or across the layers (etca and
eact). To a certain extent, our tree-based decoder can simulate a direct approach
to MT (phrase-based decoding, as discussed in Chapter 4 below) if we replace the
dependency structure of an a-tree with a simple left-to-right chain of words (“linear
tree”). The results obtained using this approach are labelled “epcp”. Our phrase-
based approximation epcp is bound to work worse because we prohibit any phrase
reorderings.

Table 3 reports the BLEU scores of several configurations of our system, higher
scores suggest better M'T quality. The values in the column “LM Used” indicate the
type of language model used in the experiment. An n-gram model can be applied
to the output sequence of words. For setups where the final sequence of words is
constructed using the generation component by Ptacek and Zabokrtsky (2006) with
no access to a language model, we use at least a binode LM to improve output tree
coherence.

3.4 Discussion

At the first sight, our preliminary results support common worries that with a more
complex system it is increasingly difficult to obtain good results. However, we are
well aware of many limitations of our current experiments.

14



Method of Transfer LM Used BLEU

epcp n-gram  10.940.6
eaca n-gram  8.840.6
epcp none 8.7+0.6
eaca none 6.6+0.5
etca n-gram  6.3+0.6
etct factored, preserving structure binode 5.6+£0.5
etct factored, preserving structure none 5.3£0.5
eact, no output factors binode 3.0£0.3

etct, vanilla STSG (no factors), all node attributes  binode  2.6+0.3
etct, vanilla STSG (no factors), all node attributes none 1.6£0.3
etct, vanilla STSG (no factors), just t-lemmas none 0.7+0.2

Table 3: English-to-Czech BLEU scores for syntax-based M'T evaluated on DevTest
dataset of ACL 2007 WMT shared task.

BLEU Favours n-gram LMs. BLEU is known to favour methods employing
n-gram based language models. Empirical evidence can be observed in Table 3: an
n-gram LM gained 2 BLEU points for both “eaca” and “epcp”.

Cumulation of Errors. All components in our setup deliver only the single
best candidate. Any errors will therefore accumulate over the whole pipeline. This
primarily hurts the “etct” scenario where most tools are employed.

Conflict of Structures. Our current heuristic treelet extraction crucially
depends on the quality of both English and Czech trees as well as on the node
alignment between them. A single error in any of the rigid sources may prevent the
extraction of a treelet pair, not to mention natural divergence between the sentence
and its translation. We thus lose a significant portion of training data.

Combinatorial Explosion. In the current implementation, target-side tree-
lets are fully built during the preparatory phase of translation option generation.
Uncertainty in the many t-node attributes leads to too many treelets with insignif-
icant variations while e.g. different lexical choices are pushed off the stack. While
vital for final sentence generation (see Table 3), fine-grained t-node attributes should
be produced only when all key structural, lexical and form decisions have been made.

Sentence Generation Tuned for Manual Trees. The rule-based generation
system (Ptacek and Zabokrtsky, 2006) was designed to generate Czech sentences
from full-featured manual Czech tectogrammatical trees. Our system produces t-
trees with many errors and omissions due to the pipeline of automatic annotation
tools as well as due to the noise caused by our STSG transfer.

More Free Parameters. Last but not least, the more complex the setup is
(“etct” being our most complicated design), the more free parameters have to be
configured in the system (the choice of e.g. a parser, a tagger, a method of treelet
extraction as well as the many options the components have).

Despite not reflected in the error-bar figures in Table 3, which describe the
variance due to randomness in input data, we suggest that the variance or rather
the room for improvement due to the sub-component selection and configuration is
much greater for more complex scenarios. It is an open software engineering and
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management question, which of the free parameters or which of the methods should
be further studied.

Another drawback of the complex model is the abundance of model parameters
(A, in the log-linear model, Section 3.2), so our parameter optimization method
fails to converge and we stick to a default: all models equally important.

4 Improving Morphological Coherence
in Phrase-Based Machine Translation

The previous chapter was devoted to a study of a deep-syntactic MT system and
one of its components, tree-to-tree transfer, in particular. Completely reversing our
research priorities, we now tackle the task of MT in a direct end-to-end fashion,
employing very little of linguistic analysis.

State-of-the-art empirical results in MT are currently achieved by phrase-based
systems for many language pairs. Known limitations of phrase-based MT include
worse quality when translating to morphologically rich languages as opposed to
translating from them, and worse grammatical coherence of longer sentences. We
participated in the 2006 summer engineering workshop at Johns Hopkins University
that attempted to tackle these problems by introducing separate factors in MT
input and /or output to allow explicit modelling of the underlying language structure.
The support for factored translation models was incorporated into the Moses open-
source MT system (Koehn et al., 2007). Our contribution to the workshop was the
design of factors improving English-to-Czech translation.

4.1 Overview of Factored Phrase-Based MT

In statistical MT (SMT), the goal is to translate a source (foreign) language sentence
i =fi...f;... fs into a target language (Czech) sentence ¢! = ¢;...¢;...c;. In
phrase-based SMT (e.g. Koehn (2004)), the assumption is made that the target
sentence can be constructed by segmenting source sentence into K phrases?, translat-
ing each phrase and finally composing the target sentence from phrase translations.
See Figure 8 for an example of phrases automatically extracted from a word-aligned
sentence pair. We denote the segmentation of the input sentence into K phrases as
s, Among all possible target language sentences, we choose the sentence with the

highest probability:

¢y = argmax{Pr(ci|f{, 1)} (6)

I,c{,K,s{<

Again, we use a log-linear combination of features: Y A,k (cl, f7,sF).

In factored phrase-based SMT, source and target words f and c are repre-
sented as tuples of F' and C factors, resp., each describing a different aspect of the
word, e.g. its word form, lemma, morphological tag, role in a verbal frame.

2Tt should be noted that the term “phrases” refers merely to a sequence of words and is not
related to linguistically grounded phrases from e.g. Chomskian grammars.
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faster = rychleji

even —
mov1,r;% This time around = Nyni
thex they 're moving = zareagovaly
around even = dokonce jesté
time faster . = rychleji .
This This time around, they 're moving = Nyni zareagovaly
even faster = dokonce jesté rychleji
<eSE
rv&g
1

Figure 8: Sample word alignment and sample phrases consistent with it (not all
consistent phrases have been marked).

The process of translation consists of decoding steps of two types: Mapping
steps translate a subset of source factors S C {1...F} into a subset of target
factors T C {1...C'} using the standard phrase-based model (see e.g. (Koehn,
2004)). Generation steps map a subset of target factors 73 to a disjoint subset of
target factors Ty, 11, C {1...C}. A translation scenario is a fixed configuration
describing which decoding steps to use in which order. See the thesis for details.

In addition to features for decoding steps, we include arbitrary number of lan-
guage models® over subsets of target factors, T'C {1...C}. We currently use the
standard n-gram language model.

While generation steps are used to enforce “vertical” coherence between “hid-
den properties” of output words, language models are used to enforce sequential
coherence of the output.

4.2 Experiments with Factored Phrase-Based MT

Scenarios of Factored English—Czech Translation We experimented with
the following factored translation scenarios.

The baseline scenario (labelled T for translation) is single-factored: input (En-
glish) lowercase word forms are directly translated to target (Czech) lowercase forms.
A 3-gram language model (or more models based on various corpora) checks the
stream of output word forms. The baseline scenario thus corresponds to a plain
phrase-based SMT system:

English Czech
lowercase —— lowercase +LM
lemma lemma
morphology morphology

In order to check the output not only for word-level coherence but also for mor-
phological coherence, we add a single generation step: input word forms are first

3This might be perceived as a non-standard use of the term, because the models may contain
more than just word forms. More generally, these models represent a specific case of a probabilistic
sequence model.
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translated to output word forms and each output word form then generates its
morphological tag.

Two types of language models can be used simultaneously: a (3-gram) LM over
word forms and a (7-gram) LM over morphological tags.

We call this the “T4+C” (translate and check) scenario:

English Czech
lowercase —— lowercase +LM
lemma lemma, :|
morphology morphology ~— +LM

More complicated scenarios (T+T+C and T4+T+G) use additional linguistically-
motivated decoding steps.
Table 4 summarizes estimated translation quality of the various scenarios.

BLEU
T+T+G 13.9£0.7
T+T+C 13.940.6
T+C 13.6+0.6
Baseline: T 12.91+0.6

Table 4: BLEU scores of various translation scenarios.

The good news is that multi-factored models always outperform the baseline
T. Unfortunately, the more complex multi-factored scenarios do not bring any sig-
nificant improvement over T+C. Our belief is that this effect is caused by search
errors: with multi-factored models, more hypotheses get similar scores and future
costs of partial hypotheses might be estimated less reliably. With a limited stack
size (not more than 200 hypotheses of the same number of covered input words), the
decoder may more often find sub-optimal solutions. Moreover, the more steps are
used, the more model weights have to be tuned in the minimum error rate training.
Considerably more tuning data might be necessary to tune the weights reliably.

Granularity of Part-of-Speech and Impact of Additional Data In other
experiments we focus on a good balance of detail in the morphological tag and data
sparseness it creates. In a small data setting, fine-tuning of the morphological tag
pays off; if more parallel data are available, full Czech morphological tags perform
better.

4.3 Human Evaluation

The best system described in this chapter took part in an open MT evaluation
campaign carried out during ACL 2007 Second Workshop on Statistical Machine
Translation*. Table 5 reproduces the results from Callison-Burch et al. (2007) for
English to Czech MT quality. The adequacy scale describes how well the transla-
tion conveys the original meaning, the fluency reflects how grammatically correct

‘http://www.statmt .org/wmt07/
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System Adequacy Fluency Rank Constituent
Our T+C (cu) 0.523 0.510  0.405 0.440
PC Translator (pct) 0.542 0.541 0.499 0.381
Single-Factored Moses (uedin) 0.449 0.433  0.249 0.258

Table 5: Human judgements of English—Czech MT at ACL WMT 2007.

Commentary News
System (in-domain) (out-of-domain)
Our T+C (cu-bojar) 71.4% 63.4%
PC Translator 66.3% 71.5%
TectoMT (cu-tectomt) 48.8% 49.4%
Single-Factored Moses (uedin) 48.6% 50.2%

Table 6: Percentage of sentences where the system was ranked better than or equal
to any other system (human judgements, ACL WMTO08).

the MT output is and rank shows how often would human judges prefer to get
output from that particular system compared to other systems. The constituent
rank is a new scale introduced by Callison-Burch et al. (2007) that tries to simplify
the task of ranking hypotheses by asking the judges to rank only randomly selected
sections of sentences.

Our system improved over the phrase-based baseline (provided by University of
Edinburgh, uedin) and got very close to a major English-Czech commercial MT
system PC Translator by LangSoft (a rule-based system with a long history of
development). Despite the comparison not being completely fair (PC Translator
is a generic MT system while our system was trained and evaluated in the known
domain of news commentaries), we consider the result very promising.

We also participated with a very similar setup in ACL 2008 WMT shared task®
(Bojar and Haji¢, 2008), the main difference being only larger parallel and mono-
lingual training corpora. As documented in Table 6 (results from Callison-Burch
et al. (2008)), the additional data allowed us to improve over PC Translator for
in-domain setting (Commentary). In the generic domain of News, PC Translator
performs better. For an illustration of our MT output, see Appendix A.

5 Concluding Discussion

In the last chapter of the thesis we attempt to provide a larger picture of the rela-
tion between linguistic data and applications. We survey available literature asking
whether lexicons bring an improvement to various NLP applications. Not surpris-
ingly, there is not a simple and conclusive answer to this question. We name several
projects that perform very well without employing complicated lexicons, and we also
mention various indisputable uses of lexicons.

Shttp://www.statmt.org/wmt08/
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We see that lexicons in NLP applications can be successfully avoided if the
intelligence is left to the human:

e Grammaticality is ensured by reusing a text produced by humans (sentence
fusion in text summarization).

e Selection of the translation equivalent is based on the choice of a human in a
similar context (MT).

e Overgeneration never hurts, if the output of the system is intersected with
some man-made data (information extraction).

We guess that the reason for the relatively rare use of independently designed
(manual or automatic) lexicons in NLP applications is the difficulty of adapting the
formats and more importantly the difference in the types of decisions an application
has to make and hints a lexicon can offer.

On the other hand, we mention several applications that build their own lexicons
(or probabilistic tables), the features of which are very much influenced by linguistic
insights incorporated in human lexicons.

Our belief is that linguistic theories provide an indispensable source of inspiration
that is being slowly reflected in the design of applications. Any data produced by
computational linguists remain difficult to reuse in practical NLP systems because
they provide answers for questions the system is nowhere near to ask.

5.1 Contribution of the Thesis

The first part of the thesis (Chapter 2) examined automatic ways of constructing
a valency dictionary, an important resource for various applications including rule-
based or syntax-based MT. Several methods of frame extraction were designed and
evaluated using a novel metric that gives a partial credit even for not quite complete
frames by estimating the savings in a lexicographer’s work.

The second part (Chapters 3 and 4) focused directly on linguistic data within the
task of MT. First, we designed, implemented and evaluated a full-fledged syntax-
based MT system. The generic engine was applied in various settings ranging from
transfer at a deep syntactic layer to an approximation of an uninformed phrase-based
translation. The results indicate that the best translation quality is still achieved
by the most simple methods; the main reasons for this being the cumulation of
errors, the loss in training data due to both natural and random syntactic divergence
between Czech and English and finally a combinatorial explosion in the complex
search space.

In Chapter 4 we moved to a relatively simple model of phrase-based MT and we
improved its accuracy by adding a limited amount of linguistic information. While
word lemmas and morphological tags can be successfully exploited by the phrase-
based model thanks to their direct correspondence to the sequence of words achiev-
ing a better morphological coherence of MT output, the applicability of syntactic
information remains an open research question.

The thesis contributes to the art of natural language processing and machine
translation in particular by designing and evaluating:
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e an automatic metric estimating the savings in a lexicographer’s work;

e experiments with various methods for automatic deep valency frame acquisi-
tion based on corpus observations;

e a machine translation system with a deep syntactic transfer, including the
evaluation of an end-to-end pipeline; the system can also be applied at a
surface-syntactic layer;

e improved word-alignment techniques by preprocessing parallel texts, utilized
in experiments reported here and fully described in Bojar et al. (2006);

e various configurations of factored phrase-based models for English-to-Czech
translation improving target-side morphological coherence.

Moreover, we prepared and made the following data available to the research
community:

e a Czech-English parallel corpus CzEng, two public releases (Bojar and Zabokrt-
sky, 2006; Bojar et al., 2008),

e manual Czech-English word-alignment data (Bojar and Prokopova, 2006), in-
cluding an evaluation of inter-annotator agreement,

e Golden VALEVAL, word-sense disambiguation data from the VALEVAL ex-
periment (Bojar et al., 2005),

e a mildly cleaned-up collection of Czech-English translation dictionaries (Bojar
and Prokopova, 2007).

Many suggestions on how to further improve or extend our methods were men-
tioned throughout the thesis. We plan to continue our research by further attempts
to combine successful simple models with linguistically-informed methods.
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A Sample Translation Output

Source text, WMT 08 News Test

New Russia-Ukraine gas row fears
A fresh gas price dispute is brewing between Ukraine and Russia, raising the risk that

Russian exports of the fuel to western Europe may be affected. Most of Russia’s gas
exports to the European Union (EU) are piped through Ukraine and any row between the
two nations is keenly watched. Kiev has warned that if Moscow raises the price it has to
pay for the gas it will charge Russia higher transit fees. A previous dispute between the
two last year reduced supplies to EU states.

Moses T+C, LM from SYN2006 BLEU 11.93%
Nové Rusko - Ukrajina plynu obava radek.
A Cerstvé ceny plynu bublaji spor mezi Ukrajinou a Ruskem, zvy$i riziko, Ze rusky vyvoz

paliva do zapadni Evropy, miZe byt ovlivnén. Vétsina ruskych vyvoza plynu do evropské
unie (EU) jsou pistala pfes Ukrajinu a kazdy Fadek mezi obéma nérody je naléhavé stiezen.
Kyjev jiz varoval, ze pokud Moskva zvySuje cenu, kterd se mé platit za plyn bude tétovat
vySSi tranzitni poplatky v Rusku. A p¥edchozi spor mezi dvéma v lofiském roce snizené
dodavky pro staty EU.
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