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Abstract: Layered double hydroxides (LDH) are a promising material for use
as a drug carrier thanks to their capacity for the intercalation of various anionic
species, as well as their very low toxicity for the human body. Atorvastatin (ATS)
is a drug used for blood cholesterol level lowering and cardiovascular disease
prevention. Current methods of ATS delivery are quite ineffective, leading to the
need for prescribing high ATS doses, which may cause discomfort to patients due
to the drug’s adverse side effects, most commonly including nausea, indigestion,
joint pain or muscle pain. The intercalation of ATS into LDH could facilitate a
controlled, targeted release of the drug into the patient’s body, making a lower
dose of drug more effective and thus alleviating the side effects of ATS. Molecular
simulations utilising the COMPASS force field were used to assess three different
models of ATS intercalated into Mg2Al LDH with ATS concentrations of 61.99 %,
73.64 % and 70.64 %, corresponding to basal spacing of LDH layers of 3.751 nm,
3.808 nm and 3.823 nm, taken from X-ray diffraction experiments. Different
starting orientations of ATS anions in the LDH interlayers were explored. The
highest concentration of ATS appeared the most promising and lead to the most
stable structure. Geometry optimisations and subsequent molecular dynamics
simulations showed that the ATS anions interact with the LDH layers through
hydrogen bonding between carboxyl groups of ATS and hydroxyl groups of LDH.
This interaction was observed in nuclear magnetic resonance experiments as well,
confirming the validity of the molecular simulations’ results.
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Introduction
In this thesis, we are mainly focusing on the investigation of various concentra-
tions of atorvastatin molecule intercalated into layered double hydroxides (LDH).
We use the techniques of molecular simulations, molecular mechanics (MM) and
molecular dynamics (MD), (i) to determine the possible optimal spatial orienta-
tion and position of the atorvastatin molecules between the LDH layers, (ii) to
compare our results with experimental measurements, including solid-state nu-
clear magnetic resonance (SSNMR) and powder X-ray diffraction (PXRD) and
(iii) to determine the most probable and preferred concentration of atorvastatin
molecules per LDH unit cell.

Atorvastatin was the most commonly prescribed drug in the United States in
both 2018 and 2019 and it has been one of the top five most commonly prescribed
drugs since 2014 (Kane, 2021). It is used to lower abnormally high levels of lipids
in the patients’ bloodstream as well as prevention against cardiovascular diseases
(Drugs.com, 2022). However, as with most drugs, atorvastatin usage may expe-
rience side effects, which include joint pain, diarrhoea, nausea, and muscle pains,
in some cases even rhabdomyolysis (rapid breakdown of skeletal muscles), dia-
betes or impeded liver function (Macedo et al., 2014; Ward et al., 2019). Studies
have also been carried out, testing atorvastatin’s toxicity to aquatic flora, and
although atorvastatin itself does not appear to be toxic in the low concentrations
which were detected in natural water, the photoproducts released from atorvas-
tatin after being exposed to near-UV light did have a detrimental effect on studied
aquatic plants (Klementová et al., 2021).

The obvious way of limiting the side effects mentioned above is lowering the
dosage of the given medicine. To achieve that without diminishing the desired
effects of the drug, the form of delivery needs to be modified and improved in such
a way that allows the drug to act only in the desired way. A promising method of
targeted delivery of the atorvastatin drug into the body and lowering its dosage
is one application of LDH. It is achieved by intercalation of atorvastatin anions
between layers of LDH. An advantage is that the continual release of atorvastatin
is slowed down and, moreover, can be controlled (Shokrolahi et al., 2021).

Layered double hydroxides, also known as anionic clays, are a group of ma-
terials that consist of positively charged metal hydroxide layers alternating with
anionic interlayers. While the hydroxide layers are quite robust and stable, the
anionic species in the interlayers can be quite easily replaced with other anions,
which is one of the most appealing features of LDH (Rives, 2001). The easiness
of anionic exchange together with LDH’s non-toxicity for the human body (up
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to known amounts) (Cunha et al., 2016) makes them perfect for our investigated
application of atorvastatin for oral route prescription. By intercalating an ator-
vastatin anion into LDH, we should be able to receive an intercalated material
with more controlled and better targeted delivery, potentially allowing for low-
ering of the dosage and thus reducing the harmful side effects on the human
body.

Apart from their use for drug delivery in pharmaceutics, LDH are also used
in a wide range of other industrial and environmental applications, including as
additives to polymers, in agriculture (Ureña-Amate et al., 2011), for adsorption
of organic wastes (Chuang et al., 2008; Kameda et al., 2009), as catalysts, or in
photo- and electrochemistry (Zong and Wang, 2014; Chen et al., 2010).

When working with a small system like a drug intercalated into LDH, exper-
imental methods might not be able to provide all the information about the par-
ticular arrangement of molecules. That is why computational methods are very
popular and useful when describing any molecular system. The main advantage
of molecular simulations is helping us to determine the molecular arrangement of
interlayer species and provide us with a description of mutual interactions (both
bonding and non-bonding) within the structure. They help us better understand
the LDH structure and enable us to evaluate the effect of different conditions on
the LDH interlayer stability and structure and various boundary conditions, in-
cluding the knowledge of all investigated interactions and energies characterising
the calculated structure.

The main targets of this thesis are to use the techniques of molecular sim-
ulations to better understand the properties of various concentrations of ator-
vastatin intercalated into an LDH structure. Starting with parameters acquired
from PXRD measurements, several variations of the atorvastatin-LDH system
with different amounts and various orientations of the atorvastatin anions were
prepared. By doing this, we hoped to gain a better insight into how the ator-
vastatin anions tend to arrange within the LDH and how they interact with the
hydroxide layers. The software Materials Studio (Accelrys, 2004) was used to
perform all the calculations and simulations. To verify calculated observations,
experimental results of SSNMR were used.
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1. Atorvastatin
Atorvastatin (ATS), or C33H35FN2O5, is an organic molecule consisting of a cen-
tral pyrrole ring with a different group attached to each of the five atoms. Starting
from the nitrogen, these groups are: a hexyl group with a carboxyl group at the
end and hydroxyl groups on the third and fifth carbon; a 4-fluorophenyl group; a
phenyl group; a phenyl group connected to the central carbon through a CONH
group (a peptide bond); and an isopropyl group. A graphical representation of
the molecule is shown in Figure 1.1.

Atorvastatin belongs to the category of statins, which are a class of medica-
tion used for their lipid-lowering properties. They target the enzyme that cataly-

a.

b.

Figure 1.1: A molecule of atorvastatin: a. Schematic representation; b. 3-D
representation using the ball-and-stick model, carbon atoms are shown in grey,
hydrogen atoms in white, oxygen atoms in red, nitrogen atoms in blue and a
fluorine atom in green (both created using https://molview.org/).
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ses the conversion of 3-hydroxy-3-methylglutaryl co-enzyme A (HMG-CoA) into
mevalonic acid, which is a crucial step in the biosynthesis of cholesterol. For this
reason, statins are also known as HMG-CoA reductase inhibitors. According to
the standard lipid hypothesis, the level of cholesterol in the individual’s blood is
closely linked to the likelihood of developing cardiovascular disease (Steinberg,
2004, 2006; Ference et al., 2017).

Atorvastatin is prescribed either to patients without coronary heart disease
but with multiple risk factors as a preventive measure to reduce the risk of my-
ocardial infarction, stroke or angina, or to patients with existing coronary heart
disease in order to reduce the risk of myocardial infarction, stroke, congestive
heart failure or angina (Grundy et al., 2019).

Currently, atorvastatin is available in the form of atorvastatin calcium salt.
It is administered orally in the form of tablets and it is absorbed rapidly after
administration. It has a very low bioavailability of around 14 % due to extensive
first-pass metabolism meaning its concentration is greatly reduced before reaching
the circulatory system (Karvaly et al., 2021).

1.1. Side effects

Adverse effects most commonly include joint pain, indigestion, diarrhoea, nau-
sea, nasopharyngitis (inflammation of the pharynx and nasal cavities), insomnia,
urinary tract infection and pain in extremities. Less commonly, patients report
muscle aches or muscle weakness (Božina et al., 2021).

In some patients, for example, those with impaired renal function, rhabdomy-
olysis has been reported. Some data also suggest that statins may increase the
risk of developing diabetes mellitus (Nemati et al., 2021).

There is no antidote for atorvastatin overdose. If patients suffer from adverse
side effects, the only solution is reducing the dosage or halting treatment for some
time. However, there might be an alternative solution in changing the form of
administration in such a way that bioavailability would be increased so that the
dosage may be decreased without losing the drug’s effects. One class of materials
that have been receiving attention as suitable for drug delivery systems are LDH
(Kuthati et al., 2015).
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2. Layered double hydroxides
LDH are sometimes referred to as hydrotalcites after one of the most common rep-
resentatives, hydrotalcite, which was discovered in Sweden in 1842 (Rives, 2001)
and was thoroughly studied as early as 1930 (Feitknecht and Gerber, 1942). LDH
are a class of ionic solids which are characterised by their typical layered structure.
Each layer consists of various metal cations between adjacent hydroxide layers on
both sides. The interlayer consists of various anions and neutral molecules (most
commonly water). These anions are only weakly bound to the metal hydroxide
layers and are therefore often exchangeable with other anions, which makes LDH
suitable materials for intercalation of various species.

Another, earlier used name for LDHs is anionic clays due to the anions interca-
lated between the metal hydroxide layers. This distinguishes them from cationic
clays, a group of materials that are more commonly found in nature than anionic
clays, which are frequently characterised by a layered structure composed from
parallel tetrahedral and octahedral sheets, most commonly formed by silica and
alumina (Bergaya and Lagaly, 2006).

2.1. Structure

Most LDHs can be represented by the following chemical formula:

[M2+
1−xN3+

x (OH−)2]x+[(Zn−)x/n · yH2O]x−

M and N are metal cations (element M can be different from N but also the
same) and x is the ratio between them, which is usually between 0.2 and 0.4. Zn−

represents the intercalated anion (or anions), with n being the anion’s charge and
y being the number of water molecules. The reason why we do not observe x
< 0.2 is likely due to too high main distance between the anionic layers, which
results in a collapse of the structure. The upper limit of x ≈ 0.4 is generally
contributed to electrostatic repulsion between the trivalent metal cations as well
as the repulsion between the intercalated anions (Rives, 2001).

The most common naturally occurring anions include Cl−, Br−, NO−
3 , CO2−

3

or SO2−
4 . The metal hydroxide layer usually consists of two types of metal cations,

divalent and trivalent. They can be cations of the same element or two different
elements. The most common divalent cations are Mg2+, Fe2+, Co2+, Ni2+, Cu2+

and Zn2+ and the most common trivalent cations Al3+, Cr3+, Fe3+, Co3+, Ni3+

and Ga3+. The reason why we do not see elements like Cd, Sc or La is that
their ionic radii are too high (over 0.80 Å) and thus incompatible with forming
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Mg2+ Fe2+ Co2+ Ni2+ Cu2+ Zn2+ Ca2+ Li+

Al3+ • • • • • • • •

Cr3+ • • • • •

Fe3+ • • • • • •

Co3+ • • •

Ni3+ •

Ga3+ • • • • • • •

Ln3+ • •

Ti4+ •

Table 2.1: Observed possible combinations of (mostly) divalent and trivalent
metal cations in LDH.

brucite-like layers (tetrahedral M2+(OH)2 layers). The nature of ordering of the
two types of metallic cations is hard to detect experimentally and was thought
to be random (Rives, 2001; Vucelic, 1997) but in recent studies, a regular struc-
ture has been observed (Krivovichev et al., 2010), especially for values of x =
0.33 or 0.25 (Sideris et al., 2008). The ordering might be caused by the triva-
lent cations’ tendency to avoid close contacts and it might be possible that it
is only a local ordering which does not fully hold for a longer range (Pimentel
et al., 2022) which would explain why some studies reported random ordering
(Zhitova et al., 2010). Apart from these most typical divalent-trivalent combi-
nations, monovalent-trivalent (Li+-Al3+) or divalent-tetravalent (Co2+-Ti4+) ar-
rangements are also possible as well as structures with more than two types of
cations which have still not been properly investigated. Table 2.1, adapted from
(de Roy et al., 1992), shows the possible combinations of divalent and trivalent
(as well as monovalent Li+ and tetravalent Ti4+) metal cations that have been
reported.

A model of a typical LDH structure is shown in Figure 2.1. The metal hy-
droxide brucite-like layers are composed of octahedral M(OH)6 units with shared
oxygen edges and a metal cation in the middle. These octahedra are however
not quite regular as they would be in brucite; instead, they are flattened along
the stacking direction, which lowers the symmetry from Oh (octahedral) to D3d

(dihedral, same symmetry as a triangular antiprism). The degree of flattening
is dependent on the mean metal ionic radius of the cations and the larger this
radius, the lower the thickness of the metal hydroxide layer and the larger the
distance between the cations as well as between the OH− groups (those that are
on the same side of the layer) (Rives, 2001).
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Figure 2.1: A typical LDH structure, in this case Mg2Al LDH, with nitrate anions
and water molecules in the interlayer. Metal cations in the hydroxide layers
are represented by colourful tetrahedra – magnesium in green and aluminium in
light blue. The rest of the atoms are represented by the ball-and-stick model –
hydrogen in white, oxygen in red, nitrogen in blue (figure created in Materials
Studio (Accelrys, 2004).

The anion interlayer is much less rigid compared to the metal hydroxide layer.
In fact, it is not a crystalline structure at all but a collection of separate anions,
which are usually connected to each other and to the hydroxide layer only by
weak non-bond interactions, such as hydrogen bonding or electrostatic and van
der Waals interactions. As such arrangement can be quite flexible, the basal
spacing between the metal hydroxide layers depends not only on the kinds of
intercalated anions but sometimes on their specific arrangement as well (Mishra
et al., 2018). Finally, the interlayer contains water molecules which interact with
the anions and the hydroxide layers to create coordinated spheres.

Apart from the naturally occurring inorganic anions mentioned earlier, the
LDH structure can host a plethora of various anionic species, including different
anionic complexes, organic anions such as carboxylates, phosphonates, alkyl sul-
phates, benzoates and others, or even biomolecules such as DNA, amino acids,
vitamins, peptides, nucleosides etc. (Mishra et al., 2018).

The intercalated anions tend to arrange themselves in a way which maximises
the interaction with the hydroxide layers. For small inorganic anions, this usually
means simply lying parallel to the layers, close to the hydroxyl groups. Larger
organic molecules tend to interact with the hydroxide layers through hydrogen
bonding to the hydroxyls so they arrange themselves with their anionic groups (e.
g., COO−) facing the hydroxide layers while the hydrophobic ends of the molecule
stay in the middle of the interlayer, away from the hydroxyl groups (Fernon et al.,
1994).
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2.2. Preparation methods

Several different ways to synthesise LDHs have been reported. The choice of
method is usually connected with the intended application of the LDH.

Co-precipitation

The most common method of preparation of intercalated LDH is co-precipitation.
It works by slow addition of a mixed solution of divalent and trivalent metal salts
into a reactor containing water. The pH needs to be kept at a specific value for
the co-precipitation of the two metal salts to occur and so an alkaline solution
is added as well. The metal hydroxide brucite-like layers are formed through the
condensation of hexa-aquo complexes in the solution. The intercalated anions can
come either from the initial mixing salts or from the added alkaline solution (if
the pH) is very high. Alternatively, the anions that are meant to be intercalated
can already be present as a solution in the reactor before the start of the co-
precipitation. The controlled experimental conditions in the reactor determine
which of the anions mentioned above are intercalated.

The pH in the reactor during the co-precipitation also has a large influence on
the process. Most types of LDH structures only form if the pH is kept in a specific
range. For example, when preparing a Zn2Al-LDH with intercalated Cl− anions,
a well-ordered hydrotalcite-like structure forms if prepared at pH ranging from
7.0 to 10.0. However, at lower than 7.0 pH values, an amorphous compound is
obtained, whereas at pH higher than 10.0, brucite-type Zn(OH)2 forms alongside
the hydrotalcite-like LDH (Rives, 2001).

Anionic exchange

Anionic exchange is simply the exchange of anions present in the interlayers of an
LDH (which was usually prepared by co-precipitation) for a different anion. This
is usually performed by stirring the precursor LDH in a solution which contains
an excess of the anion that is to be intercalated. The whole process is most com-
monly carried out under an inert atmosphere in order to avoid contamination by
carbonates. The rate of exchange generally depends on the electrostatic forces be-
tween the LDH host and the anions that are being intercalated (Morel-Desrosiers
et al., 2003).

Reconstruction

This is an interesting method as it utilises the memory effect present in some
LDHs (Chibwe and Jones, 1989). The LDH is mildly calcinated (heated to a
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temperature around 400–500 °C) in an inert atmosphere which removes the origi-
nal intercalated anions as well as any water molecules and transforms the cationic
hydroxide layers into the respective metal oxides. These oxides are then immersed
in an aqueous solution of the anionic species that are to be intercalated. The ex-
posure to water causes the oxides to revert back to the LDH structure, now with
the desired anions intercalated between the layers (Rives et al., 2014).

Other methods

Other methods of LDH preparation exist but are generally less common than
co-precipitation. For example, induced hydrolysis is a method consisting of two
steps. First, a trivalent metal oxide is precipitated by an alkaline solution. Then,
the resulting precipitate is slowly added to a solution of a divalent metal salt at
a constant pH, which induces a controlled release of the trivalent metal and an
LDH phase is formed (Rives, 2001).

2.3. Properties

LDH have many interesting properties that can be used and harnessed in vari-
ous ways. The first one is high specific surface area, which is total surface area
per unit of mass, usually measured by adsorption of N2 gas. The sample is
put in a low-pressure cell, which is slowly filled with nitrogen until saturation
is reached and no more gas adheres to the sample’s surfaces. Then, the sample
is heated to release the gas and the surface area is calculated from the depen-
dence of the adsorbed gas volume on the pressure in the cell. Most often, the
Brunauer-Emmett-Teller (BET) isotherm method (Brunauer et al., 1938) is used
for the calculation. Thanks to the high surface area, LDH have good adsorption
properties and are useable as catalysts for various chemical reactions. Another
property useful for catalysts is the homogenous dispersion of metal ions through-
out the layers. This dispersion of metals can also lead to unusual alkaline or
hydrogenating properties depending on the composition. However, probably the
most widely studied property is LDH’s good capacity for anion exchange with
respect to human health (Del Hoyo, 2007).

A unique and advantageous property of LDHs is the fact that the hydroxide
layers are positively charged and the interlayers, therefore, need to be negatively
charged. This differentiates LDHs from other types of clays where the interlayers
are charged positively and makes them perfect for the intercalation of various
anions (Bergaya and Lagaly, 2006).
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2.4. Applications

Thanks to the compositional variation in both the hydroxide layers and the an-
ionic interlayers, LDHs can be used in a variety of applications, including wastew-
ater treatment, ion exchange, flame retardation, as an antacid (neutralisation of
stomach acids), polymer stabilisation, as a catalyst or catalyst precursor, in agri-
culture or for pharmaceutical use (Mishra et al., 2018; Rives et al., 2013, 2014).

Due to their surface chemical properties and their versatile chemical compo-
sition, LDH are an attractive material for use in ceramics. Specifically, LDH of
different chemical compositions can produce different colours which are used as
pigments. For example, by step-wise heating of Ni-Al LDH, one can obtain cyan
or pale-blue nano-pigments useable for ceramics (Gabrovska et al., 2015) and Co-
Al LDH prepared by co-precipitation can produce pink colour (Arai and Ogawa,
2009).

As mentioned above, LDH have a very high surface area per unit of mass and
large porosity which makes them ideal materials for use as adsorbents. They can
remove toxic metals and ions from water (Yang et al., 2014) and air (Chuang
et al., 2008) through adsorption. Removal of organic compounds from water
using the adsorption properties of LDH has also been demonstrated (Chuang
et al., 2008; Kameda et al., 2009; Chen et al., 2009). The adsorption properties
combined with the ability to intercalate species into the LDH interlayer have
led to the development of a lysozyme-LDH-based disinfectant. Lysozyme is an
enzyme which has long been used as a disinfectant due to its ability to break
down bacterial cell walls. After intercalating lysozyme into LDH, the resulting
lysozyme-LDH disinfectant has a higher antibacterial activity than lysozyme on
its own as the antibacterial activity of lysozyme is accompanied by the adsorption
capabilities of LDH (Yang et al., 2013). Another advantage of lysozyme-LDH is
that it does not produce any by-products which can be a problem with some
other disinfectants (Watson et al., 2012).

The adsorption properties of LDH, as well as their capacity for intercalation
have been utilised in agriculture as well. Not only can LDH be used to adsorb
excess pesticides and herbicides from contaminated soil and water, but they can
even be used as hosts for pesticides and herbicides, releasing them into the soil
slowly and in a controlled manner thus avoiding harmful contamination of soil
and groundwater altogether (Ureña-Amate et al., 2011).

LDH’s capacity for intercalation can be utilised for the immobilisation of var-
ious species. By immobilisation is meant the imprisonment of particular species
at a particular place. This process has many applications, including industrial
production of amino acids, beverages or antibiotics, in the case of enzymes, it is
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used in the production of jams, jellies and syrups or in the diagnosis and treat-
ment of diseases or in research applications (Mishra et al., 2018). Immobilisation
of nucleic acids is possible (Ladewig et al., 2010), as well as the immobilisation
of bacteria and viruses (Jin et al., 2007). Enzymes immobilised in LDH can be
used in biosensors, for example, urease used in urea (the main nitrogen-containing
substance in the urine of mammals) biosensors for medical diagnostics and mon-
itoring (Barhoumi et al., 2006).

If an antimicrobial species is intercalated into LDH, the resulting material has
antimicrobial properties. For example, silver nano particles have been interca-
lated into Zn-Al LDH resulting in a material with antibacterial properties (Chen
et al., 2011). Zn-Ti LDH nanosheets have been found to exhibit antimicrobial
activity when illuminated by visible light, particularly strong against Escherichia
Coli (bacteria found in the lower intestine, most strains are harmless, but some
may cause food poisoning) (Zhao et al., 2013).

LDH have many prospective applications in the biomedical field. Thanks to
their low toxicity and advanced biocompatibility, LDH are ideal for drug delivery
(Kura et al., 2014). Many different drugs have been successfully intercalated
into LDH, including anti-inflammatory drugs (Rives et al., 2013), antidiabetics,
antibiotics, antioxidants, cardiovascular drugs, amino acids and peptides (Rives
et al., 2014). The main reason to use LDH for drug delivery is the facilitation
of controlled, sustained release of the drug into the human body (Mishra et al.,
2017). Apart from that, intercalation into LDH can decrease the toxicity of a drug
(Bullo et al., 2013) and enhance the effects of anti-cancer drugs (Sugano et al.,
2010). The cholesterol-lowering drug atorvastatin can also be intercalated into
LDH (Shokrolahi et al., 2021) which should help control its release and improve
bioavailability.
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3. Molecular simulations
Experimental methods, which are used to describe LDH as well as other crys-
talline materials, have their limitations. To get a more detailed insight into
the atomic structure of these and other disordered materials, various computa-
tional and modelling techniques are employed. Ab initio quantum mechanical
calculations are, of course, the most detailed and most precise. However, even
with today’s computational capacities, they can still be applied only to relatively
small systems (if we want the calculations to finish in a reasonable amount of
time). Therefore, for larger systems, such as LDH, less computationally demand-
ing methods need to be considered.

One widely used method is the empirical force field (FF) approach which cal-
culates the potential energy of a system by evaluating forces between all atoms
in the system. The basis for these forces is classical mechanics, no quantum me-
chanical effects are taken into account, atoms basically behave as charged balls
oscillating on springs and electrons immediately occupy their relaxed states in
the atoms. This puts some limitations on the information we can harness from
a molecular simulation calculation, but it is still a very useful tool for structure
analysis. From the attained potential energy and its first and second derivatives,
we gain information sufficient for performing a structural optimisation (i. e. find-
ing an arrangement of atoms of the system with the lowest energy), performing
a vibrational analysis and dynamics simulations (Comba et al., 2009).

3.1. Force fields

Force fields are made up of energy terms representing different interactions (Er-
mer, 1976). There are so-called valence (or through-bond) terms, which describe
mainly the bonds between atoms and depend on geometrical properties like bond
length, bond angle, torsion or inversion, as well as short-range non-bond inter-
actions described by the Urey-Bradley potential, and through-space terms that
depend on the interatomic distance, describing interactions like electrostatic at-
traction and repulsion, van der Waals interactions and hydrogen bonds. Together,
these terms make up the expression for potential energy. We often break up this
total energy E into its through-bond part Ed and through-space part End (Comba
et al., 2009).

E = Ed + End (3.1)
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3.1.1. Through-bond interactions

We can break down the through-bond energy Ed into several terms, each describ-
ing a different characteristic of the bond between two atoms.

Ed = Eb + Eθ + Eϕ + Eδ (3.2)

The first term Eb describes bond length deformation. We can employ the
classic quadratic approximation assuming the bonded atoms behave as harmonic
oscillators guided by a potential in the shape of a parabola, with a positive
bonding constant kb; rij being the instantaneous distance between atoms i and j

and r0 being the equilibrium distance between them.

Eb = 1
2kb (rij − r0)2 (3.3)

A real bond does not behave strictly harmonically and we can improve upon
this formula either by adding more terms (e. g., cubic and so on) or by replacing
the harmonic potential with the Morse potential, resulting in bonding energy
EbM . The constant D0 denotes the well depth.

EbM = D0

⎡⎣1 − exp
⎛⎝−

√︄
kb

2D0
(rij − r0)

⎞⎠⎤⎦2

(3.4)

The next term Eθ characterises valence bond deformation and is constructed
analogously to the bond length term as a harmonic oscillator with a constant kθ.

Eθ = 1
2kθ (θijk − θ0)2 (3.5)

Different variations of this term exist; some force fields use cosine functions
instead of simply the angle values (Mayo et al., 1990), others use Fourier terms
(Allured et al., 1991) or a harmonic sine function (Comba et al., 1995). Besides
the force coming from the deformation of the angle, some force fields describe
the direct interaction between the atoms i and k (the two atoms that are not
connected by a bond but are both bonded to the same atom), often using the
Urey-Bradley potential (Urey and Bradley, 1931). It contains two constants kUB0

and kUB1 and looks a little similar to the bond potential Eb, so we can think of
it as describing an imaginary bond between the atoms i and k.

EUB = 1
2kUB0 (rik − r0)2 + kUB1 (rik − r0) (3.6)

The term Eϕ is used to characterise the torsional deformations around a bond.
The most commonly used potential contains a constant kϕ describing the potential
barrier that needs to be overcome and is periodic with multiplicity m.
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Figure 3.1: The three different types of inversions: a. Umbrella inversion; b.
CHARMm inversion; c. AMBER inversion.

Eϕ = 1
2kϕ [1 + cos (m (ϕijkl − ϕ0))] (3.7)

The last term Eδ pertains to the out of plane deformation of a mutually
bonded group of 4 atoms and one of them is out of plane. Examples of three
different ways of description are shown in Figure 3.1.

Umbrella inversion Eδ = 1
2kω (cos ω − cos ω0)2

CHARMm inversion Eδ = 1
2kΨ (Ψ − Ψ0)2

AMBER inversion Eδ = 1
2kΨ cos [n (Ψ − Ψ0)]

3.1.2. Through-space interactions

The interactions contained in the term End are not dependent on the existence of
a bond between atoms and propagate directly through space. They are energies
of electrostatic interactions Eε, van der Waals interactions EvdW , and hydrogen
bonding EHb.

End = Eε + EvdW + EHb (3.8)
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The electrostatic interactions are most often described using the charges qi

and qj at each atom, the interatomic distance dij and permittivity constant ε.

Eε = 1
ε

qiqj

dij

(3.9)

Some force fields also include another term describing electronic polarisation
(Mackerell, 2004) and others describe electrostatic interactions through dipole-
dipole interactions.

Several different interactions of permanent electric dipoles and multipoles are
all contained in the van der Waals term EvdW . There are different potentials that
can be used. All of them use a 1/r6 term for the attractive forces but they differ
in the way they represent the repulsive part of the interaction. The momentary
distance between the two atoms i and j is denoted dij and d0

ij stands for the
distance at equilibrium. The letters A, B, C, D, F and G are constants.

Lennard-Jones potential: EvdW = A
d12

ij
− C

d6
ij

(Jones, 1924).
Buckingham potential: EvdW = A exp(−Bdij) − C

d6
ij

(Buckingham, 1938).

Hill potential: EvdW = kvdW

(︄
2.9 · 105 exp

(︃
−12.5dij

d0
ij

)︃
− 2.25

(︃
d0

ij

dij

)︃6
)︄

.

Hydrogen bonding interactions EHb are sometimes included in the van der
Waals and electrostatic interactions, but most often, they are represented by a
potential similar to the Lennard-Jones potentia (Comba et al., 2009).

EHb = F

d12
ij

− G

d10
ij

(3.10)

Angular terms can sometimes be included in the hydrogen-bonding potential
by adding terms with cosine functions (Comba et al., 1995). As we can see by
comparing the exponents in the functions, the van der Waals interactions EvdW

and the hydrogen bonding interactions EHb are much less far-reaching compared
to the electrostatic interactions Eε as the higher exponents in the denominator
decrease much quicker with increasing distance.

All the interactions get significantly weaker with increasing interatomic dis-
tance, yet the used potential never goes to zero. This means that if we were to use
them in calculations as they are, we would need to calculate interactions between
every two individual atoms which is not only necessary as the interactions are
negligible over longer distances but also exceedingly computationally demanding,
and it would make the calculations scalable only with great difficulty. For this
reason, it is common practice to truncate the potentials at a certain distance from
the interacting atom (Brooks et al., 1985). To avoid discontinuities in energy, the
truncation is often done by continuously leading the potential to zero at some
distance using a quadratic polynomial function. So that dipoles are not acciden-
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tally split with this cut-off, charge groups are often created in which atoms are
always counted together and cannot be separated by cut-off distance.

One commonly used method, which is very effective for periodic systems, is
Ewald summation (Wells and Chaffee, 2015). In this method, the lattice sum
Sm, used to express the interaction potential, is broken up into two parts, a
short-range part and a long-range part, using a convergence function ϕ(r) which
converges quickly to zero with increasing r.

Sm = 1
2
∑︂
L,i,j

Aij

|ri − rj − RL|m
= (3.11)

= 1
2
∑︂
L,i,j

Aijϕm (|ri − rj − RL|)
|ri − rj − RL|m

+ 1
2
∑︂
L,i,j

Aij (1 − ϕm (|ri − rj − RL|))
|ri − rj − RL|m

(3.12)

The first sum quickly converges. If we use Fourier transformation on the sec-
ond sum, we transform it into a sum in the reciprocal space and it then converges
quickly as well.

3.1.3. Parametrisation and force field types

The general formulas listed above contain constants (or parameters), the values
of which need to be determined and included in the force field when the force
field parameters are created. These parameters are usually obtained empirically
from experimental data. Generally, we recognise two types of force fields: first-
generation force fields use parameters gained mainly from experimental measure-
ments and second-generation force fields are initially based on ab initio calcula-
tions with subsequent use of empirical data for minor corrections and refinement
of parameters (González, 2011).

As different materials may behave differently, a force field that was paramet-
rised using a certain type of material should usually only be used on the same or
similar materials. Thus, we receive different force fields, for example, Consistent
Valence Force Field (CVFF) (Dauber-Osguthorpe et al., 1988) which can be used
for small crystals, peptides, amino acids or gaseous structures; Assistant Model
Building with Energy Refinement (AMBER) force field (Cornell et al., 1995)
which is a family of force fields used mainly for proteins and nucleic acids, the
Dreiding force field (Mayo et al., 1990) which is a general force field useful for
most organic and inorganic molecules (but not crystals).

The Condensed-phase Optimized Molecular Potentials for Atomistic Simula-
tion Studies (COMPASS) force field (Sun, 1998), which was used in this thesis, is
a general force field based on ab initio calculations combined with experimental
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data. It was parametrised against a large number of experimental observations
for organic compounds and was validated using condensed phase properties as
well as data for molecules in isolation. It is suitable for most solid materials
and provides good agreement with experiments, which is useful for molecular
dynamics.

Another example of a widely used force field is the so-called Universal Force
Field (UFF) (Rappe et al., 1992) which is based on the general properties of
elements and describes all the elements in the periodic table. It is one of the
most general force fields which comes at a price of being less precise.

3.1.4. Charge equilibration

The charge equilibration method (QEq) is used for calculating the distribution of
charge within a molecule (Rappe and Goddard, 1991). It’s based on expressing
the energy of an isolated atom EA as a function of its charge QA. A Taylor
expansion of the energy is then performed.

EA (QA) = EA0 + QA

(︄
∂E

∂Q

)︄
A0

+ 1
2Q2

A

(︄
∂2E

∂Q2

)︄
A0

+ . . . (3.13)

The energy of a neutral atom is EA0. For atoms with charges -1 and +1 we
get the following equations.

EA (−1) = EA0 −
(︄

∂E

∂Q

)︄
A0

+ 1
2

(︄
∂2E

∂Q2

)︄
A0

(3.14)

EA (+1) = EA0 +
(︄

∂E

∂Q

)︄
A0

+ 1
2

(︄
∂2E

∂Q2

)︄
A0

(3.15)

We can add and subtract these equations to get the expressions for elec-
tronegativity χ0

A of an atom and Coulombic repulsion J0
AA between two electrons

in the atom’s orbital. We define ionisation energy IA = EA (+1) − EA0 as the
energy needed to separate an electron from a neutral atom and electron affinity
EA = EA0 − EA (−1) as energy released when a neutral atom gains an electron.

(︄
∂E

∂Q

)︄
A0

= 1
2 (IA + EA) = χ0

A (3.16)(︄
∂2E

∂Q2

)︄
A0

= IA − EA = J0
AA (3.17)

From this, we get a new expression for the energy of an isolated atom.
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EA (QA) = EA0 + QAχ0
A + 1

2Q2
AJ0

AA (3.18)

The total charge is then calculated by addition over all atoms. If the charge
distributions of two atoms overlap, we need to correct for this by taking into
account shielding.

To receive the chemical potential of an atom χA, we perform derivation with
respect to the charge QA. To achieve equilibration, the chemical potentials of all
atoms in the system must be equal.

χ1 = χ2 = · · · = χN (3.19)

At the same time, the sum of charges on each atom must be equal to the overall
charge of the molecule. From these two conditions, we receive N equations which
are then solved for the N charge values on each atom.

3.2. Molecular mechanics

Molecular mechanics focus on the static (conformational) properties of materials.
We are looking at the shape of the potential energy surface from which the geo-
metrical arrangement of the structure is determined as well as its first derivatives
which give us nuclear vibrations.

3.2.1. Minimisation algorithms

The main task of molecular mechanics is to find the minimum of the investigated
system’s potential energy by repeatedly calculating the total energy of the sys-
tem and then slightly changing the structure in an effort to achieve lower energy.
These two steps are repeated in a process called minimisation or geometry optimi-
sation until the last reorganisation of the structure brings a smaller improvement
in energy than what was set as the convergence criterion at the beginning of the
optimisation. As the system is made up of N atoms and each can move in 3 spa-
tial directions, we are basically trying to find the minimum of potential energy
by moving in a 3N -dimensional space. Several algorithms are used to find this
minimum, each employed under different conditions.

Steepest descent

This method, as the name suggests, looks for the minimum by navigating the 3N -
dimensional space by always moving in the direction of the steepest gradient of
the energy function (Debye, 1909). The algorithm continues along this direction
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a. b.

Figure 3.2: The steepest descent algorithm for finding a minimum: a. classic line
search – the trajectory segments are perpendicular to each other; b. simplified
line search – no longer perpendicular.

until it encounters a point at which the energy in this direction starts increasing
again. That means the trajectory has touched the energy contour line and so the
next steepest gradient direction is perpendicular to the previous one. The point
at which this happens is found by moving along the line and checking the energy
at two points close to each other until the minimum is ‘trapped’ between them.
As is shown in Figure 3.2, the algorithm keeps ‘zig-zagging’ in two perpendicular
directions until the convergence criteria are met. Such a method of finding the
minimum along the line is called line search and can be quite slow as the energy
needs to be calculated repeatedly for two different points during each step. An
alternative to line search is simply choosing a random point along the direction
of the steepest descent, and if the energy is lower than in the previous one,
this point is chosen as the next starting point in which the steepest gradient is
calculated (note that now, the new gradient direction will not be perpendicular
to the previous one). This greatly reduces the number of times that energy needs
to be calculated during one step.

We can easily imagine that with the steepest descent algorithm, the steps get
increasingly shorter as we are approaching the minimum and so the calculation
keeps slowing down. It is, therefore, useful to start our search with this algorithm
and then, after we are close enough to the minimum, to switch to one of the
following methods to save computation time.

Conjugate gradients

The conjugate gradient method is similar to the steepest descent method but
the key difference is in the way that the new directions are selected (Hestenes
and Stiefel, 1952). Each new direction hi+1 is chosen by modifying the previous
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direction hi with the gradient gi+1 at the point i + 1.

hi+1 = γihi + gi+1 (3.20)

There are generally two possible ways of generating the constant γi. The
Polak-Ribiere (Polak and Ribière, 1969) method:

γi = (gi+1 − gi) · gi+1

gi · gi

(3.21)

Or the Fletcher-Reeves (Fletcher, 1964) method:

γi = gi+1 · gi+1

gi · gi

(3.22)

As this method needs to ensure the new gradient is conjugated to the previous
one, we have to consistently find the minimum in the current direction in each
step, speeding up the process by selecting a random point as in the steepest
descent method is not possible. This means that the energy needs to be calculated
several times in each step, and thus each the individual step takes longer than in
the previous method. However, the conjugate gradient method converges to the
energy minimum in fewer steps, so the overall speed is better.

It is important to note that this method works best when the energy function
has a shape close to a quadratic function, meaning we need to be already quite
close to the minimum. Therefore, the ideal approach is to use the steepest descent
method for a few steps to get closer to the minimum and then switch to conjugate
gradients to converge to the minimum faster. Parameters of optimisation can be
set to determine the most advantageous moment for switching to the next method.

Both steepest descent and conjugate gradient methods scale linearly with the
system’s size as they only use the first derivative and are therefore suitable even
for larger systems. The following method is more sophisticated and uses the
second derivative as well, which means that the amount of memory and time
needed scales with N2.

Newton-Raphson method

The basic Newton-Raphson method tries to find the energy minimum rmin using
the gradient ∇E (r0) in combination with the Hessian (matrix of second deriva-
tives) A (r0) in the starting point r0 (Accelrys, 2004).

rmin = r0 − A−1 (r0) · ∇E (r0) (3.23)

This process is repeated until we satisfy the convergence criteria. As men-
tioned above, this method requires more time and memory than steepest descent
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and conjugate gradients and scales quadratically with the size of the system and
is, therefore, most suitable for smaller systems. Moreover, it requires the energy
function to be even closer to a quadratic shape than in the case of the conjugate
gradients method. This means that it should really only be used when we are
fairly certain that we are close to the minimum, as if applied too far away from
the minimum, it may become unstable. The advantage of this method is its great
accuracy; it is used to finely refine the location of the minimum, for example, for
the purpose of calculating vibrational frequencies the determination of which is
very sensitive to even the smallest errors.

Variations of this method include the quasi-Newton (Broyden, 1972) method
or the adjusted basis set Newton-Raphson, which are both available in Materials
Studio.

3.2.2. Criteria of convergence

With all the minimisation methods, we decide that we have reached convergence
when the difference in certain quantities at the current point and at the previous
one gets below a certain pre-defined level. The most basic criterion of convergence
is the difference in energy and difference in position. If we are using methods that
calculate the second and first derivatives, we can use those as well, usually in the
form of the sum of squares (Accelrys, 2004).

3.3. Molecular dynamics

The task of molecular dynamics is calculating forces that act on atoms in a system
and then moving the atoms in reaction to these forces. To do this, classical
Newtonian equations of motion need to be solved for every atom in the system.
Being able to observe the dynamic progression of a system in time can be useful to
us for several reasons. For example, it may help us to find possible lower-energy
conformations of molecules of the system. Or we can study the movements of
molecules during the system’s evolution in time, find diffusion coefficients, and
investigate other thermodynamic and structural properties of the system.

3.3.1. Integrational algorithms

At every step of a MD calculation, we need to solve the Newtonian equations
of motion for every atom and find its position ri and velocity vi. Therefore,
we need an integrational algorithm that is quick and, at the same time, not too
computationally demanding to find the position and velocity at time t+∆t using
only the position and velocity at time t.
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dV

dri

= d2ri

dt2 (3.24)

The most basic algorithm would be Euler’s forward method which is a basic
numerical method for solving differential equations. However, it is easy to see that
this algorithm is not suitable for MD calculations as it is not time reversible and
it violates Liouville’s theorem as it does not preserve phase-space (Tuckerman,
2010).

Verlet algorithm

An example of a time reversible algorithm that preserves phase-time and does not
require too much computer memory is the Verlet algorithm. We write position
at time t + ∆t and at time t − ∆t in the following way.

ri (t + ∆t) = ri (t) + ∆tvi (t) + ∆t2

2mi

fi (t) + ∆t3

3!
...r i (t) + O

(︂
∆t4

)︂
(3.25)

ri (t − ∆t) = ri (t) − ∆tvi (t) + ∆t2

2mi

fi (t) − ∆t3

3!
...r i (t) + O

(︂
∆t4

)︂
(3.26)

From these equations, we can get the expressions for the position by adding
them together and for velocity by subtracting them from each other.

ri (t + ∆t) = 2ri (t) − ri (t − ∆t) + ∆t2

mi

fi (t) + O
(︂
∆t4

)︂
(3.27)

vi (t) = ri (t + ∆t) − ri (t − ∆t)
2∆t

+ O
(︂
∆t3

)︂
(3.28)

As we can see, the velocity at time t is only available after the position at
time t + ∆t has been calculated, so always one step later. This algorithm suffers
from low precision because the value that is stored between steps is the position of
atoms which is a big number that changes only a little, which means the accuracy
of storage as a binary number is quite low. For initialisation, we need ri (t − ∆t),
which can be approximated, for example, based on Taylor expansion (Schiller,
2005).

Verlet-leapfrog algorithm

An improvement of the Verlet algorithm is the Verlet-leapfrog algorithm which
is probably the most commonly used in MD calculations. The name refers to the
fact that the velocities are calculated at t + ∆t

2 , so they always ‘leap’ ahead of the
positions.
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ri (t + ∆t) = ri (t) + ∆tvi

(︄
t + ∆t

2

)︄
(3.29)

vi

(︄
t + ∆t

2

)︄
= vi

(︄
t − ∆t

2

)︄
∆t

mi

fi (t) (3.30)

The current velocities at time t can be approximated.

vi (t) =
vi

(︂
t − ∆t

2

)︂
+ vi

(︂
t + ∆t

2

)︂
2 (3.31)

This algorithm is algebraically equivalent to the Verlet algorithm: it is time
reversible, however, it does not preserve phase-space volume.

Velocity-Verlet algorithm

Another variant of Verlet algorithm is the velocity-Verlet which provides better
precision and some consider it the ideal algorithm for MD.

ri (t + ∆t) = ri (t) + ∆tvi (t) + ∆t2

2mi

fi (t) (3.32)

vi (t + ∆t) = vi (t) + ∆t

mi

[fi (t) + fi (t + ∆t)] (3.33)

As we can see from the equations, this algorithm gives us positions, velocities
and forces at the same time. It is time-reversible and preserves phase-space
volume. This algorithm is also more precise than the previous two because it
stores velocities between steps instead of positions. Velocities usually differ a lot
between two steps, and therefore storing them in the computer as binary numbers
is more precise than storing positions. However, in order to store these velocity
values, the algorithm requires more memory than Verlet-leapfrog.

3.3.2. Statistical ensembles

The default state when solving equations of motion is that the number of par-
ticles N is constant together with the total energy E and the system’s volume
V . In statistical mechanics and thermodynamics, such a system is described
by the microcanonical (NV E) ensemble. However, while these assumptions are
convenient for theoretical calculations, in real-life experiments, it is often much
more convenient (and easier) to keep other quantities constant, for example, the
pressure P or temperature T . Table 3.1 shows the different possible statistical
ensembles (note that the last ensemble – generalised ensemble – has no extensive
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Statistical ensemble Independent quantities Dependent quantities

Microcanonical NV E µPT

Canonical NV T µPE

Isoenthalpic-isobaric NPH µV T

Isothermal-isobaric (Gibbs) NPT µV H

Grand-microcanonical µV L NPT

Grand-canonical µV T NPL

Grand-isothermal-isobaric µPR NV T

Generalised µPT NV R

Table 3.1: Types of statistical ensembles. Parameters: N – number of particles,
V – system volume, E – total energy, µ – chemical potential, P – system pressure,
T – system temperature, H – total enthalpy, L – Hill energy (L = E − µN), R
– Ray enthalpy (R = E + PV − µN) (Hünenberger, 2005).

independent variable, which means its size is not specified and therefore it is not
an actual physical ensemble; we include it in the table for completeness).

Apart from the basic microcanonical ensemble, the most commonly used en-
sembles in molecular dynamic calculations are probably the canonical (NV T )
ensemble and the Gibbs (NPT ) ensemble. Volume is easily controlled in both
experiments and simulations by introducing physical constraints around the sys-
tem. The number of particles is generally conserved in simulations by default.
To control the temperature in simulations, a few different methods can be used,
called thermostats. Similarly, the pressure is controlled by barostats.

3.3.3. Thermostats

Apart from simply matching the conditions of an experiment, a thermostat algo-
rithm can also be useful for studying temperature dependent processes, enhancing
the efficiency of a conformational search or simply to avoid energy drifts caused
by the accumulation of numerical errors during a simulation.

The instantaneous temperature T of a system is most often defined using the
instantaneous kinetic energy K.

T = 2
kBNdf

K (3.34)

K = 1
2

N∑︂
i=1

miṙ2
i (3.35)
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This ensures that the average temperature ⟨T ⟩ is equal to the macroscopic
temperature T . Constant kB is the Boltzmann constant, mi and ṙi have their
usual meaning of mass and velocity of i-th particle. Ndf denotes the number of
internal degrees of freedom which depends on the number of particles N , number
of geometrical constraints Nc and number of external degrees of freedom Nr.

Ndf = 3N − Nc − Nr (3.36)

The number of internal degrees of freedom depends on the boundary condi-
tions; if stochastic and frictional forces are applied, Nr = 0, for periodic boundary
conditions, Nr = 3 and for vacuum boundary condition Nr = 6.

As the instantaneous temperature T depends on the atomic internal velocities,
there needs to be some control over the rate of change of these velocities. It is
introduced by using a modification of the Newton’s equation called the Langevin
equation (Lemons and Gythiel, 1997).

r̈i (t) = m−1
i Fi (t) − γi (t) ṙi (t) + m−1

i Ri (t) (3.37)

Here, Ri is a stochastic force acting on the atoms and γi is an atomic friction
coefficient. If the stochastic force is used, the coefficient γi is always positive,
but some thermostats do not use the last term of the equation, in which case γi

can have any value as it no longer represents actual physical friction. The same
coefficient γ is then used for all atoms; negative γ means heat flows from the heat
bath to the system and positive γ means it flows form the system into the heat
bath.

At this point, it is important to note the distinction between two types of
velocities that appear in the calculations. The velocities ṙi that we have used in
the previous equations are so-called internal velocities and they are equal to the
real atomic velocities ṙ0

i only in the case of Nr = 0. For other values of Nr, a
correction is required.

ṙi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ṙ0

i if Nr = 0
ṙ0

i − ṙ0
CM if Nr = 3

ṙ0
i − ṙ0

CM − I−1
CM (r0) L0

CM × (r0
i − r0

CM) if Nr = 6
(3.38)

r0
CM are the coordinates of the system’s centre of mass (CM), L0

CM is the
system’s angular momentum around the CM and ICM is the inertia tensor of
the system relative to the CM. While the internal velocities ṙi are used in the
Langevin equations, the atomic velocities ṙ0

i are used to propagate the atomic
coordinates simultaneously in time. Disregarding the distinction between the two
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types of coordinates leads to the loss of linear and angular momenta conservation
(Hünenberger, 2005).

Another important note concerns the propagation of heat in a system. In real-
life thermostats, heat gradually diffuses from the system’s surface to its centre
and vice-versa, leading to inhomogeneities in temperature. However, in simula-
tions, the velocities of all atoms are modified at the same time, which means the
temperature changes simultaneously throughout the system. Thermostats which
aim for more precision therefore employ simulated temperature fluctuations.

The Langevin equation, whether in its full or simplified form, is the basis for
most temperature control algorithms. The following paragraphs provide a brief
overview of the algorithms used.

Monte Carlo

The simplest way to generate a thermodynamical ensemble is the Monte Carlo
(MC) algorithm. It does not include atomic velocities or kinetic energy; the moves
of atoms are randomly generated and accepted with the following probability.

p = min
{︄

exp
(︄

− ∆U
kBT

)︄
, 1
}︄

(3.39)

The probability p of accepting a move depends on the change in potential
energy ∆U associated with it. At constant volume V , the MC algorithm generates
a canonical ensemble. It is non-smooth, non-deterministic, time-irreversible and
does not provide any dynamical information about the system (Hünenberger,
2005).

Stochastic dynamics

The stochastic dynamics (SD) algorithm works by integrating the full Langevin
equation. The stochastic forces Ri (t) have the following properties: (i) they are
uncorrelated with the velocities ṙi (t′) and systematic forces Fi (t′) at time t′ < t;
(ii) force components Riµ (t) are uncorrelated with any component Rjν (t′) along
a different axis unless i = j, µ = ν and t′ = t; (iii) they average to zero over time
and (iv) their mean square components are equal to 2miγikBT0.

The Langevin equation of motion is smooth, non-deterministic and time-
irreversible. A trajectory generated by integrating the equation at constant vol-
ume V generates a canonical ensemble of microstates at temperature T0. The
choice of atomic friction coefficients γi is important for the result we get: if the
selected values are too small (loose coupling), temperature control is poor (for
all γi = 0, we get classic MD and a microcanonical ensemble); if they are too
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large (tight coupling), perturbations take over (limiting case for very large γi is
Brownian dynamics).

Stochastic coupling (Andersen thermostat)

In this algorithm, first proposed by Andersen (Andersen, 1980), the classic New-
ton equation of motion is integrated.

r̈i (t) = m−1
i Fi (t) (3.40)

The components of velocities at each time step are, however, assigned based
on the Maxwell-Boltzmann probability distribution.

p (ṙiµ) =
(︃

mi

2πkBT

)︃ 1
2

exp
(︄

−
miṙ

2
iµ

kBT

)︄
(3.41)

The intervals between velocity reassignments are also random with the fol-
lowing distribution, with reassignment frequency α.

p (τ) = α exp (−αt) (3.42)

This approach algorithm mimics the random collisions of atoms with the parti-
cles of a bath at temperature T0. The Andersen algorithm generates a canonical
distribution of microstates and is non-deterministic, time-irreversible and non-
smooth due to the velocities being randomly reassigned. Similarly to SD and
the choice of γi, the choice of collision frequency α is crucial. Small values (poor
coupling) provide poor temperature control and α = 0 leads to MD. Too large
values of α (tight coupling) perturb heavily the dynamics of the system.

Temperature constraining (Hoover-Evans, Woodcock and other ther-
mostats)

The previously-mentioned methods employed soft boundary conditions in regards
to temperature as they allowed temperature fluctuations. The following methods
introduce temperature constraining, meaning the instantaneous temperature T
of the system is going to be fixed to the bath temperature T0 with no fluctuations.

Hoover (Hoover et al., 1982) and Evans (Evans, 1983) simultaneously proposed
an algorithm which introduces a constrain on the temperature in the following
form.

T
(︄

t + ∆t

2

)︄
= T

(︄
t − ∆t

2

)︄
(3.43)
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Theoretically, the temperature should be fixed at all times; however, in prac-
tice, the constraining condition is only enforced by zeroing the temperature
derivative. And since the bath temperature T0 is not explicitly used in the con-
dition, numerical inaccuracies accumulate, leading to temperature drift. The
Hoover-Evans algorithm generates a canonical ensemble of configurations.

Woodcock (Woodcock, 1971) chose a different condition to conserve the tem-
perature.

T
(︄

t + ∆t

2

)︄
= Ndf − 1

Ndf

T0 (3.44)

The equation of motion corresponding to the Woodcock thermostat is rigor-
ously equivalent to that of the Hoover-Evans thermostat, so it generates a canoni-
cal ensemble of configurations as well. However, the algorithms differ numerically
and since, in this case, the temperature T0 is explicitly part of the constraining
condition, there is no risk of temperature drift.

There are other, similar algorithms based on temperature constraining, for
example the Haile-Gupta (Haile and Gupta, 1983) thermostat, which, however,
does not generate a canonical ensemble.

Equations of motions generated by temperature constraining algorithms are
smooth, deterministic and time-irreversible. There are no fluctuations in kinetic
energy which may lead to inaccurate dynamics.

Weak coupling (Berendsen thermostat)

Berendsen (Berendsen et al., 1984) modified the Langevin equation to remove
local temperature coupling through stochastic collisions while retaining global
coupling. This is equivalent to setting the following condition on the instanta-
neous temperature derivative Ṫ (t).

Ṫ (t) = τ−1
B [T0 − T (t)] (3.45)

The constant τB represents temperature relaxation time but in reality, it is a
parameter which is adjusted to control the thermostat. For τB → ∞, we receive
classing MD, sampling a microcanonical ensemble. Large values (loose coupling)
of τB may also cause temperature drift. If τB are too small (tight coupling), the
fluctuations in temperature are unrealistically small and for τB = ∆t, we receive
the Woodcock thermostat, which allows no fluctuations at all.

The equation of motion of the Berendsen algorithm is smooth, deterministic
and time-irreversible. The algorithm does not generate a canonical ensemble.
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Extended system method (Nosé-Hoover thermostat)

First proposed by Nosé (Nosé, 1984a) and then simplified simultaneously by Nosé
(Nosé, 1984b) and Hoover (Hoover, 1985), this algorithm is based on the idea of
extending the real system by adding an artificial variable ˜︁s which plays the role
of a time-scaling parameter. The timescale of the extended system is stretched
out so that dt = ˜︁s−1

(︂
t̃
)︂

dt̃ (t is time in the real system and t̃ in the extended
one). This means that coordinates are identical in both systems, but velocities
are amplified by ˜︁s−1 in the extended system.

The resulting equations of motion sample a microcanonical ensemble in the
extended system with constant extended system energy Ee. In the real system,

MD MC SD A HE W HG B NH

Deterministic + - - - + + + + +

Time-reversible + - - - + + + - +

Smooth + - + - + + + + +

Energy drift + - - - + - - - -

Oscillations - - - - - - - - +

External d. o. f. + + - - + + + + +

Constrained K - - - - + + + - -

Canonical in H - - + + - - - - +

Canonical in U - + + + + + - - +

Dynamics ++ - - ++ - - - - + ++

Table 3.2: Comparison of temperature control algorithms: Column headers: MD
– molecular dynamics, MC – Monte Carlo, SD – stochastic dynamics, A – MD
with Andersen thermostat, HE – MD with Hoover-Evans thermostat, W – MD
with Woodcock thermostat, HG – MD with Haile-Gupta thermostat, B – MD
with Berendsen thermostat, NH – MD with Nosé-Hoover thermostat. Line head-
ers: Deterministic – trajectory is deterministic, Time-reversible – equation
of motion is time-reversible; Smooth – velocity trajectory is continuous; Energy
drift – possible energy and temperature drift due to accumulation of numerical
errors; Oscillations – possible oscillatory behaviour of temperature dynamics;
External d. o. f. – some external degrees of freedom are not coupled with the
internal degrees of freedom; Constrained K – no kinetic energy fluctuations;
Canonical in H – generates a canonical distribution of microstates; Canon-
ical in U – generates a canonical distribution of configurations; Dynamics –
dynamical information is absent (- -), likely to be unrealistic due to constrained
temperature or non-smooth trajectory (-), moderately realistic – smooth tra-
jectory, but temperature fluctuations of incorrect magnitude (+), or realistic –
smooth trajectory, correct magnitude of temperature fluctuations (++).
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however, energy fluctuates, heat is transferred between the bath and the real
system (if the extended velocity ˜︁ṡ−1 > 0, heat flows out of the system and for˜︁ṡ−1 < 0 into the system) and a canonical ensemble is sampled. The modifiable
parameter in the Nosé-Hoover thermostat is the fictitious mass Q. In the limit of
Q → ∞, we get classical MD with a microcanonical ensemble. Too large values
of Q (loose coupling) provide poor temperature control, while too small values
may cause high-frequency temperature oscillations. The equation of motion is
smooth, deterministic and time-reversible.

Table 3.2, adapted from (Hünenberger, 2005) shows a comparison of the
above-mentioned algorithms for controlling temperature during a molecular dy-
namics simulation.

3.3.4. Barostats

In the previous chapter, we have been focusing on algorithms describing systems
with constant temperature and volume and thus generating the canonical (NV T )
ensemble. For some simulations, it is advantageous to use the Gibbs (NPT )
ensemble and so a pressure control algorithm, a barostat, is used.

In MD simulations, the pressure P is usually calculated with the following
formula.

P = NkBT

V
+ 2

3
⟨T ⟩
V

(3.46)

The first term comes from the equation of state of the ideal gas and the second
term makes use of the virial theorem (Clausius, 1870). According to this theorem,
the average total kinetic energy ⟨T ⟩ of a system of particles with coordinates ri

depends on the forces Fi acting on these particles.

⟨T ⟩ = 1
2

N∑︂
i=1

ri · Fi (3.47)

In a system with periodic boundary conditions, particles interact not only with
others in the unit cell but also with the particles of the translated neighbouring
cells, so the last equation is slightly modified.

⟨T ⟩ = 1
2
∑︂
i>1

rij · Fij (3.48)

Berendsen method

The Berendsen algorithm (Berendsen et al., 1984) couples the investigated system
to a pressure bath with pressure P0. There are two parameters determining the
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strength of coupling, the compressibility γ of the system and relaxation time τ .
Using these parameters a scaling factor µ by which the coordinates of each atom
are adjusted at timestep ∆t is defined.

µ =
(︄

1 + ∆t

τ
γ [P − P0]

)︄ 1
3

(3.49)

Each of the components is adjusted by the same factor, so the size of the unit
cell is changed, but its shape stays the same. It is therefore not suitable for any
systems where we would expect the shape of the cell to change, e. g. crystal
phase transitions.

Andersen method

The idea behind Andersen’s (Andersen, 1980) pressure control is to treat the vol-
ume of the cell V as a dynamic variable. The Lagrangian of the system is modified
to include a kinetic energy term with a parametric mass M and a potential term
with a potential based on an external pressure P0.

As stated above, the volume of the systems unit cell does change. However,
the shape stays the same, just like with the Berendsen barostat. This is useful
for liquid simulations but it means we cannot simulate anisotropic pressure with
either method.

Parrinello-Rahman method

If one wishes to study materials under anisotropic stress, the Parrinello-Rahman
(Parrinello and Rahman, 1981) method can be employed. It is an extension of the
Andersen method and similarly to it, a kinetic energy term, based on a mass-like
parameter W , is included in the Lagrangian. An elastic energy term related to the
pressure and volume of the system is also included. Derived from the Lagrangian,
the cell vectors are allowed to change freely, and thus both the size and shape
of the unit cell can change. The rate of change depends on the parameter W .
The larger it is, the slower the evolution of the system, and W → ∞ produces a
system of constant volume. Too small values of W do not give the system enough
time for equilibration and may lead to periodic motions of the cell.
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4. Experimental methods
Many different experimental methods can be used to study LDH with various
intercalated anions. For example, thermogravimetric analysis (TGA) (Roelofs
et al., 2002), Fourier transform infrared spectroscopy (FTIR) (Shabanian et al.,
2020), automated diffraction tomography (ADT) (Conterosito et al., 2015) or
transmission electron microscopy (TEM) (Káfuňková et al., 2010). In the follow-
ing section we will provide a short summary of two methods, the results of which
were used as a reference for our simulations, powder X-ray diffraction (PXRD)
and solid state nuclear magnetic resonance (SSNMR).

4.1. Powder X-ray diffraction

X-ray diffraction (XRD) techniques are the most common method for performing
crystallographic analysis, or the determination of what atoms, in what amounts
and at what positions are in a unit cell of a crystal. The investigated specimen
can be either in the form of a monocrystal and then statistical methods of solving
are used or in the form of a powder (which is what we will focus on in this section),
in which case molecular simulations methods are a useful tool for powder solving.
Apart from the kind of atoms and their positions and amounts, the diffraction
is mainly determined by the periodicity of spatial ordering of the atoms in the
crystal.

4.1.1. Principles of diffraction

The diffraction pattern itself is not reminiscent of the actual structure of the
crystal; instead, it is based on the so-called reciprocal crystal lattice, which is a
Fourier transform of the direct (real) crystal lattice.

From a mathematical point of view, the crystal lattice is a Bravais lattice, an
infinite array of discrete points generated by a set of discrete translation opera-
tions. In three-dimensional space, it can be described by a linear combination of
primitive vectors a1, a2 and a3 (n1, n2, n3 are integers).

R = n1a1 + n2a2 + n3a3 (4.1)

The way to construct the reciprocal lattice is to choose a point of origin and
from this point to construct a line perpendicular to a lattice plane (which is any
plane containing at least three noncollinear points of the lattice). On this line
we, construct a point of the reciprocal lattice at a distance 1/dhkl from the origin,
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Figure 4.1: Scattering of radiation on a simple line of atoms.

where dhkl is the interplanar distance in direct space (meaning it is the distance
between two planes which intersect the unit cell at coordinates [1/h, 1/k, 1/l]).
Repeating this process for all lattice planes (hkl), we receive the reciprocal plane,
which can be described using a linear combination of reciprocal primitive vectors
b1, b2 and b3 (h, k, l are integers, so-called Miller indices).

Ghkl = hb1 + kb2 + lb3 (4.2)

The relationship between the primitive vectors and the reciprocal primitive
vectors is as follows.

ai · bj = δij (4.3)

Figure 4.1 shows radiation scattering on a line of atoms. For scattering to
occur on a three-dimensional lattice, the wavevector of the incident radiation kin

and wavevector of the outgoing radiation kout must satisfy the Laue equations.

(kout − kin) · a1 = h (4.4)
(kout − kin) · a2 = k (4.5)
(kout − kin) · a3 = l (4.6)

The difference between the incident and outgoing wavevectors is called the
scattering vector ∆k and it is a reciprocal lattice vector, so it can be defined in
the same way as Ghkl above. A graphical representation of this situation is called
the Ewald construction and is shown in Figure 4.2. In it, we construct a sphere
with a radius of 1/λ, called the Ewald sphere. In the centre of the Ewald sphere
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Figure 4.2: The Ewald construction: C – diffracting crystal, O – point of origin
of the reciprocal lattice.

lies the diffracting crystal, and at the point of the sphere where the incident beam
leaves the sphere, we place the origin of the reciprocal lattice. Then, constructing
the reciprocal lattice from there, if a reciprocal lattice point hkl lies on the Ewald
sphere, the conditions given by the Laue equations are satisfied and the diffracted
beam leaves the Ewald sphere through this point. From this, we can see that the
diffraction image corresponds to the reciprocal lattice (Ewald, 1969).

Building on the Ewald construction, Figure 4.3 shows an interpretation of
Laue diffraction called Bragg’s law after Lawrence Bragg and his father, William
Henry Bragg, who first proposed it in 1913 (Bragg and Bragg, 1913). In it, we
can see the crystal plane (hkl) to which the vector Ghkl is perpendicular. The
incident beam of radiation appears to be reflected from the plane (hkl), which
is the reason why in X-ray diffraction we speak about reflections. The angle θ

is called Bragg angle and 2θ is called diffraction angle. Bragg’s law gives us the
relationship between the angle θ, the planar distance dhkl and the wavelength of
the incident radiation λ.

2dhkl sin θ = nλ (4.7)

The integer n signifies the order of the observed reflection (Kittel, 2005).
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Figure 4.3: Bragg’s law.

4.1.2. Powder diffraction

The diffraction pattern looks as the points of the reciprocal lattice if we are
working with a monocrystal. If the sample, which we are studying, is made up
of many small crystals of different orientations, i. e. a powder, all the possible
reciprocal lattices have to be overlapped and the diffraction pattern takes the
shape of concentric spheres with their centre in the origin of the lattice as is
shown in Figure 4.4. The intersection of these spheres and the Ewald sphere are
circles. The same pattern would be observed if a monocrystal was continuously
irradiated while being rotated in all different directions.

In a powder diffraction experiment, the detector moves along a circle around
the sample and the diffraction angles 2θ at which reflections appear are noted
down. Using Bragg’s law, the planar distances can easily be calculated from these
angles. However, the diffractogram gives us no information about the orienta-
tion of the planes. Other complications include overlapping of planar distances,
preferred orientation of crystals in a sample, absorption of X-rays on the sam-
ples surfaces or partially disordered samples. Due to these complications, the
amount of information that can be attained form a powder diffraction measure-
ment depends on the properties of the sample itself as well as the number of
reflections measured (Giacovazzo, 1992). Various techniques for analysing pow-
der diffractograms exist (Etter and Dinnebier, 2014), which include not only the
post processing of the measured data (for example Rietveld refinement (Rietveld,
1969)) but also the preparation of the sample itself (Moore and Reynolds Jr.,
1997).

4.1.3. X-ray diffraction of layered double hydroxides

X-ray diffraction is a useful tool for analysing layered LDH. As LDH do not form
large monocrystals, powder XRD techniques are used. The key parameter of an
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Figure 4.4: The construction of a diffraction pattern of a powder sample.

LDH structure is the basal spacing, i. e. the distance between the hydroxide
layers, so that is often the main focus of PXRD experiments on LDH. However,
many reflections can be observed in the diffractogram and further details about
the structure can be inferred from the data. Rietveld refinement can be used
(Bellotto et al., 1996), but more often, a trial-and-error approach is used to index
individual peaks and determine space group and crystal axes. A model of a struc-
ture is built and a diffraction pattern is calculated, which is then compared with
the measured experimental results. The model is then refined until the calculated
diffractogram matches the measured one. An advantage of this approach is that
it can easily be used even for defective structures which would be impossible to
analyse using Rietveld refinement or similar methods (Rives, 2001).

4.2. Solid state nuclear magnetic resonance

Nuclear magnetic resonance (NMR) is a useful technique for determining the
chemical structure of various compounds. It is based on observing the changes
in spin orientation of a nucleus when put inside a magnetic field. The main
phenomenon observed in NMR spectra is so called chemical shift, most often
due to electron shielding. Other phenomena include J-coupling, which causes the
observed peaks to split into multiple peaks, and dipolar as well as quadripolar
couplings (Reif et al., 2021).

The basic principles of NMR are the same for liquid-state NMR and solid-
state NMR (SSNMR), there are, however, some key differences which we will
address.
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4.2.1. Principles of nuclear magnetic resonance

In order for an atomic nucleus to exhibit any magnetic resonance effects, its
overall spin must be non-zero. The overall spin of a nucleus is given by the sum
of the nucleons it is made up of, and since these generally tend to order themselves
with spins anti-parallel to each other, it can only be non-zero if there is an odd
number of protons or neutrons (or of both). Two examples of nuclides that have
this property and that are most commonly used in NMR spectroscopy are 1H and
13C.

The reason why a non-zero spin is necessary for interactions with a magnetic
field is the relationship between spin S and magnetic dipole moment µ, which is
a simple linear relationship with the gyromagnetic constant γ:

µ = γS (4.8)

The same relationship holds for each of the spatial components of S and µ.
Since nuclear spin is quantised, the component along the z-axis of an applied
magnetic field can only obtain the values of integer or half-integer multiples of
reduced Planck constant ℏ, with the integer or half-integer in question being the
magnetic quantum number m.

µz = γSz = γmℏ (4.9)

The energy of a magnetic dipole moment µ in a magnetic field B0 = (0, 0, B0)
aligned with the z-axis:

E = −µzB0 = −γmℏB0 (4.10)

Both 1H and 13C, as well as many other nuclides, have a nuclear spin of 1
2 ,

and so the energy splits into two levels (this phenomenon is known as the Zeeman
effect (Lodge, 1897), m = ±1

2 , with the spin aligning either with the magnetic
field or against it. For most isotopes used in NMR, the gyromagnetic constant
is positive and thus the lower energy state is the one with m = 1

2 . In thermal
equilibrium, the lower energy level will be slightly more populated than the higher
one which results in a net spin magnetisation along the magnetic field B0.

The spin magnetisation of an atom undergoes a precession around the mag-
netic field at the nucleus. For the applied magnetic field B0, this precession
happens at a so-called Larmor frequency ωL.

ωL = −γB0 (4.11)

As we can see, the resonant Larmor frequency is dependent on B0 at the
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position of the nucleus. The magnetic field is influenced by the surroundings
of the nucleus and so, if we are able to detect small changes in the resonant
frequency, we are able to gain an insight into the chemical composition as well as
the spatial distribution of the measured sample.

If a radiofrequency (RF) pulse with a frequency very close to the Larmor
precession interacts with the nucleus, the nuclei move from the lower energy
state to the higher one and the magnetisation changes direction. When the
nucleus returns back to the lower state, the transition energy is detected. The
relaxation time plays an important role and RF pulses of different lengths are
used to perform different types of NMR experiments.

The signal detected from the sample, as it is relaxing back to its state before
the RF pulse, is detected in the form of induced oscillated voltage called free in-
duction decay (FID). By performing Fourier transform, the signal is transformed
to the frequency domain resulting in a spectrum of resonant frequencies which
can then be analysed (Ernst, 1992).

4.2.2. Chemical shift

The quantity measured in NMR experiments is called chemical shift. It is calcu-
lated from the difference between the actual measured resonance frequency νsample

of a sample and a resonance frequency νref of a reference compound.

δ = νsample − νref

νref

(4.12)

The unit used is parts per million (ppm) due to the fact that the frequencies
in the numerator are usually written in Hz and the frequency in the denominator
in MHz. The most commonly used reference compounds are tetramethylsilane
(TMS), trimethylsilylpropanoic acid (TMSP) or sodium trimethylsilylpropane-
sulfonate (DSS), a schematic representation of them is shown in Figure 4.5. TMS
is very suitable for use as a standard reference compound due to the fact that all
its twelve hydrogens are equivalent thanks to the molecule’s symmetry, and so
its NMR spectrum consists of a single peak which allows it to be easily identified
for calibration. The same goes for the four carbons, so this property holds up for
both 1H and 13C NMR. Another advantage is that it evaporates easily, so it can
be separated from the sample after the NMR measurement is finished (Mohrig
et al., 2006). However, TMS is not soluble in water, so for NMR experiments
where water is used as a solvent, TMSP or DSS are used. TMSP is more easily
soluble in water than DSS, but DSS has the advantage that its NMR response is
less sensitive to changes in pH (De Marco, 1977).

There are several effects that influence the chemical shift detected in different
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a. b.

c.

Figure 4.5: The chemical structure of the most commonly used NMR reference
compounds: a. TMS; b. TMSP; c. DSS (all created using https://molview.
org/).

molecules, the most prominent are chemical shielding, J-coupling and dipolar
coupling.

Chemical shielding is the main effect observed in NMR spectroscopy as it
determines the position of the observed peaks. As mentioned earlier, the resonant
frequency of a measured nucleus is dependent on the magnetic field acting on the
nucleus. However, this magnetic field is not exactly equal to the applied field B0

as any charges in the vicinity of the measured nucleus influence the size of the
field. In particular, the electron density surrounding the nucleus interacts with
the magnetic field, “shielding” the nucleus from its effect and slightly lowering
the resonance frequency.

J-coupling, or spin-spin coupling, refers to the interaction between nuclear
spins mediated through chemical bonds. For example, in 1H spectroscopy where
the nuclear spin is ±1

2 , a system of two nuclei has four possible states:
(︂
−1

2 , −1
2

)︂
,(︂

−1
2 , +1

2

)︂
,
(︂
+1

2 , −1
2

)︂
and

(︂
+1

2 , +1
2

)︂
. The second and third state have the same

energy resulting in a system with three energy levels, with the middle one being
twice as populated as the other two. Therefore, the NMR peak splits into a
triplet, with the intensities of the sub-peaks having the ratio 1:2:1. The situation
is analogous for a higher number of interacting spins, with the ratios following
the rows of a Pascal triangle, i. e. three spins result in a 1:3:3:1 quadruplet, four
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spins in a 1:4:6:4:1 quintuplet and so on. For nuclei with a higher spin than 1
2 ,

for example 13C, the splitting is more complicated.

4.2.3. Magic-angle spinning

The NMR phenomenon is the same in solids as in liquids, however, there is one
difference when measuring NMR spectra. Anisotropic effects which are averaged
to zero in liquid samples due to the Brownian motion of the molecules, are present
in a solid sample and greatly influence the resulting NMR spectrum. On top of
the chemical shift anisotropy, dipolar and quadrupolar interactions between spins
also further broaden the peaks in an SSNMR spectrum. To avoid or at least lower
the influence of these effects, so called magic-angle spinning (MAS) is introduced
(Andrew et al., 1958).

The dipolar interaction is dependent on the angle θ between the internuclear
vector and the external magnetic field vector. This dependence is in the form
3 cos2 θ − 1 and thus, the interaction is equal to zero for the so-called magic angle

θm = arccos
√︄

1
3 = 54◦44′. (4.13)

To ensure that all nuclei in the sample fulfil this condition is clearly impossi-
ble. However, the same effect can be achieved by spinning the sample at a high
enough frequency around an axis tilted by the magic angle θm (with respect to
the magnetic field). The frequency needs to be comparable to the speed of the
interaction which means the used frequencies are at the order of 104–105 Hz. The
dipolar interaction is removed from the NMR spectrum, leaving behind only a
set of sidebands which are separated from the resonance frequency by a multiple
of the spinning frequency. The quadrupolar interaction is partially averaged out
by the MAS while the anisotropy of the chemical shift is averaged out completely
and its contribution is removed from the NMR spectrum.

4.2.4. Two-dimensional nuclear magnetic resonance

Even though a simple NMR spectrum can provide a lot of information about the
structure of a sample, there is still more information to be gained using an NMR
experiment, especially regarding interactions between nuclei. This information
can be utilised by the two-dimensional nuclear magnetic resonance (2D NMR)
experiment. This also solves the problem which can arise for larger systems,
that the NMR spectrum contains many overlapping peaks which are difficult to
distinguish. By adding another dimension to the spectrum, it often becomes more
easily readable and interpretable.

42



There are many different types of 2D NMR experiments, but they can be
divided into two basic categories. Homonuclear 2D experiments utilise one type of
NMR (e. g. 1H or 13C), while heteronuclear experiments focus on the interactions
between two different nuclei. The specifics of each method differ but most consist
of four stages. First, a series of RF pulses is used to establish coherence; then,
after a certain evolution time during which the nuclear spins rotate freely, another
series of pulses is applied to manipulate the coherence in the desired manner; and
lastly, the FID signal is detected during the detection period. The 2D spectrum
is gained by detecting a series of signals for different evolution times. After
performing a two-dimensional Fourier transform on the recorded signals, a so-
called correlation map is gained with resonant frequencies as the units on the x
and y axes (Aue et al., 1976).

In homonuclear 2D NMR spectroscopy, the diagonal of a correlation map
is just the same as a simple 1D NMR spectrum and contains the same infor-
mation about chemical shielding and J-coupling. The off-diagonal peaks, called
cross peaks, contain information about coupling between different nuclei. The
most common types of 2D NMR spectroscopy include correlation spectroscopy
(COSY), total correlation spectroscopy (TOCSY) or nuclear Overhauser effect
spectroscopy (NOESY), which utilises the transfer of nuclear spin polarisation
between non-bonded atoms (Overhauser, 1953).

In heteronuclear 2D NMR, each of the axes relates to a different type of
nucleus, and therefore, the correlation map does not contain any diagonal peaks,
all peaks observed are cross peaks, arising from various interactions between the
nuclei of two different types. An example of a heteronuclear 2D NMR method
is heteronuclear single-quantum correlation spectroscopy (HSQC) which detects
interactions between atoms of two different types connected by one bond (Keeler,
2010).
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5. Results and discussion

5.1. Models’ preparation

5.1.1. Atorvastatin

An atorvastatin anion was built in Materials Studio. Then, the Conformers mod-
ule was used to find a conformer with the lowest energy. During this search,
Conformers rotated each of the single bonds in the molecule at 60-degree incre-
ments and calculated energy after each rotation. After selecting the lowest-energy
conformer, Materials Studio’s module Forcite was used to optimise the molecule’s
geometry. The resulting optimised atorvastatin anion is shown in Figure 5.1.

5.1.2. Water and anions

Similarly to atorvastatin, H2O molecule and NO−
3 anion were built in Materials

Studio. Since they are simple, small molecules without multiple possible confor-
mations, there was no need to use the Conformers module and molecules were
optimized straight away using the Forcite module.

Figure 5.1: The optimised structure of atorvastatin, built in Materials Studio and
optimised using the Conformers and Forcite modules. Colour-coding: carbon –
grey; hydrogen – white; oxygen – red; nitrogen – blue; flourine – light blue.
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Space group a0 b0 c0 α β γ

R-3m 0.307598 nm 0.307598 nm 2.32048 nm 90◦ 90◦ 120◦

Table 5.1: Lattice parameters of LDH from (Veteška, 2009).

5.1.3. LDH

The crystalline structure of LDH was built using Materials Studio’s Build Crystal
function. Lattice parameters used come from (Veteška, 2009) and are shown in
Table 5.1. Atoms were placed into this lattice at the following coordinates: Mg
at x/a = y/b = z/c = 0.0; O at x/a = y/b = 0.0, z/c = 0.377.

After the unit cell was built, the Build Supercell functionality was used to
create a 6a0 × 6b0 × 3c0 supercell, resulting in a structure with 3 layers of 36
magnesium cations each. As we wanted to build a structure with a 2:1 molar
ratio of magnesium to aluminium, 12 atoms of magnesium from each layer were
then manually replaced with aluminium. The atoms to be replaced were chosen
in such a way that each Al cation is surrounded by six Mg cations (Sideris et al.,
2008) as shown in Figure 5.2. From this figure, we can also see that such a
structure possesses a translational symmetry in all directions, and therefore our
6 × 6 structure, if replicated by the Materials Studio software in each direction,
is a good approximation for a large structure.

Figure 5.2: One layer of Mg2Al LDH using the ball-and-stick model, viewed
along the c-axis: Magnesium atoms are shown in green, aluminium atoms in
blue, oxygen atoms in red and hydrogen atoms in white. A regular ordering of
Mg and Al atoms was chosen based on previously reported experimental findings
(Sideris et al., 2008).
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Figure 5.3: A starting model of Mg2Al LDH before the basal spacing was ad-
justed and atorvastatin anions together with water molecules and nitrates anions
were intercalated. Magnesium atoms are shown in green, aluminium atoms in
blue, oxygen atoms in red and hydrogen atoms in white; the borders of the unit
supercell are shown in grey.

The next step was to add hydrogen atoms to the structure. These were added
manually, each hydrogen atom was placed above an oxygen atom and connected
using a single bond. A total of 216 hydrogen atoms were added to the model, 36
to each side of each of the layers. Since the placement of these atoms was done
manually, the length and direction of the bonds needed to be optimised using
the Forcite module. The charges were calculated using the Modify. . . Charge
functionality in Materials Studio. As this requires the model to be overall neutral,
12 NO−

3 anions were inserted between each of the layers to compensate the 12e
charge of each layer. After charge calculation, the charges were manually adjusted
to make sure that the overall charge of each layer was 12e and the anions were
removed. The resulting structure is in Figure 5.3.

Three models were created from this structure, each with a different planar
distance d003 between the LDH layers based on given atorvastatin concentrations
from experimental findings sent by prof. Frantǐsek Kovanda (University of Chem-
istry and Technology, Prague). Due to the size limitations of our model, these
experimental findings could not be replicated exactly as we always had to have
an integer number of molecules in our LDH interlayer. The numbers were chosen
so that they were as close to the experimental values as possible. Table 5.2 shows
the differences between the three experimental structures and our three starting
models, as well as the specific number of molecules that were used in our models.

46



Case 1 2 3

Experi-
ment Model Experi-

ment Model Experi-
ment Model

d003 3.751 nm 3.808 nm 3.823 nm

ATS/Al
molar
ratio

0.721 0.667 0.999 1.000 0.923 0.917

Amount
of ATS

61.10 %
61.99 %
(8 mole-
cules)

75.80 %
73.19 %
(12 mole-
cules)

70.00 %
70.64 %
(11 mole-
cules)

Amount
of H2O

5.05 %
5.00 %
(20 mole-
cules)

3.64 %
3.54 %
(18 mole-
cules)

4.26 %
4.14 %
(20 mole-
cules)

Table 5.2: Experimental values from F. Kovanda and conditions of our starting
models.

The desired planar distance d003 between the crystal layers was achieved by
first modifying the lattice parameter c and then moving each of the layers ac-
cordingly, resulting in the distances noted down in Table 5.3.

5.1.4. Initial arrangements

For each of the three models, several different starting orientations of atorvastatin
molecules were chosen, examples are shown in Figure 5.4.

Arrangement A was used only with the structure with basal spacing of 3.808
nm, it was not used with the other structures, because it took a very long time
for it to reach convergence, and in the end, the result was very similar to the ar-
rangement D. The remaining arrangements were used with all 3 models, resulting
in a total number of 10 model systems, shown in Table 5.4.

Model a b c d003

1 1.84559 nm 1.84559 nm 11.253 nm 3.751 nm

2 1.84559 nm 1.84559 nm 11.424 nm 3.808 nm

3 1.84559 nm 1.84559 nm 11.469 nm 3.823 nm

Table 5.3: Comparison between the basal spacing and lattice parameters of the
three investigated models of 6a0 × 6b0 × 3c0 LDH.
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5.2. Geometry optimisation

On every starting orientation of each of the models, an optimisation of geom-
etry was performed using Materials Studio’s Forcite module. The COMPASS
(Sun, 1998) force field was used, the optimisation algorithm used in Materials
Studio is called ‘smart’ and it is a combination of steepest descent at the begin-
ning of optimisation and then it is switched to the conjugate gradient method.
The final level of convergence was 0.001 kcal/mol for differences in energy and
0.5 kcal/mol/Åfor differences in force. For electrostatic interactions, Ewald sum-
mation was used (Wells and Chaffee, 2015), with an accuracy of 0.0001 kcal/mol
and van der Waals interactions were cut off at a distance of 15.5 Å with a 1-Å
spline and 0.5-Å buffer. The maximum number of iterations was set to 20,000
and if a model did not converge within 20,000 iterations, the optimisation was
run again with the same parameters until convergence was reached.

There were several procedural rounds of geometry optimisations, all with the
settings described above. In the first run, the LDH layers were kept fixed in
positions by constraining their Cartesian coordinates and only the anions and
water molecules were allowed to move. After reaching convergence with these

a.

b.

c.

d.

Figure 5.4: Initial orientations of atorvastatin molecules in LDH: a. Arrangement
A – clustered; b. Arrangement B – all molecules ordered in the same direction,
perpendicular to the LDH layers; c. Arrangement C – six molecules in one
direction, six in the opposite direction, with the COO− group in the middle; d.
Arrangement D – six molecules in one direction, six in the opposite direction,
with the COO− groups pointed towards the LDH layers.
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Model Basal spacing Atorvastatin orientation

1B 3.751 nm all molecules ordered in the same direction,
perpendicular to the LDH layers

1C 3.751 nm six molecules in one direction, six in the op-
posite direction, with the COO− group in the
middle

1D 3.751 nm six molecules in one direction, six in the
opposite direction, with the COO− groups
pointed towards the LDH layers

2A 3.808 nm clustered

2B 3.808 nm all molecules ordered in the same direction,
perpendicular to the LDH layers

2C 3.808 nm six molecules in one direction, six in the op-
posite direction, with the COO− group in the
middle

2D 3.808 nm six molecules in one direction, six in the
opposite direction, with the COO− groups
pointed towards the LDH layers

3B 3.823 nm all molecules ordered in the same direction,
perpendicular to the LDH layers

3C 3.823 nm six molecules in one direction, six in the op-
posite direction, with the COO− group in the
middle

3D 3.823 nm six molecules in one direction, six in the
opposite direction, with the COO− groups
pointed towards the LDH layers

Table 5.4: An overview of the initial LDH basal spacing and ATS anion orienta-
tions in the investigated models.

settings, the constrains of Cartesian coordinates on the atoms were removed,
allowing them to move freely in the next optimisation run, but in this step, the
LDH layers were assigned as motion groups, meaning they could only move as
a whole and no interactions were calculated between the atoms that belong to
the same LDH layer. In the following optimisation procedure, the cell was also
optimised, allowing the cell parameters a, b, c as well as the angles α, β, γ to
change freely. After this run of optimisation, the charges were calculated again
and geometry optimisation was repeated. The resulting structures are shown in
Figure 5.5 and the resulting parameters in Table 5.5.

After the geometry optimisations, the Reflex module in Materials Studio was
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1B

1C

1D

2A

2B

2D

3B

3C

3D

Figure 5.5: ATS-LDH models after geometry optimisations.
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Model Energy
kcal/mol a (nm) b (nm) c (nm) α β γ d003 (nm)

1B −62497 1.85749 1.85346 11.25691 90.085◦ 91.030◦ 119.676◦ 3.751430

1C −62243 1.84646 1.84601 11.25299 90.004◦ 90.004◦ 119.997◦ 3.750990

1D −62534 1.84601 1.84664 11.25297 90.000◦ 90.007◦ 119.981◦ 3.750990

2A −62917 1.84644 1.84637 11.42401 89.997◦ 89.998◦ 119.985◦ 3.808003

2B −61177 1.85397 1.85832 11.41992 90.530◦ 90.264◦ 119.688◦ 3.806265

2D −62295 1.84568 1.84568 11.42399 90.000◦ 90.001◦ 119.999◦ 3.807997

3B −60102 1.84694 1.84684 11.46895 90.001◦ 90.001◦ 119.975◦ 3.822980

3C −60464 1.84565 1.84561 11.46900 90.003◦ 90.002◦ 120.000◦ 3.822990

3D −62335 1.84616 1.84569 11.46880 90.003◦ 90.005◦ 119.997◦ 3.822930

Table 5.5: Parameters of the ATS-LDH models after geometry optimisation.

used to simulate X-ray diffraction patterns of the resulting structures. The range
of 2θ was set from 2◦ to 45◦ and the wavelength of the source of radiation was
set to 1.7902 Å, corresponding to the Kα line of 27Co to match the experimental
conditions we are comparing our results to. In the calculated diffractograms, the
first peak is the one we were mainly interested in, as it showed the basal spacing
d003 mentioned above. The basal spacing, as well as the total energy and the
lattice parameters for each of the models, are shown in Table 5.5. Model 2C
is excluded from the table as it demonstrated unstable behaviour and did not
reach convergence even after several repeated optimisation runs. Therefore, it
was rejected and not used in the next stages of modelling.

5.3. Molecular dynamics

After geometry optimization, molecular dynamics was performed on the resulting
structures 1B, 1C, 1D, 2A, 2B, 2D, 3B, 3C and 3D. The Forcite module in Ma-
terials Studio was used. The statistical ensemble was NV T , with random initial
velocities, temperature 298 K, Nosé-Hoover thermostat (Nosé, 1984a,b; Hoover,
1985) with Q ratio 1.0, energy deviation tolerance of 5,000 kcal/mol, time step
1 fs. The total number of steps was 50,000, resulting in a total dynamics time
of 50 ps. After every 10,000 frames (10 ps), the structure was optimised using
the smart algorithm (combination of steepest descent and conjugate gradients)
and convergence criteria of 0.001 kcal/mol for energy and 0.5 kcal/mol/Å for
force, maximum of 5,000 iterations. In order to allow relaxation of the structure,
no constraints were imposed on the lattice parameters, only LDH layers were
designated as motion groups.
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Model Energy
kcal/mol a (nm) b (nm) c (nm) α β γ d003 (nm)

1B −65235 1.85967 1.85504 11.13980 90.593◦ 93.147◦ 119.668◦ 3.704200

1C −63388 1.84850 1.84672 11.25285 90.009◦ 90.012◦ 120.006◦ 3.750950

1D −64040 1.84688 1.84720 11.25286 90.003◦ 89.999◦ 119.945◦ 3.750950

2A −63210 1.84645 1.84639 11.42401 89.997◦ 89.998◦ 119.985◦ 3.808002

2B −62815 1.85555 1.85949 11.41684 90.679◦ 90.335◦ 119.618◦ 3.805003

2D −63498 1.84662 1.84662 11.41875 89.918◦ 90.091◦ 120.037◦ 3.806244

3B −60621 1.84729 1.84729 11.46887 89.999◦ 89.997◦ 119.963◦ 3.822960

3C −60827 1.84608 1.84565 11.46892 90.003◦ 90.010◦ 119.996◦ 3.822970

3D −63294 1.84710 1.84580 11.46876 90.009◦ 89.994◦ 119.990◦ 3.822920

Table 5.6: Calculated parameters of the ATS-LDH models after the final molec-
ular dynamics run.

Each run of the molecular dynamics procedure produced 6 optimised models.
Out of those, the one with the lowest total energy was selected as the most
probable optimal conformation. The resulting energy as well as other parameters
are displayed in Table 5.6. Basal spacing d003 was once again calculated using
the Reflex module with the same settings as mentioned above. Unfortunately,
the Forcite module dynamics failed to keep the LDH layers strictly rigid and they
have become slightly deformed during the MD procedure, as is shown in Figure
5.6. Therefore, in the future, MD calculations will need to be performed again to
achieve fewer deformations of LDH layers.

5.4. Results and comparison with experiments

By analysing Figure 5.5, we can see that models 1B, 1C, 2B, 3B and 3C have
quite disordered final states. There are gaps between the anions in the interlayer,
suggesting these arrangements are not very stable. On the other hand, the models
1D, 2A, 2D and 3D are quite nearly ordered and with almost no gaps between the

Figure 5.6: ATS-LDH model 2D after molecular dynamics.
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Figure 5.7: Detail from model 2A showing the hydrogen bonding between car-
boxyl groups of ATS and OH groups of LDH (in blue dashed line).

anions in the interlayer. Therefore, we conclude that the optimal arrangement is
with the ATS anions placed so that their COO− groups are facing the OH groups
of the LDH layers. The anions interact with the LDH layers through hydrogen
bonding as can be seen in Figure 5.7, which shows a detail of model 2A.

It is interesting to note, that even though model 2A started in a clustered
arrangement, during the repeated optimisation runs, the anions shifted in such
a way that the final arrangement is almost to the arrangement of type D, ATS
anions in two layers, facing LDH with carboxyl groups. This further proves that
such an arrangement is indeed the optimal one.

Looking at Table 5.6, we can compare the relative energies of the arrangements
A, B, C and D for each of the three ATS concentrations. Arrangement D usually
has the lowest energy confirming our previous assertion that models 1D, 2D and
3D represent the optimal arrangement of ATS anions (as well as 2A which is quite
similar to 2D). The only exception seems to be model 1B which has lower energy
than 1C and 1D. However, if we look at the other parameters in Table 5.6, we
can see that in this model, the angle β deviated by over 3◦ after the MD, and
that seems to have caused the basal spacing d003 to change to a value of 3.704
nm as opposed to the value 3.751 nm of models 1C and 1D which is in agreement
with PXRD measurements. Due to this structural parameters disagreement, this
model was excluded. By comparing Tables 5.5 and 5.6, we can see that the
cell parameters did not change much after MD (with the exception of previously
mentioned model 1D). This indicates that the models were already quite relaxed
and well-optimised after the geometry optimisations.

Agreement with the PXRD experimental data can be seen in Table 5.7, which
compares the final values of basal spacing d003 after MD with the original spacing
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Model Simulated d003 (nm) Experimental d003 (nm) Deviation

1B 3.704200 3.751 1.2477 %

1C 3.750950 3.751 0.0013 %

1D 3.750950 3.751 0.0013 %

2A 3.808002 3.808 0.0001 %

2B 3.805003 3.808 0.0787 %

2D 3.806244 3.808 0.0461 %

3B 3.822960 3.823 0.0010 %

3C 3.822970 3.823 0.0008 %

3D 3.822920 3.823 0.0021 %

Table 5.7: Comparison of basal spacing values of each model after final MD run
with values from PXRD experiment.

from experiment. The only model which deviates by more than 0.1 % from the
experimental value is 1B, mentioned above. All other models kept the values d003

close to the experimental one even after the final MD run.
A visual comparison of the simulated diffractogram from Materials Studio’s

Reflex module and an experimental diffractogram can be seen in Figure 5.8. The

Figure 5.8: Comparison of a simulated diffractogram of model 1D after geometry
optimisation with a real diffractogram of the ATS-LDH sample the simulated
model was based on (figure from F. Kovanda, modified).
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Figure 5.9: The 13C MAS-NMR spectrum of the intercalated sample of ATS-LDH
(figure from J. Brus).

PXRD patterns were recorded using a PANanalytical X’Pert PRO diffractometer
(PANanalytical, Netherlands) with Co Kα radiation (λ = 0.17902 nm), with 2θ

range from 0.5◦ to 80◦ 2θ with a step size of 0.2◦. The HighScore 4.8 software
package (PANalytical) was used for the XRD data evaluation.

The results of molecular modelling can be compared to the results of SSNMR
experiments, performed by dr. Jǐŕı Brus (Institute of Macromolecular Chemistry,
Czech Academy of Sciences). Specifically 1H MAS NMR, 13C CP/MAS (cross-
polarisation magic-angle spinning) NMR and 1H-13C HETCOR (heteronuclear
correlation) NMR were used. The NMR spectra were measured using Bruker
Avance III HD 500 WB/US NMR spectrometer (Bruker, Germany) at magic an-
gle spinning (MAS) frequency of 11–15 kHz in 4-mm ZrO2 rotors. The delay
between the consecutive RF pulses was 3 s. The 13C and 1H NMR scales were
calibrated with glycine as an external standard (176.03 ppm signal for 13C; and
8.3 ppm for 1H). The magic angle was set using KBr during the standard opti-
mization procedure and the homogeneity of magnetic field was optimised using
an adamantane sample.

Figure 5.9 shows the 13C CP/MAS NMR spectrum of the ATS-LDH sample.
The spectrum shows narrower peaks than a spectrum of atorvastatin calcium,
suggesting there is some order present. This corresponds to our findings from
molecular simulations, which showed a certain level of ordering of the anions in
the LDH interlayer. The most significant narrowing is observed for the signals
at 180 ppm which is a peak corresponding to the ATS COO− group. The de-
tected chemical shift confirmed the dissociated, charge negative character of the
terminal carboxyl group and the signal narrowing reflected the relatively uniform
arrangement and regular hydrogen bonding of these units. This corresponds to
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Figure 5.10: 1H-13C HETCOR NMR spectrum of ATS-LDH. The circle and arrow
highlight the correlation peak indicating interaction between the carboxyl groups
of ATS and OH groups of LDH (figure from J. Brus).

the molecular simulations’ findings mentioned above. In order to identify the
most prominent proton species present in the vicinity of the carboxyl groups of
ATS, a series of 1H-13C HETCOR experiments was performed. The correlation
map is shown in Figure 5.10. A medium-range correlation signal at 4-5 ppm in
1H resonance frequency region can be observed. These resonances at 4.5 ppm
can be attributed to the OH groups in LDH layers, indicating at least partial
interactions between the ATS COO− groups and the LDH OH groups. These
findings are in agreement with the hydrogen bonding observed in the simulated
models (Figure 5.7).
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Conclusion
Three different concentrations of atorvastatin intercalated into Mg2Al-LDH were
investigated using molecular simulations. For all concentrations, the positioning
of atorvastatin molecules in two layers perpendicular to the LDH layers seems the
most likely and most stable, with the carboxyl end of the molecule interacting
with the hydroxyl groups of the LDH through weak non-bond interactions.

Based on the performed simulations as well as the used experimental findings,
the most suitable ATS-LDH structure appears to be the one with the atorvastatin
content of 75.80 %, denoted as model 2 in our simulations. Having an ATS/Al
molar ratio of 1.0, it contains the maximum possible amount of atorvastatin
molecules. This model with a high amount of intercalated ATS seems to be quite
stable. Other models (in particular model 1, which contained the lowest amount
of ATS) often exhibited clustering of atorvastatin anions close to the LDH layers,
leaving gaps in the middle of the structure. Model 2, containing more anions
than the other models, seemed the least prone to this.

The failure of model 2C as well as the arrangements observed in models 1C
and 3C indicate that the arrangement of atorvastatin anions with carboxyl groups
away from the LDH layers is unlikely to occur. This is in agreement with the NMR
experimental results mentioned below which indicate an interaction between the
COO− carboxyl group of ATS and OH hydroxyl groups of LDH.

Basal spacings from PXRD experimental measurements were used as a start-
ing point for the simulations and the models with atorvastatin molecules facing
the LDH layers with their carboxyl ends maintained very similar basal spacings
at the end of the simulations as well.

The interaction of atorvastatin’s COO− groups with the LDH’s OH groups
which was shown in our simulations as well as the partial ordering of atorvastatin
anions within the layers was subsequently confirmed by NMR spectroscopic data,
which showed interactions of the mentioned groups as well.

Overall, we have shown that molecular simulations are a valuable method for
examining the arrangement of species intercalated into LDH and they can help
determine the most likely arrangement as well as the optimal concentration and
gain more insight into what is happening in the structure on a molecular level.
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Karvaly, G. B.; Karádi, I.; Vincze, I.; Neely, M. N.; Trojnár, E.; Prohászka, Z.;
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