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Chapter 1

Introduction

This dissertation is based on the work presented in the following five articles:

i Dvořák, J.: On products of self-small abelian groups, Stud. Univ. Babeş-
Bolyai Math. 60 (2015), no. 1, 13–17.

ii Dvořák, J., Žemlička, J.: Self-small products of abelian groups, accepted for
publication in Comment. Math. Univ. Carolin., 2021, arXiv:2102.11443.

iii Dvořák, J., Žemlička, J.: Autocompact objects of Ab5 categories, submitted
to Theory Appl. Categ., 2021, arXiv:2102.04818.

iv Dvořák, J. ,Žemlička, J.: Compact objects in categories of S-acts, submitted
to Semigroup Forum, 2021, arXiv:2009.12301.

v Dvořák, J., Žemlička, J.: Perfect monoids with zero and categories of S-acts,
submitted to Comm. Algebra, 2021, arXiv:2105.02159.

This first chapter serves then to summarize the main results of the abovemen-
tioned papers and to present them in a general context.

The leitmotif connecting papers (i) - (v) is the notion of (relative) compactness
in certain categories and its relationship to the structure of corresponding objects,
so let us begin with a definition:

Let F be a family of objects of a locally small concrete category C such
that

∐
F exists for any family N of objects of F . Using the covariant functor

HomC(C,−) from C to the category Set (to the category Ab of abelian groups for
C = R−Mod), we define a natural morphism in the target category

ΨC
N :

∐
N∈N

HomC(C,N)→ HomC(C,
∐
N∈N

N),

which is the unique morphism such that the following triangle is commutative for
all N ∈ N : ∐

N HomC (C,N)

HomC (C,N)

HomC (C,
∐

N N) ,

ΨC
N

µN

HomC(C,νN )
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where µN : HomC (C,N) →
∐

N HomC (C,N) is the coproduct inclusion in
Set and νN : N →

∐
N∈N is the coproduct injection in C. It is not difficult to see

that ΨC
N is in the case of module categories a monomorphism, however this fact

does not hold in general.
An object C ∈ C is then called F-compact (F-small in the context of module

categories), if ΨC
N is an epimorphism for any family N of objects of F . A C-

compact object C is called simply compact (small in module categories) – then
the functor HomC(C,−) is said to preserve coproduts – and a {C}-compact object
is said to be autocompact (self-small in module categories).

In this work, the categories we consider, shall be categories of abelian groups,
Ab5 -categories and S − Act, S − Act0 for a monoid S = (S, ·, 1) with zero (see
below).

An infinite coproduct of abelian groups (modules, in general) cannot be self-
small, as the authors note immediately in the founding paper of the topic in the
branch of abelian groups [1]; on the other hand, the structure of a product is
from this point of view in general more complicated and there are several results
concerning its self-smallness, begining with [1, Corollary 1.3], which had to be
corrected by [12]; a counterexample to the original statement of [1, Corollary 1.3]
within the category of abelian groups was then provided in (i, Example 3).

The paper (ii) investigates on the topic further by building first a general the-
ory of relative smallness in the context of abelian groups. Neither this relitivizing
approach to a property nor the notion itself are completely new, since it has been
noted in [2] that for an abelian group A of generalized rank 1 and a family A
of A-solvable groups,

⨁
A is A-solvable if and only if A is A-small. The study

of other general properties relativized to a given group has also had many forms
and applications: A-(local)-freeness and A-projectivity [1, 11], A-reflexive and
A-cogenerated groups [3] and let us mention the application of this approach in
the study of (so–called Warfield) dualities of various subcategories of the category
of abelian groups [3].

The article (ii) deals first with generalizations of the classical results of [1] via
properties of ω-filtrations which provide a negative characterizations of relative
smallness; these are then directly applied to prove a set of closure properties
criteria of relative smallness and self-smallness (ii, Section 2).

Concerning self-smallness then, we obtain a characterization of self-small prod-
ucts via relative smallness (ii, Theorem 3.1):

Theorem. Let M be a family of abelian groups and put M =
∏
M and S =⨁

M. Then the following conditions are equivalent:

1. M is self-small,
2. M is S-small,
3. M is

⨁
C-small for each countable family C ⊆ M,

and also a complete structural description of self-small products of finitely
generated abelian groups given by (ii, Theorem 3.10):

Theorem. Let M be a family of nonzero finitely generated abelian groups and
put M =

∏
M, S =

⨁
M and Q = S/TS. Then the following conditions are

equivalent:
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1. M is self-small,
2. either TS = 0, or S(p) is finite for each p ∈ P and Q is finitely generated
3. either all A ∈ M are free, or the family {B ∈ M | Hom(B,A) ̸= 0} is

finite for each A ∈M,
4. either M ∼= Zκ for some cardinal κ, or M ∼= F ⊕

∏
p∈PMp for a finitely

generated free group F and finite abelian p-groups Mp for each p ∈ P.

Let us mention that by the previous theorem, e. g. the well-known Baer–
Specker group Zω is self-small.

A research of relative and auto- compactness from a more general standpoint
of abelian category theory is presented in (iii), where the case of Ab5-categories
is considered. Recall that an Ab5-category can be characterized as an abelian
category such that for any direct system of exact sequences X ′

i → Xi → X ′′
i , the

canonically constructed exact sequence lim
−→

X ′
i → lim

−→
Xi → lim

−→
X ′′
i exists ([9, p.

64]). A similar generalizing approach to the compactness property was chosen in
[5], where also the behaviour with respect to certain set-theoretical assumptions
is considered.

The paper (iii) generalizes some of the results of (ii) concerning relative com-
pactness, presents a general variant of [1, Proposition 1.1], i. e. the character-
ization of autocompactness via the endomorphism ring of the object, the char-
acterization of finite autocompact coproducts (recall that an infinite coproduct
must fail to be autocompact) and presents sufficient and necessary conditions
for a product of objects to be autocompact both in the categorial version of (ii,
Theorem 3.1), both in a fashion similar to [12, Proposition 1.6] in (iii, Theorem
5.8):

Theorem. LetM be a family of objects of an Ab5-category A that has a compact
projective generator and where the product M =

∏
M exists. Put MN =

∏
(M\

{N}) and let A(MN , N) = 0 for each N . Then M is autocompact if and only if
N is autocompact for each N ∈M.

The articles (iv) and (v) deal with the algebraic objects called S-acts and their
categories: unlike abelian groups or R−modules in general, S−acts together with
their homomorphisms form non-additive categories, whose structure, however,
may in the case of monoids with zero in certain aspects, e. g. for our topic
of (auto)compactness, resemble the behaviour of abelian categories and provide
some useful insights.

We shall give here only the basic definitions necessary for the purpose of
introduction, any further details and definitions can be found in the corresponding
chapter or in [7]: let S = (S, ·, 1) be a monoid and A a nonempty set. If there
exists a mapping − · − : S × A → A satisfying the following two conditions:
1 · a = a and (s1 · s2) · a = s1 · (s2 · a), then A is said to be a left S-act and
it is denoted SA (the subscript may, however, be often omitted, if it is clear
from the context). A mapping f : SA → SB is a homomorphism of S-acts (an
S-homomorphism) provided f (sa) = sf (a) holds for all pairs s ∈ S, a ∈ A.

An S-act SA considered as a representation of the monoid S via transfor-
mations of the set A can then be thought of as an analogy to an R-module
as a representation of the ring R via endomorphisms of the underlying abelian
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group. The theory of S-acts (known also under the names "S-automata", "S-
sets", "transition systems" etc.) has many sources of methods and inspirations,
some of them being also module theory and homological algebra, as e. g. the
monograph [7] shows.

If the monoid S possesses a zero element (and this is the only class of monoids
we shall consider in this work), there are two natural categories of S-acts, namely
S − Act, and S − Act0 (for definitions see the corresponding chapter). Most
of the literature and research in this branch has considered mainly the former
category so far, however for our investigation focused on (auto)compactness in
abelian categories, the latter will turn out to be very suitable, too.

The article (iv) begins with unifying the approach to both of the aforemen-
tioned categories from the viewpoint of decompositions into indecomposable ob-
jects via the notion of a UD-category:

A concrete category (C, U) over the category Set is a UD-category, if it satisfies
a set of natural conditions (see the corresponding chapter) which as a consequence
ensure the existence of nice decompositions of objecs, since we have (iv, Theorem
3.10):

Theorem. Every noninitial object of a UD-category has a decomposition into
indecomposable objects, which is, up to the order, unique.

Employing this result, we can prove that the structure of projective objects
in a UD-category is rather transparent (iv, Theorem 4.3):

Theorem. An object of a UD-category is projective if and only if it is isomorphic
to a coproduct of indecomposable projective objects.

Note that similarly to module categories, S-acts of the form Se for an idem-
potent e ∈ S are projective. In the S-act setting also the converse holds true (up
to isomorphism) and furthermore an indecomposable projective act is cyclic ([7,
Theorem 17. 7]).

Turning the attention to the compactness issue, let us mention the following
result (iv, Corollary 5.4):

Theorem. An object C of a UD-category is compact if and only if for every
pair of objects A1 and A2 and each morphism f ∈ Mor(C,A1

∐
A2) there exists

i ∈ {1, 2} such that f factorizes through the structural coproduct morphism νi,

which has a direct consequence on the autocompactness of objects of a UD-
category. Indecomposability and (auto)compactness of objects are mutually in-
tertwined here, since we have (iv, Lemma 5.7):

Theorem. An autocompact object of a UD-category is indecomposable.

Even though the unification of the approach to the two categories of S-acts via
UD-categories proved fruitful regarding decompositions and projectivity, there
are differences concerning (auto)compactness, which call for a seperate treatment.
Namely, in S − Act we have the following characterization (iv, Theorem 6.11):

Theorem. The following conditions are equivalent for an S-act C ∈ S − Act:

1. C is autocompact,
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2. C is compact,
3. C is indecomposable,

and let us mention that this transparent behaviour within the category S−Act
was employed, e. g. in the study of Morita-type equivalences for monoids in [8].

On the other hand, within the category S −Act0, the situation is more com-
plicated, as we only have

Theorem. An S-act is compact in the category S − Act0 if and only if it is
hollow,

by (iv, Proposition 6.6), where a hollow act is such that it is not a union of a
pair of proper subacts. A negative characterization of autocompact S-acts is then
given by (iv, Proposition 6.15). Note that in general, unlike for S − Act, within
the category S − Act0 the classes of compact, autocompact and indecomposable
objects form a strict chain of inclusions.

The paper (v) is inspired mainly by the issue concerning the categories S−Act
and S−Act0 noted in (iv, Section 5.2), namely their different pullback behavior:
call a category C extensive, if it is closed under finite coproducts, it has pullbacks
along colimit structural morphisms and for every commutative diagram

X
fz−−−→ Z

gz←−−− Y

fa

⏐⏐↓ ⏐⏐↓ζ ⏐⏐↓gB
A

νA−−−→ A
∐
B

νB←−−− B

in C, the top row is a coproduct diagram if and only if the squares are pull-
backs. Similarly, a category is said to be infinitary extensive, if the condition
on the diagram above holds also for infinite coproducts. Now, as Proposition
5.12 and Example 5.13 of (iv) show, the category S − Act is infinitary exten-
sive for arbitrary monoid with zero, while the category S − Act0 may not be.
This seemingly negligible difference causes notably different properties regarding
(auto)compactness as noted before or at [13, Theorem 3.1], but also poses ques-
tions considering further possible differences in behavior of the two categories:
that one concerning the projectivity of objects is then answered in (v).

Inspired by module categories, call a monoid with zero left perfect (left 0-
perfect), if each A ∈ S − Act (A ∈ S − Act0) has a projective cover, where
a projective cover f : P → A is an epimorphism (in the respective category)
with P a projective act, such that for any proper subact P ′ ⊂ P the restriction
f |P ′ : P ′ → A is not an epimorphism. By (v, Theorem 18), we have:

Theorem. A monoid with zero is left-perfect if and only if it is left-0-perfect.

Inspired by module theory again, call a monoid S left 0-steady if every compact
act in the category S − Act0 is cyclic. Then (iv, Proposition 6.9) gives the
following:

Theorem. If a monoid is left 0-perfect, then it is left-0-steady,

and we also have a characterization of left 0-steady monoids by (v, Theorem
22):
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Theorem. A monoid S is left 0-steady if and only if it satisfies the ascending
chain condition on cyclic subacts.

Note that by [4, 6] the perfectness of a general monoid (possibly without zero)
depends on two structural conditions, one of which is the a.c.c. from the previous
theorem.
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Chapter 2

On products of self-small abelian
groups

The notion of self-small module as a generalization of the finitely generated mod-
ule appears as a useful tool in the study of splitting properties [1], groups of
homomorphisms of graded modules [10] or representable equivalences between
subcategories of module categories [8].

The paper [4] in which the topic of self-small modules is introduced contains
a mistake in the proof of [4, Corollary 1.3], which states when the product of
(infinite) system (Ai | i ∈ I) of self-small modules is self-small. A counterexample
and correct version of the hypothesis were presented in [12] for a system of mod-
ules over a non-steady abelian regular ring. In the present paper an elementary
counterexample in the category of Z-modules, i.e. abelian groups, is constructed
and as a consequence, an elementary example of two self-small abelian groups
such that their product is not self-small is presented.

Throughout the paper a module means a right module over an associative ring
with unit. If A and B are two modules over a ring R, HomR(A,B) denotes the
abelian group of all R-homomorphisms A→ B. The set of all prime numbers is
denoted by P, for given p ∈ P, Zp means the cyclic group of order p and Q is the
group of rational numbers. E(A) denotes the injective envelope of the module A.
Recall that injective Z-modules, i.e. abelian groups, are precisely the divisible
ones. For non-explained terminology we refer to [9].

Definition. An R-module A is self-small, if for arbitrary index set I and each
homomorphism f ∈ HomR(A,

⨁
i∈I Ai), where Ai ∼= A, there exists a finite I ′ ⊆ I

such that f(A) ⊆
⨁

i∈I′ Ai.

Properties of self-small modules and mainly of self-small groups are thoroughly
investigated in [2], [3], [4], [5] and [6] revealing several characterizations of self-
small groups and discussing the properties of the category of self-small groups
and modules.

For our purpose the following notation will be of use:

Definition. For an R-module A and B ⊆ A we define the annihilator of B

B∗ := {f | f ∈ EndR (A) , f (a) = 0 for each a ∈ B} .

The first (negative) characterization of self-small modules is given in [4] and
it describes non-self-small modules via annihilators and chains of submodules:
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Theorem 2.1. [4, Proposition 1.1] For an R-module A the following conditions
are equivalent:

1. A is not self-small

2. there exists a chain A1 ⊆ A2 ⊆ ... ⊆ An ⊆ ... ⊊ A of proper submodules in
A such that

⋃∞
n=1An = A and for each n ∈ N we have A∗

n ̸= {0}.

2.1 Examples
The key tool for constructions of this paper is the following well-known lemma:

Lemma 2.2.
∏

p∈P Zp/
⨁

p∈P Zp ∼= Q(2ω).

Proof. Since
⨁

p∈P Zp is the torsion part of
∏

p∈P Zp, the group
∏

p∈P Zp/
⨁

p∈P Zp
is torsion-free. Now the assertion follows from [7, Exercises S 2.5 and S 2.7].

Recall that Q is torsion-free of rank 1 and each nontrivial factor of Q is a
torsion group, hence there is no nonzero non-injective endomorphism of Q, which
by Theorem 2.1 implies well-known fact that Q is self-small.

Using this observation, a counterexample to [4, Corollary 1.3] can be con-
structed:

Example 2.3. Since Zp is finite for every p ∈ P, it is a self-small group. Now,
all homomorphisms between Zp’s for different p ∈ P, or Q are trivial:

HomZ (Zp,Q) = {0}, since Zp is a torsion group, whereas Q is torsion-free.
HomZ (Q,Zp) = {0}, since every factor of Q is divisible and 0 is the only divisible
subgroup of Zp. Obviously, HomZ (Zq,Zp) = {0}.

Let A = Q ×
∏

p∈P Zp and B = A/
(
Q×

⨁
p∈P Zp

)
∼=

∏
p∈P Zp/

⨁
p∈P Zp.

Then by Lemma 2.2 there exists a countable chain of subgroups Bi ⊆ Bi+1 of B,
i ∈ N, such that B =

⋃
i∈NBi and HomZ(B/Bn,Q) ̸= 0 for each n, where Q may

be viewed as a subgroup of A. Now put An to be the preimage of Bn in A under
factorization by Q ×

⨁
p∈P Zp. Then the subgroups An, n ∈ N form a chain of

subgroups and A =
⋃
n∈NAn. At the same time, given an n ∈ N, composing the

factorization of A by Q×
⨁

p∈P Zp with factorization by Bn and finally composing
it with a non-vanishing νn : B/Bn → Q, we get an endomorphism φn of the group
A such that An ⊆ kerφn. Therefore the condition of Theorem 2.1 is satisfied,
hence the group A is not self-small.

The previous example shows that for two different primes p, q

HomZ (Zq,Zp) = HomZ (Q,Zp) = HomZ (Zp,Q) = {0} ,

all the groups Zp, p ∈ P and Q are self-small, but the group Q×
∏

p∈P Zp is not
self-small.

Recall that classes of small modules, i.e. modules over which the covariant
Hom-functor commutes with all direct sums, are closed under homomorphic im-
ages and extensions [11, Proposition 1.3]. Obviously, self-small modules do not
satisfy this closure property and, moreover, although the class of self-small mod-
ules is closed under direct summands, the last example illustrates that it is not
closed under finite direct sums.
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Proposition 2.4. The following conditions are equivalent for a finite system of
self-small R-modules (Mi| i ≤ k):

1.
∏

i≤kMi is not self-small

2. there exist i, j ≤ k and a chain N1 ⊆ N2 ⊆ ... ⊆ Nn ⊆ ... of proper
submodules of Mi such that

⋃∞
n=1Nn =Mi and HomR(Mi/Nn,Mj) ̸= 0 for

each n ∈ N.

Proof. Put M =
∏

i≤kMi.
(1)⇒(2) If M is not self-small, there exists a chain A1 ⊆ A2 ⊆ . . . ⊆ An ⊆ . . .

of proper submodules of M for which
⋃∞
n=1An = M and HomR(M/An,M) ̸= 0

for each n ∈ N. Put Ain =Mi ∩An for each i ≤ k and n ∈ N. Then Mi =
⋃
nA

i
n

for each i ≤ k and there exists at least one index i such that the chain Ai1 ⊆ Ai2 ⊆
. . . ⊆ Ain ⊆ . . . consists of proper submodules of Mi (or else the condition on the
original chain is broken) and further on we consider only such i′s.

Since for each n ∈ N there exist 0 ̸= bn ∈ M \ An and fn : M/An → M
such that fn (bn + An) ̸= 0, for each n we can find an index i (n) ≤ k with
fnπAnνi(n)πi(n) (bn) ̸= 0 (where πi(n), resp. νi(n) are the natural projection, resp.
injection and πAn is is the natural projection M → M/An). Now, by pigeonhole
principle, there must exist at least one index i0 such that S := {n ∈ N | i (n) = i0}
is infinite. By the same principle, there must exist at least one index j0 such that
T := {n ∈ S |πj0fnπAnνi0πi0 (bn) ̸= 0} is infinite. The couple i0, j0 proves the
implication.

(2)⇒(1) Put An = π−1
i (Nn) where πi : M → Mi is the natural projection, so⋃

nAn = M . If 0 ̸= fn ∈ HomR(Mi,Mj) such that Nn ⊆ ker fn and fn (mn) ̸= 0
for some suitable mn ∈ Mi, then νjfnπi ∈ HomR(M,M), where νj : Mj → M is
the natural injection, An ⊆ ker νjfnπi and the nonzero element having mn on the
i-th position show that the condition of the Theorem 2.1 holds.

Corollary 2.5. Let (Mi| i ≤ k) be a finite system of R-modules. Then
∏

i≤nMi

is self-small if and only if for every i, j and every chain N1 ⊆ N2 ⊆ ... ⊆ Nn ⊆ ...
of proper submodules of Mi such that

⋃∞
n=1Nn = Mi there exist n for which

HomR(Mi/Nn,Mj) = 0.

In consequence we see that the "finite version" of [4, Corollary 1.3] remains
true:

Corollary 2.6. Let (Mi| i ≤ n) be a finite system of self-small modules satisfying
the condition HomR(Mj,Mi) = 0 for each i ̸= j. Then

∏
i≤nMi is a self-small

module.

Finally, as a consequence of Example 2.3 an elementary example of two self-
small abelian groups such that their product is not self-small may be constructed.
It illustrates that the assumption HomZ(Mj,Mi) = 0 for each i ̸= j cannot be
omitted even in the category of Z-modules.

Example 2.7. By [12, Example 2.7] the group
∏

p∈P Zp is self-small as well as the
group Q. Moreover, HomZ(Q,

∏
p∈P Zp) =

∏
p∈P HomZ(Q,Zp) = 0. Nevertheless,

the product Q ×
∏

p∈P Zp is not self-small by Example 2.3. Note that it is not
surprising in view of Corollary 2.6 that the structure of HomZ(

∏
p∈P Zp,Q) is

quite rich as shown in Lemma 2.2.
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Chapter 3

Self-small products of abelian
groups

The study of modules whose covariant functor Hom(M,−) commutes with all
direct sums, which is a condition providing a categorial generalization the notion
of finitely generated module, started in 60’s by the work of Hyman Bass [6, p.54]
and Rudolf Rentschler [20]. Such modules have appeared as a useful tool in
diverse contexts and under various names (small, Σ-compact, U-compact, dually
slender) in ring theory, module theory and in the study of abelian groups. In
1974, David M. Arnold and Charles E. Murley published their influential paper
[5] dedicated to a weaker variant of the studied condition, namely commuting
of the functor Hom(A,−) with direct sums of the tested module itself. Groups
and modules satisfying this restricted condition are usually called self-small in
literature. Many interesting results concerning self-small modules over unital
rings in general have appeared later [1, 10, 11, 16, 18], self-small abelian groups
proving to be a particularly successful tool [2, 3, 4, 7, 8, 9].

The aim of this paper is to deepen the present knowledge about structure
of self-small groups and about possibilities of testing abelian groups for self-
smallness by adopting some ideas of the papers [2, 13, 17] and extending several
results of [12, 21]. Namely, we deal with the notion of a relatively small abelian
group (defined in [2, 16], cf. also relatively compact objects in [17]) which serves
as a tool for characterization of those products of groups that are self-small.

Throughout the paper module means a right module over an associative ring
with unit and an abelian group is a module over the ring of integers. Note that we
will use the term group instead of abelian group frequently, as non-abelian groups
are not considered here. If A and B are two abelian groups, then Hom(A,B)
denotes the abelian group of homomorphisms A→ B. A family of groups means
a discrete diagram in the category of abelian groups, so a family may contain
more that one copy of a group. The set of all prime numbers is denoted by P and
we identify cardinals with least ordinals of given cardinality.

For non-explained terminology we refer to [14, 15].

3.1 Relatively small groups
Let A be an abelian group and N a family of abelian groups. It is well-known
(and easy to see) that the functor Hom(A,−) induces an injective homomorphism
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of abelian groups

ΨN :
⨁
N∈N

Hom(A,N)→ Hom(A,
⨁
N )

given by the rule ΨN ((fN)N) =
∑

N fN (cf. e.g. [17, Lemma 1.3]), where∑
N fN ∈ Hom(A,

⨁
N ) is defined by the rule a →

∑
N fN(a) for fN viewed

as a homomorphism into
⨁
N . Suppose, then, that C is a class of groups. We

say that A is C-small if ΨN is an isomorphism for any family N of groups from
the class C. If B is an abelian group, A is said to be B-small provided it is a
{B}-small group (cf. [2, 13, 16, 17]). It is clear that A-small abelian groups A
are exactly self-small ones as defined in [5].

Example 3.1. (1) Every finitely generated abelian group is small, so B-small for
every group B. In, particular each finite group is self-small.

(2) Let A and B be two abelian groups such that Hom(A,B) = 0. Then it is
easy to see that A is B-small.

In particular, if p, q ∈ P are different primes, Ap is an abelian p-group and Aq
is an abelian q-group, then Ap is Aq-small and Z-small.

Example 3.2. It is clear, Q and Q/Z are Q-small groups but neither Q nor
Q/Z is Q/Z-small. Furthermore, Q-small groups are precisely groups of finite
torsion-free rank by [2, Corollary 4.3.].

We start with an elementary observation which translates the definition of a
relative small group to an easily tested condition (cf. [20, Section 1], [17, Lemma
1.4(2)] and [13, Theorem 1.6(2)]):

Lemma 3.3. Let A be an abelian group and C a class of abelian groups. Then
A is C-small if and only if for each family N of groups contained in the class
C and every f ∈ Hom(A,

⨁
N ) there exists a finite family F ⊆ N such that

f(A) ⊆
⨁
F . In particular, for a group B, the group A is B-small if and only

if for every index set I and every f ∈ Hom(A,B(I)) there exists a finite subset
F ⊆ I such that f(A) ⊆ B(F ).

Proof. The argument of the proof is well known; if ΨN is onto and we take an
f ∈ Hom(A,

⨁
N ), then f is of the form

∑
Ni
fNi

for a finite family (Ni | i =
1, . . . n) ⊆ N and fNi

∈ Hom(A,Ni), hence f(A) =
∑

Ni
fNi

(A) ⊆
⨁n

i=1Ni. On
the other hand, if f(A) ⊆

⨁n
i=1Ni ⊆

⨁
N , then ΨN ((πNi

f)Ni
) = f , where πNi

denotes the projection onto the corresponding component.

The observation that the concept of relatively small groups is general enough
if we consider relative smallness over a set of groups (cf. general [13, Lemma
2.1]) presents a first application of the previous lemma. To that end, for a class
of groups define

Add(C) = {A |A is a direct sumand of
⨁
α<κ

Cα for some cardinal κ and Cα ∈ C}

and by Add(A) denote Add({A}).

Lemma 3.4. Let A be an abelian group and C be a set of abelian groups. Then
the following conditions are equivalent:
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1. A is
⨁
C-small,

2. A is C-small,

3. A is Add(
⨁
C)-small.

Proof. (1)⇒(3) Put B =
⨁
C, let N be a family of groups contained in Add(B),

and f ∈ Hom(A,
⨁
N ). Then for each N ∈ N there exists a cardinal κN for

which N ⊆ B(κN ) (N is also a direct summand of B(κN )), and so f(A) ⊆
⨁
N ⊆⨁

N∈N B(κN ). Since A is B-compact, there exists finite family F ⊆ N such that
f(A) ⊆

⨁
N∈F B

(κN ) which implies that f(A) ⊆
⨁
F .

(3)⇒(2) It is obvious since C ⊆ Add(
⨁
C).

(2)⇒(1) As any group B ∈ C is a direct summand of
⨁
C, the same argument

as in the implication (1)⇒(3) proves the assertion.

Since Add(B) = Add(B(κ)) for an arbitrary group B and a nonzero cardinal
κ, we obtain the following useful criterion:

Corollary 3.5. Let A and B be abelian groups and κ a nonzero cardinal. Then
A is B-small if and only if A is B(κ)-small.

As a consequence, we can formulate a well-known closure property of the class
of all self-small groups.

Corollary 3.6. Let κ be a cardinal and A an abelian group. Then A(κ) is self-
small if and only if A is self-small and κ is finite.

Let us formulate a variant of the assertion [2, Theorem 4.1.], which generalize
the classical criterion of self-small groups [5, Proposition 1.1] for the case of
relatively small groups (cf. [13, Lemma 3.3]). Recall that the family (Ai | i < ω)
is said to be ω-filtration of a group A, if it is a chain of subgroups of A, i.e.
Ai ⊆ Ai+1 for each i < ω, with A =

⋃
n<ω An.

Proposition 3.7. The following conditions are equivalent for abelian groups A
and B:

1. A is not B-small,

2. there exists a homomorphism f ∈ Hom(A,B(ω)) such that f(A) ⊈ B(n) for
all n < ω,

3. there exists an ω-filtration (Ai | i < ω) of A such that for each n < ω there
exists a nonzero fn ∈ Hom(A,B) satisfying fn(An) = 0,

4. there exists an ω-filtration (Ai | i < ω) of A such that Hom(A/An, B) ̸= 0
for each n < ω.

Proof. The proof works using similar arguments as in [5, Proposition 1.1].
(1)⇒(2) By Lemma 3.3 there exists a set I and g ∈ Hom(A,B(I)) such that

g(A) ⊈ B(F ) for any finite F ⊂ I. Then we can construct by induction a sequence
of finite sets In ⊂ I such that I0 = ∅, |In \ In−1| = 1 and kerπIn−1g ⊋ kerπIng for
all n < ω where πIn ∈ Hom(B(I), B(In)) denotes the natural projection. If we put
Iω =

⋃
i<ω Ii, then πIωg ∈ Hom(A,B(Iω)) represents the desired homomorphism.
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(2)⇒(3) Let f ∈ Hom(A,B(ω)) satisfy the condition (2) and define An =
f−1(B(n,ω)) where B(n,ω) = {b ∈ B(ω) | πi(b) = 0 ∀i ≤ n} for natural projections
πi : B

(ω) → B onto the i-th coordinate. Then A =
⋃
i<ω Ai and for each i < ω

there exist ni > i such that fi = πni
f ̸= 0 with fi(Ai) = 0.

(3)⇒(4) It is enough to observe that any nonzero fn ∈ Hom(A,B) that satis-
fies fn(An) = 0 can be factorized through the natural projection A → A/An, so
there exists a nonzero f̃n ∈ Hom(A/An, B).

(4)⇒(1) Let fi ∈ Hom(A/Ai, B) denote a nonzero homomorphism and define
a homomorphism f ∈ Hom(A,Bω) by the rule πi(f(a)) = fi(a + Ai) for each
a ∈ A and i < ω. Then f(A) ⊆ B(ω) since for each a ∈ A there exists n such that
a ∈ Ai for all i ≥ n, hence f ∈ Hom(A,B(ω)). On the other hand, f(A) ⊈ B(n)

for any n < ω as πnf ̸= 0, i < ω. Thus A is not B-small by Lemma 3.3.

The previous assertion applied on A = B allows us to reformulate [12, Propo-
sition 9].

Corollary 3.8. The following conditions are equivalent for an abelian group A:

1. A is not self-small,

2. there exists an ω-filtration (Ai | i < ω) of A such that Hom(A/An, A) ̸= 0
for each n < ω,

3. there exists an ω-filtration (Ai | i < ω) of A such that for each n < ω there
exists a nonzero φn ∈ End(A) satisfying φn(An) = 0.

Example 3.9. Put P =
∏

p∈P Zp. Then Hom(Q, P ) = 0 by [12, Example 4],
hence Q is P -small. On the other hand, if we put B = P/

⨁
p∈P Zp, then there

exists exists an ω-filtration (Bi | i < ω) of B such that Hom(B/Bn,Q) ̸= 0 for
each n by [12, Example 3]. If we take preimages An of all Bn in canonical pro-
jection P → P/

⨁
p∈P Zp, then (Ai | i < ω) forms an ω-filtration of A satisfying

Hom(A/An,Q) ∼= Hom(B/Bn,Q) ̸= 0, hence P is not Q-small by Proposition 3.3
(equivalently, we could use [2, Corollary 4.3.]).

3.2 Closure properties of relative smallness
First, let us formulate several elementary relations between classes of relatively
small groups.

Lemma 3.10. Let A, B and C be abelian groups and I be a set. Suppose that A
is B-small.

1. If C is a subgroup of A, then A/C is B-small.

2. If C is embeddable into BI , then A is C-small.

Proof. (1) Proving indirectly, we assume that A = A/C is not B-small. Then
there exists an ω-filtration (Ai | i < ω) of A for which Hom(A/An, B) ̸= 0 for all
n < ω by Proposition 3.7. If we lift all the groups of the ω-filtration of A to the
ω-filtration (Ai | i < ω) of A satisfying the conditions C ≤ An and An/C = An
for each n, then Hom(A/An, B) ∼= Hom(A/An, B) ̸= 0, hence A is not B-small
by Proposition 3.7.
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(2) We may suppose w.l.o.g. that C ≤ BI . Assume A is not C-small and
consider the ω-filtration (Ai | i < ω) of A for which Hom(A/An, C) ̸= 0 provided
by Proposition 3.7. Then we have Hom(A/An, B

I) ̸= 0 for each n < ω and since
for each nonzero fn ∈ Hom(A/An, B

I) there exists i ∈ I such that πifn ̸= 0, we
conclude that Hom(A/An, B) ̸= 0 for every n < ω, a contradiction.

Proposition 3.11. Let A be a self-small abelian group.

1. If f ∈ Hom(A,AI) for an index set I, then f(A) is self-small.

2. If I ⊆ End(A), then A/
⋂
{ker ι | ι ∈ I} is self-small.

Proof. (1) Since A is A-small, f(A) is A-small by Lemma 3.10(1). Thus f(A) is
f(A)-small by Lemma 3.10(2).

(2) If φ : A → AI is defined by the rule πιφ = ι for each ι ∈ I, then
kerφ =

⋂
{ker ι | ι ∈ I}, hence A/

⋂
{ker ι | ι ∈ I} ∼= f(A) is self-small by (1) (cf.

also [13, Example 2.10]).

The next assertion describes closure properties concerning extensions.

Proposition 3.12. Let A and C be abelian groups and B ≤ C.

1. If both B and C/B are A-small, then C is A-small.

2. If A is B-small and C/B-small, then A is C-small.

Proof. Similarly as in Lemma 3.10, we will use throughout the whole proof the
correspondence of relative nonsmallness and properties of ω-filtrations given by
Proposition 3.7. Let us denote by πB : C → C/B the natural projection and by
ιB : B → C the inclusion homomorphism.

(1) Suppose that (Cn | n < ω) is an ω-filtration of C. Then (Cn ∩B | n < ω)
is an ω-filtration of B and (Cn+B/B | n < ω) is an ω-filtration of C/B. Since B
and C/B are A-small, there exists n such that f(B) = 0 whenever f ∈ Hom(B,A)
satisfies f(B ∩ Cn) = 0, and f̃(C/B) = 0 whenever f̃ ∈ Hom(C/B,A) satisfies
f̃(Cn +B/B) = 0.

Let f ∈ Hom(C,A) be such that f(Cn) = 0, then f(B) = 0 as f(Cn ∩B) = 0
and there exists f̃ ∈ Hom(C/B,A) for which f̃πB = f , where πB : C → C/B
denotes the natural projection. Now, f̃(C/B) = 0 since f̃(Cn+B/B) = 0, hence
f = f̃πB = 0. We have proved that C is an A-small group.

(2) Let (An | n < ω) be an ω-filtration of A. Since A is B-small, there
exists n for which both Hom(A/An, B) and Hom(A/An, C/B) vanish. If f ∈
Hom(A/An, C) is nonzero, then, we have πBf = 0 since πBf ∈ Hom(A/An, C/B) =
0. Hence f factorizes through B as f = ιB f̃ for some f̃ ∈ Hom(A/An, B). By
the assumption on Hom(A/An, B) we have f̃ = 0 and therefore f = 0. Thus
Hom(A/An, C) = 0 and so A is C-small.

Example 3.13. The implication of the previous claim cannot be reversed:
(1)

∏
p∈P Zp is self-small by [21, Theorem 2.5 and Example 2.7], but

⨁
p∈P Zp

is not
∏

p∈P Zp-small.
(2) Since Hom(Q/Z,Q) = 0, the group Q/Z is Q-small, but Q/Z is not Q/Z-

small.

Lemma 3.14. Let A be an abelian group andM a finite family of abelian groups.
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1. If N is A-small for each N ∈M, then
⨁
M is A-small.

2. If A is N-small for each N ∈M, then A is
⨁
M-small.

Proof. Put M =
⨁
M. Both of the proofs proceed by induction on the cardi-

nality ofM.
(1) If |M| ≤ 1, there is nothing to prove. Let the assertion hold true for

|M| − 1 and put MN =
⨁
M\ {N} for arbitrary N ∈M. Since MN is A-small

by the induction hypothesis, N is A-small by the hypothesis and M/N ∼= MN ,
we get that M is A-small by Proposition 3.12(1).

(2) The same induction argument as in (1) shows that A is M -small by
Lemma 3.12(2), since A is N -small by the hypothesis and it is MN -small for
each N ∈M by the induction hypothesis.

As the main result of the section we describe which finite sums of relatively
small abelian groups are again relatively small.

Proposition 3.15. Let M and N be finite families of abelian groups. The fol-
lowing conditions are equivalent:

1.
⨁
M is

⨁
N -small,

2. M is
⨁
N -small for each M ∈M,

3.
⨁
M is N-small for each N ∈ N ,

4. M is N-small for each M ∈M and N ∈ N ,

5. for each M ∈ M, N ∈ N , and ω-filtration (Mi | i < ω) of M , there exist
i < ω with Hom(M/Mi, N) = 0.

Proof. (1)⇒(2) Put FM :=
⨁

(M\ {M}) ≤
⨁
M and since (

⨁
M)/FM ∼= M ,

the claim follows from Lemma 3.10(1).
(1)⇒(3) Since N ≤

⨁
N the assertion is clear by Lemma 3.10(2).

(2)⇒(4), (3)⇒(4) It follows from Lemma 3.10 again.
The implication (4)⇒(3) is a consequence of Lemma 3.14(1), while the impli-

cation (3)⇒(1) is shown in Lemma 3.14(2).
(4)⇔(5) It is an immediate consequence of Proposition 3.7.

As a consequence we reformulate [12, Proposition 5]:

Corollary 3.16. The following conditions are equivalent for a finite family of
abelian groups M and M =

⨁
M:

1. M is self-small,

2. N1 is N2-small for each N1, N2 ∈M,

3. for every N1, N2 ∈ M and ω-filtration (Mi | i < ω) of N1 there exist i < ω
with Hom(N1/Mi, N2) = 0.

Example 3.17. Since Hom(Q,Z) = 0 and Q is self-small and Z is small so
Z-small and Q-small, the group Z⊕Q is self-small by Corollary 3.16.
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3.3 Self-small products
We start the section by a criterion of self-smallness of a general product (cf. [13,
Theorem 5.4]).

Theorem 3.18. Let M be a family of abelian groups and put M =
∏
M and

S =
⨁
M. Then the following conditions are equivalent:

1. M is self-small,

2. M is S-small,

3. M is
⨁
C-small for each countable family C ⊆ M.

Proof. The implications (1)⇒(2)⇒(3) follow from Lemma 3.10(2), since S is
embeddable into M and

⨁
C is embeddable into S.

(3)⇒(1) Proving indirectly, assume that M is not self-small. Then there exists
an ω-filtration (Mi | i < ω) of M for which Hom(M/Mn,M) ̸= 0 for all n < ω
by Proposition 3.7. Note that if 0 ̸= f : M/Mn → M =

∏
M, then there must

exist an N ∈ M with 0 ̸= πNf : M/Mn → N , where πN : M → N denotes the
canonical projection of the product. Hence for each n < ω there exists An ∈ M
such that Hom(M/Mn, An) ̸= 0. If we put C = {Ai | i < ω}, then all Ai’s
are embeddable into

⨁
C, hence Hom(M/Mn,

⨁
C) ̸= 0 for each n < ω, which

implies that M is not
⨁
C-small by Proposition 3.7.

As Aκ is A(κ)-small if and only if it is A-small by Corollary 3.5 we obtain the
following consequence of Theorem 3.18.

Corollary 3.19. Let A be an abelian group and I a set. Then AI is self-small if
and only if it is A-small.

Example 3.20. (1) Qω is not self-small, since it is an infinitely generated Q-
vector space, hence it is not Q-small.

(2) We have recalled in Example 3.13 that
∏

p∈P Zp is self-small, so it is⨁
p∈P Zp-small group by Theorem 3.18.

Let us denote by TA =
⨁

p∈PA(p) the torsion part of an abelian group A where
A(p) denotes the p-component of the torsion part.

Lemma 3.21. Let p ∈ P, P be a nonzero p-group, R a nonzero torsion group, T
a family of finite torsion groups, and κ be a cardinal. Then:

1. Zκp is P -small if and only if κ is finite,

2. Zκ is R-small if and only if κ is finite,

3. if
∏
T is P -small, then {T ∈ T | T(p) ̸= 0} is finite,

4. if
∏
T is R-small, then {T ∈ T | T(p) ̸= 0} is finite for each p ∈ P satisfying

R(p) ̸= 0.
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Proof. (1) If κ is finite, then Zκp is finite, and so P -small (it is, in fact, small).
If κ is infinite, then Zκp is an infinitely generated vector space over Zp. Hence
infinite direct sum of groups Zp, which is not Zp-small, so it is not P -small by
Lemma 3.10(2), since there exists Q ≤ P with Q ≃ Zp.

(2) It is enough to prove the direct implication. Suppose that κ is infinite.
Since there exists p ∈ P such that R(p) ̸= 0 and Zκ/(pZκ) ∼= Zκp is not R(p)-small
by (1). Then Zκ is not R-small by Lemma 3.10(1).

(3) Put Tp = {T(p) | T ∈ T , T(p) ̸= 0} and S = {pS | S ∈ Tp} and suppose
that κ = |Tp| = |{T ∈ T | T(p) ̸= 0}| is infinite. Then (

∏
Tp)/

∏
S ∼= Zκp which is

not P -small by (1), and so
∏
Tp is not P -small by Lemma 3.10(1). Now

∏
T is

not P -small by Lemma 3.10(1) again, as
∏
Tp is a direct summand of

∏
T .

(4) It follows from (3) and Lemma 3.10(2).

Lemma 3.22. Let Ap be a finite p-group for each p ∈ P. Then
∏

p∈PAp is
self-small.

Proof. From [14, Section 20, Exercise 5] we have that A =
∏

p∈PAp/
⨁

p∈PAp is
divisible, since pAq = Aq for all q ̸= p. Repeating the argument of [21, Lemma
1.7] (cf. also Example 3.20(2)) we get that if f ∈ Hom(

∏
p ̸=q Ap, Aq) where q ∈ P,

then
⨁

p ̸=q Ap ⊆ ker f , hence Imf is isomorphic to some factor of the divisible
group A. Therefore Imf is divisible and at the same time a subgroup of a finite
group, hence Imf = 0. In consequence, Hom(

∏
p ̸=q Ap, Aq) = 0 and the fact that

Aq is self-small for each q ∈ P implies that
∏

p∈PAp is self-small by applying [21,
Proposition 1.6].

Now we are ready to describe self-small products of finitely generated groups.

Theorem 3.23. Let M be a family of nonzero finitely generated abelian groups
such that at least one N ∈ M has nonzero torsion part and put M =

∏
M,

S =
⨁
M and Q = S/TS. Then the following conditions are equivalent:

1. M is self-small,

2. S is Z-small and S(p)-small for all p ∈ P,

3. S(p) is finite for each p ∈ P and Q is finitely generated

4. there are only finitely many A ∈ M which are infinite and for each p ∈ P
there are only finitely many A ∈M with A(p) ̸= 0,

5. the family {B ∈M | Hom(B,A) ̸= 0} is finite for each A ∈M,

6. there are only finitely many A ∈M which are infinite and the family {B ∈
M | Hom(C,B) ̸= 0} is finite for each finite C ∈M,

7. M ∼= F ⊕
∏

p∈PMp for a finitely generated free group F and finite abelian
p-groups Mp for each p ∈ P.

Proof. Any finitely generated group A is by [14, Theorem 15.5] isomorphic to a
direct sum of a finite number of cyclic groups, so let A ∼=

⨁n
i=1Ci, where Ci is

cyclic. Put FA be the direct sum of those Ci’s that are infinite and similarly TA
a direct sum of those that are finite. Then FA is free, TA is the (finite) torsion
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part of A and A ∼= FA ⊕ TA. Put F =
⨁

A∈M FA and T =
⨁

A∈M TA and note
that S ∼= F ⊕ T where F is a free abelian group and T is the torsion part of S.
Furthermore M ∼=

∏
A∈M FA ⊕

∏
A∈M TA.

(2)⇔(3)⇔(4) Note that Hom(T,Z) = 0, hence S is Z-small if and only if F
is Z-small. Thus S is Z-small if and only if Q ∼= F is finitely generated which
holds true if and only if there are only finitely many A ∈ M with nonzero FA,
i.e. which are infinite. Furthermore, it is easy to see that S is S(p)-small if and
only if S(p) is finite if and only if there exists only finitely many A ∈M such that
A(p) ̸= 0.

(4)⇒(5) Take A ∈ M. Then Hom(B,A) ̸= 0 if and only if FB ̸= 0 or there
exists p ∈ P satisfying (TA)(p) ̸= 0 ̸= (TB)(p). Since A is finitely generated, there
exist pi ∈ P, i = 1, . . . , k such that TA =

⨁k
i=1(TA)(pi). In total, we get

{B ∈M | Hom(B,A) ̸= 0} ⊆ {B | FB ̸= 0} ∪
k⋃
i=1

{B | (TB)(pi) ̸= 0},

where both sets on the right-hand side are finite.
(5)⇒(4) Let A ∈M be infinite, i.e FA ̸= 0. If B is infinite, then Hom(B,A) ̸=

0, hence there exist only finitely many infinite groups B ∈ M. Similarly, if
A,B ∈M are such that A(p) ̸= 0 ̸= B(p), then Hom(B,A) ̸= 0, so for each p ∈ P
there are only finitely many B ∈M such that B(p) ̸= 0.

(1)⇒(4) Since M is self-small, it is S-small by Theorem 3.18. Furthermore,∏
A∈M FA being a direct summand, hence a factor of M , it is M -small and in

consequence T -small by Lemma 3.10(2), so
∏

A∈M FA is finitely generated by
Lemma 3.21(2). Therefore there exist only finitely many A with FA ̸= 0. Simi-
larly, since

∏
A∈M TA is T -small, there exist only finitely many A ∈M such that

A(p) = (TA)(p) ̸= 0 for each p ∈ P by Lemma 3.21(4).
(3)⇒(7) Note that by (3) F =

⨁
A∈M FA is finitely generated. Moreover,∏

A∈M

TA =
∏
A∈M

⨁
p∈P

(TA)(p) ∼=
∏
A∈M

∏
p∈P

(TA)(p) ∼=
∏
p∈P

∏
A∈M

(TA)(p) ∼=
∏
p∈P

⨁
A∈M

(TA)(p),

because TA is finite for all A ∈ M and for each p ∈ P there exist only finitely
many A with (TA)(p) ̸= 0. Then Mp =

⨁
A∈M(TA)(p) is a finite p-group for all

p ∈ P and M ∼= F ⊕
∏

A∈M TA ∼= F ⊕
∏

p∈PMp

(7)⇒(1) By Theorem 3.18 it is enough to prove that M is F⊕
⨁

p∈PMp-small.
Since F is finitely generated, it is F ⊕

⨁
p∈PMp-small. As Hom(

∏
p∈PMp, F ) = 0,

it remains to show that
∏

p∈PMp is
⨁

p∈PMp-small by Proposition 3.15, which
holds true by Lemma 3.22 and Theorem 3.18.

(5)⇔(6) The assertion concerning infinite groups follows from the equivalence
of (4) and (5). The rest is a consequence of the fact that Hom(C,B) ̸= 0 if and
only if Hom(B,C) ̸= 0 for each pair of finitely generated torsion abelian groups
B,C.

An uncountable cardinal κ is measurable if it admits a κ-additive measure
µ : κ → {0; 1} such that µ(κ) = 1 and µ(x) = 0 for x ∈ κ. A group G is
called slender, if for any homomorphism f : Zω → G, f(ei) = 0 for almost all
i ∈ ω, where ei denotes the element of Zω with πj(ei) = δi,j. Recall that Z is
slender by [15, Theorem 94.2] and that for a nonmeasurable cardinal κ we have
Hom(Zκ,Z) ∼= Z(κ) by [15, Corollary 94.5] (cf. also [2, Theorem 3.6]).
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Lemma 3.24. Zκ is Z-small for each cardinal κ.

Proof. For finite κ there is nothing to prove, so let us suppose that κ is infinite
and assume that Zκ is not Z-small. Then there exists a homomorphism g ∈
Hom(Zκ,Z(ω)) such that Im g is infinitely generated by Proposition 3.7, hence
Im g is a free abelian group of infinite rank. Since Im g ∼= Z(ω) is projective, Z(ω)

is a direct summand of Zκ, i.e. there exists a group A for which Zκ ∼= Z(ω) ⊕ A.
First, assume that κ = ω. Then Hom(Zω,Z) ∼= Z(ω) by [15, Corollary 94.5] as

Z is slender by [15, Theorem 94.2]. Hence

Z(ω) ∼= Hom(Zω,Z) ∼=Hom(Z(ω) ⊕ A,Z) ∼=
∼=Hom(Z(ω),Z)⊕ Hom(A,Z) ∼= Zω ⊕ Hom(A,Z)

which is impossible for cardinality reasons (i.e. |Z(ω)| < |Zω|).
We have proved that Zω is Z-small, so κ > ω. Let λ ≥ κ be a nonmeasurable

cardinal (it exists, as for instance each singular cardinal is nonmeasurable). Then
Hom(Zλ,Z) ∼= Z(λ) by [15, Corollary 94.5] and Zλ ∼= Zλ⊕Zκ as λ+κ = λ, hence
Zλ ∼= Z(ω) ⊕B for B = Zλ ⊕ A. We get

Z(λ) ∼= Hom(Zλ,Z) ∼= Hom(Z(ω) ⊕B,Z) ∼= Zω ⊕ Hom(A,Z),

which implies that Zω is embeddable into Z(λ), so it is an infinitely generated free
group. This contradicts the fact that Zω is Z-small.

Example 3.25. Expressing Proposition 3.12(1) via the language of short exact
sequences, we can say that relative smallness is transferred from the outer mem-
bers to the middle one. The other direction, however, is more complicated: while
Lemma 3.10(1) implies the transfer from the middle member to the right, the
previous example shows that the transfer to the left does not occur generally: we
have Z(ω) ↪→ Zω, but Z(ω) is not Z-small.

Using Corollary 3.19 we can formulate an important consequence:

Corollary 3.26. Zκ is self-small for each cardinal κ.

We finish the paper by a general criterion of self-small products of finitely
generated groups.

Theorem 3.27. Let M be a family of nonzero finitely generated abelian groups
and put M =

∏
M, S =

⨁
M and Q = S/TS. Then the following conditions

are equivalent:

1. M is self-small,

2. either TS = 0, or S(p) is finite for each p ∈ P and Q is finitely generated

3. either all A ∈ M are free, or the family {B ∈ M | Hom(B,A) ̸= 0} is
finite for each A ∈M,

4. either M ∼= Zκ for some cardinal κ, or M ∼= F ⊕
∏

p∈PMp for a finitely
generated free group F and finite abelian p-groups Mp for each p ∈ P.
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Proof. The torsion part of M is zero if and only all groups A ∈M are free which
means that M ∼= Zκ for some cardinal κ is self-small by Corollary 3.26. The case
when the torsion part of M is nonzero follows directly from Theorem 3.23.

Example 3.28. The assumption in condition (4) of the previous theorem that F
is finitely generated cannot be omitted without additional conditions, since, e.g.,
the group Q×

∏
p∈P Zp is not self-small by [12, Example 3].
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Chapter 4

Autocompact objects of Ab5
categories

An object C of an abelian category A closed under coproducts is said to be
autocompact, if the corresponding covariant hom-functor A(C,−) with target
category being the category of abelian groups commutes with coproducts C(κ)

for all cardinals κ, i.e. there is a canonical abelian group isomorphism between
objectsA(C,C(κ)) andA(C,C)(κ). Note that it generalizes the profoundly treated
notion of compact objects whose covariant hom-functors commute with arbitrary
coproducts.

A systematic study of compact objects in categories of modules began in late
60’s with Hyman Bass remarking in [4, p.54] that the class of compact modules
extends the class of finitely generated ones. This observation was elaborated in
the work of Rudolf Rentschler [19], where he presented basic constructions and
conditions of existence of infinitely generated compact modules. The attention
to autocompact objects within the category of abelian groups was then attracted
by the work [3]. The later research was motivated mainly by progress in the
structural theory of abelian groups [2, 5, 6] and modules [1, 7, 17]. Although
the notions of compactness and autocompactness were in fact studied in various
algebraic contexts and with heterogeneous motivation (structure of modules [14,
12], graded rings [13], representable equivalences of module categories [8], the
structure of almost free modules [20]), their overall categorial nature was omitted
for a long time. Nevertheless, there have been several recent papers dedicated
to the description of compactness in both non-abelian [16, 10] and abelian [15]
categories published.

The present paper follows the undertaking begun with [15] and its main goal
is not only to survey results concerning self-small abelian groups and modules
from the standpoint of abelian categories, but it tries to deepen and extend some
of them in a way that they could be applied back in the algebraic context. We
initiate with an investigation of the more general concept of relative compactness.
The second section summarizes some basic tools developed in [15], which allows
for the description of structure and closure properties of relative compactness, in
particular, Proposition 4.18 shows that

⨁
M is

⨁
N -compact for finite families

of objects M and N of an Ab5-category if and only if M is N -compact for all
M ∈M and N ∈ N . The third section presents a general criterion of an object to
be autocompact via the structure of its endomorphism ring (Theorem 4.22) and,

27



as a consequence, a description of autocompact coproducts (Proposition 4.23).
The main result of the paper presented in Theorem 4.30 which proves that

∏
M

is an autocompact object if and only if it is
⨁
M-compact.

4.1 Preliminaries
A category with a zero object is called abelian if the following four conditions are
satisfied:

1. for each discrete diagram the product and coproduct exist and they are
canonically isomorphic,

2. each Hom-set has a structure of an abelian group such that the composition
of morphisms is bilinear,

3. with each morphism it contains its kernel and cokernel,

4. monomorphisms are kernels of suitable morphisms, while epimorphisms are
cokernels of suitable morphisms.

A category is said to be complete (cocomplete) if it contains limits (colimits) of
all small diagrams; a cocomplete abelian category where all filtered colimits of
exact sequences preserve exactness is then called an Ab5 category.

Any small discrete diagram is said to be a family. LetM be a family of objects
from A; then the corresponding coproduct (product) is denoted (

⨁
M, (νM |

M ∈M)) ((
∏
M, (πM |M ∈M))) and νM (πM) are called structural morphisms

of the coproduct (of the product). In case M = {Mi | i ∈ K} with Mi = M
for all i ∈ K, where M is an object of A, we shall write M (K) (MK) instead of⨁
M (

∏
M) and the corresponding structural morphisms shall be denoted by

νi := νMi
(πi := πMi

resp.) for each i ∈ K.
Let N be a subfamily ofM. Following the terminology set in [15] the coprod-

uct (
⨁
N , (νN | N ∈ N )) in A is called a subcoproduct and dually the product

(
∏
N , (πN | N ∈ N )) is said to be a subproduct. Recall there exists a unique

canonical morphism νN ∈ A (
⨁
N ,

⨁
M) (πN ∈ A (

∏
M,

∏
N )) given by the

universal property of
⨁
N (

∏
N ) satisfying νN = νN ◦ νN (πN = πN ◦ πN ) for

each N ∈ N , to which we shall refer as to the structural morphism of the sub-
coproduct (the subproduct) over a subfamily N of M. If M = {Mi | i ∈ K}
and N = {Mi | i ∈ L} where Mi = M for an object M and for i from index
sets L ⊆ K, the corresponding structural morphisms are denoted by νL and πL
respectively. The symbol 1M denotes the identity morphism of an object M and
the phrase the universal property of a limit (colimit) refers to the existence of
unique morphism into the limit (from the colimit).

For basic properties of introduced notions and unspecified terminology we
refer to [18].

Throughout the whole paper we assume that A is an Ab5 category.

4.2 C-compact objects
In order to capture in detail the idea of relative compactness, which is the central
notion of this paper, let us suppose that M is an object of the category A and
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N is a family of objects of A. Note that the functor A(M,−) on any additive
category maps into Hom-sets with a structure of abelian groups, which allows for
a definition of the mapping

ΨN :
⨁

(A(M,N) | N ∈ N )→ A(M,
⨁
N )

by the rule
ΨN (φ) = νF ◦ ν−1 ◦ πF ◦ τ

where the symbol F for the element φ = (φN | N ∈ N ) of the abelian group⨁
(A(M,N) | N ∈ N ) denotes the finite family {N ∈ N | φN ̸= 0}, the mor-

phism ν ∈ A(
⨁
F ,

∏
F) is the canonical isomorphism and τ ∈ A(M,

∏
N ) is

the unique morphism given by the universal property of the product (
∏
N , (πN |

N ∈ F)) applied on the cone (M, (φN | N ∈ N )), i.e. πN ◦ τ = φN for each
N ∈ N :

M
τ →→

φN
↘↘

∏
N πF →→

πN
↓↓

∏
F ν−1

→→
⨁
F νF →→

⨁
N

N

Recall a key observation regarding the algebraic concept of compactness:

Lemma 4.1. [15, Lemma 1.3] For each family of objects N ⊆ A, the mapping
ΨN is a monomorphism in the category of abelian groups.

Let M be an object and C a class of objects of the category A. In accordance
with [15], M is called C-compact if ΨN is an isomorphism for each family N ⊆ C.
For objects M,N ∈ Ac we say that M is N-compact (or relatively compact over
N) if it is an {N}-compact object and M is said to be autocompact whenever it
is M -compact.

Example 4.2. (1) If M and N are objects such that A(N,M) = 0, then N is
M-compact object, in particular Q is a Z-compact abelian group.

(2) Self-small right modules over a unital associative ring, in particular finitely
generated ones, are autocompact objects in the category of all right modules.

Let us formulate an elementary but useful observation:

Lemma 4.3. Let M be an object and let B ⊆ C be families of objects of the
category A. If M is C-compact, then it is B-compact.

We shall need two basic structural observations concerning the category A
formulated in [15], which express relationship between coproducts and products
using their structural morphisms. For the convenience of the reader we quote
both of the results, the first one is formulated for the special case of products
coproducts of copies of M , while the second one is kept in the original form.

Lemma 4.4. [15, Lemma 1.1] Let M be an object of A and L ⊆ K be sets. If A
contains products (ML, (πi | i ∈ L)) and (MK , (πi | i ∈ K)), then

1. There exist unique morphisms ρL ∈ A(M (K),M (L)) and µL ∈ A(ML,MK)
such that ρL ◦ νi = νi, πi ◦ µL = πi for i ∈ L, and ρL ◦ νi = 0, πi ◦ µL = 0
for i /∈ L.
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2. For each i ∈ K there exist unique morphisms ρi ∈ A(M (K),M) and µi ∈
A(M,MK) such that ρi ◦ νi = 1M , πi ◦ µi = 1M and ρi ◦ νj = 0, πj ◦ µi = 0
whenever i ̸= j. Denoting by ρi and µi the corresponding morphisms for
i ∈ L, we have µL ◦ µj = µj and ρL ◦ ρj = ρj for all j ∈ L.

3. There exists a unique morphism t ∈ A(M (K),MK) such that πi ◦ t = ρi and
t ◦ νi = µi for each i ∈ K.

Lemma 4.5. [15, Lemma 1.1(i) and 1.2] Let N ⊆ M be families of objects of
A and let there exist products (

∏
N , (πN | N ∈ N )) and (

∏
M, (πN | N ∈ M))

in A.

1. There exist unique morphisms ρN ∈ A(
⨁
M,

⨁
N ) and µN ∈ A(

∏
N ,

∏
M)

such that ρN ◦ νN = 1⨁N , πN ◦ µN = 1∏N and ρN ◦ νM = 0, πM ◦ µN = 0
for each M /∈ N .

2. There exist unique morphisms t ∈ A (
⨁
N ,

∏
N ) and t ∈ A (

⨁
M,

∏
M)

such that πN ◦ t = ρN and t ◦ νN = µN for each N ∈ M, πN ◦ t = ρN and
t ◦ νN = µN for each N ∈ N . Furthermore, the diagram⨁

N νN →→

t
↓↓

⨁
M ρN →→

t
↓↓

⨁
N

t
↓↓∏

N µN →→
∏
M πN →→

∏
N

commutes.

3. Let κ be an ordinal and let (Nα | α < κ) be a disjoint partition of M. For
α < κ set Sα :=

⨁
Nα, Pα :=

∏
Nα and denote families of the correspond-

ing limits and colimits as S := (Sα | α < κ), P := (Pα | α < κ). Then⨁
M ≃

⨁
S and

∏
M ≃

∏
P where both isomorphisms are canonical,

i.e. for each object M ∈M the following diagrams commute:

M
ν
(α)
M →→

νM
↓↓

Sα

νSα

↓↓⨁
M ≃ →→

⨁
S

∏
P ≃ →→

πPα

↓↓

∏
M
πM
↓↓

Pα
π
(α)
M →→M

Morphisms ρL, ρN , (µL, µN ) from Lemma 4.4(1) and Lemma 4.5(1) are called
the associated morphisms to the structural morphisms νL, νN (πL, πN ) over the
subcoproduct (the subproduct) ofM . The unique morphism t from Lemma 4.5(2)
is said to be the compatible coproduct-to-product morphism. Note that in an Ab5-
category t is a monomorphism by [18, Chapter 2, Corollary 8.10] and if K is finite,
it is by definition an isomorphism.

We translate now a general criteria [15, Lemma 1.4, Theorem 1.5] of categorial
C-compactness to the description of N -compactness for an arbitrary object N :

Theorem 4.6. The following conditions are equivalent for objects M and N of
the category A:

1. M is N-compact,
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2. for each cardinal κ and f ∈ A(M,N (κ)) there exists a finite set F ⊂ κ and
a morphism f ′ ∈ A(M,N (F )) such that f = νF ◦ f ′.

3. for each cardinal κ and f ∈ A(M,N (κ)) there exists a finite set F ⊂ κ such
that f =

∑
α∈F

να ◦ ρα ◦ f ,

4. for each morphism φ ∈ A(M,N (ω)) there exists α < ω such that ρα ◦φ = 0.

5. there exists a family G consisting of N-compact objects and an epimorphism
e ∈ A(

⨁
G,M) such that for each countable family Gω ⊆ G there exists a

non-N-compact object F and morphism f ∈ A(F,M) such that f c◦e◦νGω =
0 for the cokernel f c of f .

Proof. Equivalences (1) ⇔ (2) ⇔ (3) follow immediately from [15, Lemma 1.4],
while (1)⇔ (4)⇔ (5) are consequences of [15, Theorem 1.5]

4.3 Correspondences of compact objects
As the base step of our research we describe C-compact objects for a single object
C of an Ab5 category A. Let us begin with the observation that we can study C-
compactness of a suitable object instead of the compactness over a set of objects.

Let us denote the class

Add(C) = {A | ∃B, ∃κ,∀α < κ,∃Cα ∈ C : A⊕B ∼=
⨁
α<κ

Cα}

for every family C of objects of A and put Add(C) := Add({C}).

Lemma 4.7. The following conditions are equivalent for an object M and a set
of objects C of the category A:

1. M is
⨁
C-compact,

2. M is C-compact,

3. M is Add(
⨁
C)-compact,

4. M is Add(C)-compact.

Proof. Since Add(
⨁
C) = Add(C), the equivalence (3)⇔(4) is obvious. Implica-

tions (3)⇒(1) and (4)⇒(2) are clear from Lemma 4.3.
(2)⇒(4) Let φ ∈ A(M,

⨁
D) for a family D of objects of Add(

⨁
C). For each

D ∈ D there exists a family CD of objects of C and a monomorphism νD : D →⨁
CD, hence there exists a monomorphism ν :

⨁
D →

⨁
D∈D

⨁
CD. Since M

is C-compact, the morphism νφ factorizes through a finite subcoproduct by [15,
Lemma 1.4], hence φ factorizes through a finite subcoproduct, so M is Add(C)-
compact by [15, Lemma 1.4] again.

(1)⇒(3) Follows from the implication (2)⇒(4) where we take {
⨁
C} instead

of C.

Corollary 4.8. If N ⊆M are families of objects such that N contains infinitely
many nonzero objects, then

⨁
M is not N -compact, so it is not

⨁
N -compact.
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Since Add(M) = Add(M (n)) for any integer n, we have the following conse-
quence:

Corollary 4.9. Let κ be a cardinal and M an autocompact object. Then M (κ) is
autocompact if and only if κ is finite.

The next result shows the correspondence between classes of compact objects
over different pairs of objects.

Lemma 4.10. Let A,B,M be objects of A and let there exist a cardinal λ and a
monomorphism µ ∈ A(A,Bλ). If M is B-compact, then M is A-compact.

Proof. Denote by να and ν̃α the corresponding structural morphisms of coprod-
ucts A(ω) and B(ω), and by ρα and ρ̃α their associated morphisms, respectively.

Suppose that M is not A-compact. Then there exists φ ∈ A(M,A(ω)) such
that ραφ ̸= 0 for all α < ω by Theorem 4.6. Since µ is a monomorphism by
assumption, we get that µραφ ̸= 0, which implies that there exists βα < λ such
that πβαµραφ ̸= 0 for each α < ω by the universal property of the product Bλ.
Put µα = πβαµ ∈ A(A,B) and note we have proved that µαραφ is a nonzero
morphism M → B for each α < ω.

The universal property of the coproduct A(ω) implies that there exists a
uniquely determined morphism ψ ∈ A(A(ω), B(ω)) for which the diagram

A
µα

→→

να
↓↓

B

ν̃α
↓↓

A(ω) ψ
→→ B(ω) ρ̃γ

→→ B

commutes, i.e. we have equalities ψνα = ν̃αµα and ρ̃γψνα = ρ̃γ ν̃αµα for each
α, γ < ω. Hence for every α < ω we get ρ̃αψνα = µα and ρ̃γψνα = 0 whenever
γ ̸= α by Lemma 4.4(2). Note that it means that ρ̃γψνα = ρ̃γψνγργνα for all
α, γ < ω

By applying Theorem 4.6 again we need to show that ρ̃γψφ ̸= 0 for all γ < ω.
The universal property of the coproduct A(ω) implies that for every γ < ω there
exists a unique morphism τγ ∈ A(A(ω), B) such that the diagram

A
να →→

να
↓↓

A(ω)

ρ̃γψ

↓↓

A(ω) τγ
→→ B

commutes for each α < ω. Since ρ̃γψνα = ρ̃γψνγργνα for all α, γ < ω, we get the
equality ρ̃γψ = τγ = ρ̃γψνγργ by the universal property of the coproduct A(ω).
Now, it remains to compute for every γ < ω

ρ̃γψφ = τγφ = ρ̃γψνγργφ = µγργφ ̸= 0,

so M is not B-compact by Theorem 4.6.

Corollary 4.11. Let M and N be objects such that there exists a cardinal λ and
a monomorphism µ ∈ A(M,Nλ) and M is N-compact, then M is autocompact.
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As another consequence of Lemma 4.10 we can observe that general compact-
ness can be tested by a single object.

Proposition 4.12. Let E be an injective cogenerator and M be an object of A.
Then M is E-compact if and only if it is compact.

Proof. Clearly, it is enough to prove the direct implication. Let M be E-compact
and M be a family of objects. Since E is an injective cogenerator , there exists
a cardinal λ and a monomorphism µ ∈ A(

⨁
M, Eλ). Then M is

⨁
M-compact

by Lemma 4.10 and soM-compact by Lemma 4.7.

The rest of this section is dedicated to description of relative compactness
over finite coproducts of finite coproducts of objects.

Lemma 4.13. Let A be an object and M a finite family of objects.

1. If N is A-compact for each N ∈M, then
⨁
M is A-compact.

2. If A is N-compact for each N ∈M, then A is
⨁
M-compact.

Proof. (1) Assume that
⨁
M is not A-compact. Then by Theorem 4.6 there

exists a morphism φ ∈ A(
⨁
M, A(ω)) with ρnφ ̸= 0 for all associated morphisms

ρn of A(ω).
Note that for each n < ω there exists some N ∈ M such that ρnφνN ̸= 0 by

the universal property of the coproduct
⨁
M , where νN are the corresponding

structural morphisms of
⨁
M. Therefore there exists N ∈ N for which the set

I = {n < ω | ρnφνN ̸= 0}

is infinite and the morphism φ̃ = ρIφνN ensured by Lemma 4.4 satisfies ρnφ̃ =
ρnρIφνN ̸= 0 for each n ∈ I. Now, Theorem 4.6 implies that N is not A-compact.

(2) Put M =
⨁
M and denote by ρi, ρ̃i and ρN the corresponding associate

morphisms of coproducts M (ω) and N (ω) for each N ∈ M and i < ω. Denote
furthermore by ρN(ω) ∈ A(M (ω), N (ω)) the morphism given by Lemma 4.5 which
satisfies ρ̃iρN(ω) = ρNρi for each N ∈ M and i < ω. Assume that A is not⨁
M-compact: there exists a morphism φ ∈ A(A,M (ω)) such that ρnφ ̸= 0 for

infinitely many n by Theorem 4.6 and now using the same argument as in the
proof of (1) we can find N ∈M such that the set

J = {i < ω | ρNρiφ ̸= 0}

is infinite. Since ρ̃iρN(ω)φ = ρNρiφ ̸= 0 for every i ∈ J , the object A is not
N -compact.

Lemma 4.14. Let M , N and A be objects of A and n be a natural number.
If there exists an epimorphism M (n) → N and M is A-compact, then N is A-
compact.

Proof. Assume that N is not A-compact. Then there exists a morphism φ ∈
A(N,A(ω)) such that ραφ ̸= 0 for all associated morphisms ρα of A(ω) by Theo-
rem 4.6. If µ ∈ A(M (n), N) is an epimorphism, ρiφµ ̸= 0 for each i < ω, hence
M (n) is not A-compact. Then M is not A-compact by Lemma 4.13(1).
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We can summarize the obtained necessary condition of autocompactness.

Proposition 4.15. Let M and N be objects of A such that there exists an epi-
morphism M (n) → N for an integer n and a monomorphism N → Mλ for a
cardinal λ. If M is is autocompact, then N is autocompact as well.

Proof. N is M -compact, as follows from Lemma 4.14. Hence it is N -compact, so
autocompact by Corollary 4.11.

The next consequence presents a categorial version of the classical fact that
an endomorphic image of a self-small module is self-small.

Corollary 4.16. If M is an autocompact object, such that there exist an epimor-
phism ϵ ∈ A(M,N) and a monomorphism µ ∈ A(N,M), then N is autocompact.

Example 4.17. Let A be a self-small right modules over a ring, i.e. autocompact
object in the category of right modules. Denote K = {ker f | f ∈ End(A)} and let
L ⊂ K. Then A/

⋂
L is a self-small module by Proposition 4.15 since there exist

monomorphisms A/
⋂
L ↪→

∏
L∈LA/L ↪→

∏
L∈LA

We conclude the section mentioning closure properties of relatively compact
objects.

Proposition 4.18. Let M and N be finite families of objects. Then
⨁
M is⨁

N -compact if and only if M is N-compact for all M ∈M and N ∈ N .

Proof. (⇒) Since the associate morphism ρN ∈ A(
⨁
M,M) is an epimorphism

for each M ∈ M and
⨁
M is

⨁
N -compact, each object M is

⨁
N -compact

by Lemma 4.14. As νN ∈ A(N,
⨁
N ) is a monomorphism for each N ∈ N , any

object M ∈M is N -compact by Lemma 4.10.
(⇐) Lemma 4.13(1) implies that

⨁
M is N -compact for each N ∈ N and

then Lemma 4.13(2) implies that
⨁
M is

⨁
N -compact.

4.4 Description of autocompact objects
This section is dedicated mainly to the generalization of a classical autocompact-
ness criteria [3] to an Ab5 category A.

Assume M is an object such that the category A is closed under products
Mλ for all λ ≤ |EndA(M)| and take I ⊆ EndA(M) = A(M,M). Then there
exists a unique morphism τI ∈ A(M,M I) satisfying πιτI = ι for each ι ∈ I by
the universal property of the product M I . Let us denote by K(I) = (KI , νI)
the kernel of the morphism τI and note that K(I) is defined uniquely up to
isomorphism.

For an object K of A consider a morphism ν ∈ A(K,M). We will then set

I(K, ν) = {ι ∈ EndA(M) | ιν = 0}.

It is easy to see that the set I(K, ν) forms a left ideal of the endomorphism
ring EndA(M). We say that a left ideal I of EndA(M) is an annihilator ideal if
I(K(I)) = I.
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Lemma 4.19. Let A be closed under products Mλ for all λ ≤ |EndA(M)|. Then
I(K, ν) is an annihilator ideal of End(M) for all ν ∈ A(K,M).

Proof. Put I = I(K, ν), (KI , νI) = K(I) and Ĩ = IK(I) = I(KI , νI). Further-
more, denote by τI ∈ A(K,M I) the morphism satisfying πιτI = ι for each ι ∈ I,
i.e. (KI , νI) is the kernel of τI . Since τIνI = 0, we can easily compute that
ινI = πιτIνI = 0 for every ι ∈ I, which implies I ⊆ Ĩ.

To prove the reverse inclusion Ĩ ⊆ I, let us note that by the universal property
of the kernel νI there exists a unique morphism α ∈ A(K,KI) such that all squares
in the diagram

K
ν →→

α

↓↓

M
τI →→M I

πι
↓↓

KI
νI →→M

ι →→M

commute for each ι ∈ I. Consider a morphism γ ∈ End(M) such that γ /∈ I.
Then γνIα = γν ̸= 0 by the definition of the ideal I. Hence γνI ̸= 0 and so
γ /∈ Ĩ.

Recall the concepts of exactness and inverse limits in Ab5 categories.
The diagram A0

α1−→ A1
α2−→ · · · αn−1−→ An−1

αn−→ An is said to be an exact
sequence provided for each i = 1, . . . , n−1 the equality αi+1αi = 0 holds and there
exist an object Ki together with morphisms ξi ∈ A(Ai, Ki) and θi ∈ A(Ki, Ai)
such that (Ki, θi) is a kernel of αi+1, (Ki, ξi) is a cokernel of αi and ξiθi = 1Ki

.
In particular, the diagram 0 → A

α−→ B
β−→ C → 0 is a short exact sequence

provided α is a kernel of β and β is a cokernel of α, hence α is a monomorphism
and β is an epimorphism. Recall that any monomorphism (epimorphism) can
be expressed as the first (second) morphism of some short exact sequence in an
Ab5-category.

A diagram D = ({Mi}i<ω, {νi,j}i<j<ω) is called an ω-spectrum of M , if νi,j ∈
A(Mi,Mj), νj,kνi,j = νi,k for each i < j < k < ω, and there exist morphisms
νi ∈ A(Mi,M) for all i < ω such that (M, {νi}i<ω) is a colimit of the diagram D
(i.e. it is a direct limit of the spectrum D).

Lemma 4.20. Let M be an object and M (ω) be a coproduct with structural mor-
phisms νi and associated morphisms ρi, i < ω. Put

n = {0, . . . , n− 1}, [n, ω) = ω \ n = {i < ω | i ≥ n},

let M (n) and M ([n,ω)) be subcoproducts of the coproduct M (ω). Denote by ν(n,m) ∈
A(M (n),M (m)), ν<n ∈ A(M (n),M (ω)) the structural morphisms and simlarly de-
note by ρ(n,m) ∈ A(M ([n,ω)),M ([m,ω))), ρ≥n ∈ A(M (ω),M ([n,ω))) the associated
morphisms given by Lemma 4.5 for all n < m < ω. Then

1. for each n < m < ω all squares in the diagram with exact rows

Mn : 0 →→M (n) ν<n
→→

ν(n,m)

↓↓

M (ω)
ρ≥n
→→M ([n,ω))

ρ(n,m)

↓↓

→→ 0

Mm : 0 →→M (m) ν<m
→→M (ω)

ρ≥m
→→M ([m,ω)) →→ 0

commute,
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2. the short exact sequence

0 →→M (ω) id →→M (ω) 0 →→ 0 →→ 0

with morphisms (ν<n, id, 0) forms a colimit of the ω-spectrum
({Mn}n, {(ν(n,m), id, ρ(n,m))}n<m) in the category of complexes,

3. ρiν<n = ρi if i < n and ρiν<n = 0 otherwise.

Proof. An easy exercise of application of Lemma 4.5 in a Ab5-category.

Before we formulate the categorial version of [3, Proposition 1.1] we prove a
more general result:

Lemma 4.21. Let for M ∈ A the category contain the products Mω. The fol-
lowing conditions are equivalent for an object N ∈ A:

1. N is not M-compact,

2. there exists an ω-spectrum ({Ni}i<ω, {µi,j}i<j<ω) of N with colimit
(N, {µi}i<ω) such that all µi and µi,j for all i < j < ω are monomorphisms
and for each i < ω there exists a nonzero morphism φi ∈ A(N,M) satisfying
φiµi = 0,

3. there exists an ω-spectrum with colimit (N, {µi}i<ω) such that for each i < ω
there exists a nonzero morphism φi ∈ A(N,M) satisfying φiµi = 0.

Proof. We will use the notation of Lemma 4.20 throughout the whole proof.
(1)⇒(2) Let φ ∈ A(N,M (ω)) satisfying ρiφ ̸= 0 for all i < ω, which is

ensured by (1) and Theorem 4.6. Furthermore, let us denote φ≥n = ρ≥nφ. Then
ρiφ = ρiφ≥n for all i ≥ n. Now, for each n < ω denote by (Nn, µn) the kernel
of the morphism φ≥n and note that by the universal property of the kernel there
exists a morphism µn,n+1 ∈ A(Nn, Nn+1) such that all squares in the diagram
with exact rows

0 →→ Nn
µn

→→

µn,n+1

↓↓

N
φ≥n
→→M ([n,ω))

ρ(n,n+1)

↓↓

0 →→ Nn+1
µn+1

→→ N
φ≥n+1
→→M ([n+1,ω))

commute. Now let us define inductively for each n < m < ω morphisms

µn,m := µm−1,mµm−2,m−1 . . . µn+1,n+2µn,n+1 ∈ A(Nn, Nm).

Denoting by (X, {ξi}i<ω) the colimit of the ω-spectrumN = ({Ni}i<ω, {µi,j}i<j<ω)
then from Lemma 4.20 we obtain the following commutative diagram with exact
rows

0 →→ Nn
µn
→→

µn,m

↓↓

N
φ≥n
→→M ([n,ω))

ρ(n,m)

↓↓

0 →→ Nm
µm
→→

ξn
↓↓

N
φ≥m
→→M ([m,ω))

0
↓↓

0 →→ X
ξ
→→ N →→ 0
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because A is an Ab5-category. Thus ξ is an isomorphism, which implies that
(N, {µi}i<ω) is a colimit of the ω-spectrumN . Since all µn’s are kernel morphisms,
they are monomorphisms. Furthermore, µn,m are monomorphisms, because µn =
µmµn,m for all n < m < ω. Finally, put φi := ρiφ, which is nonzero by the
hypothesis, and compute φiµi = ρiφµi = ρiφ≥iµi = 0.

(2)⇒(3) This is clear.
(3)⇒(1) Let us denote by τ ∈ A(N,Mω) the morphism satisfying πiτ = φi,

which is (uniquely) given by the universal property of the product Mω. Recall
that for each n < ω we have denoted by πn ∈ A(Mω,Mn) the corresponding
structural morphism and we may identify objects Mn and M (n) so we shall con-
sider πn as a morphism in A(Mω,M (n)).

Put τn := πnτµn. Since ρiτn = ρiπnτµn = πiπnτµn we obtain that ρiτn =
φiµn ̸= 0 for each i < n and ρiτn = 0 for each i ≥ n. Then the diagram

Nn
τn →→

µn,m

↓↓

M (n)

ν(n,m)

↓↓

Nm
τm →→M (m)

commutes for every n < m < ω. Hence there exists φ ∈ A(N,M (ω)) such that
the diagram

Nn
τn →→

µn

↓↓

M (n)

ν<n

↓↓

N
φ
→→M (ω)

commutes for each n < ω by Lemma 4.20, as (N, {µi}i<ω) is the colimit of the
ω-spectrum ({Ni}i<ω, {µi,j}i<j<ω) and ({M (ω)}i<ω, {µ(i)}i<ω) is the colimit of the
ω-spectrum ({M (i)}i<ω, {ν(i,j)}i<j<ω) in the Ab5-category A.

Applying Theorem 4.6, it is enough to prove that ρiφ ̸= 0 for each i < ω. We
have shown that ρiτn ̸= 0 for each i < n, hence

ρiφµn = ρiν<nτn = ρiτn ̸= 0

for each i < n, which implies ρiφ ̸= 0.

We are now ready to formulate a basic characterization of autocompact objects
which generalizes the classical result [3, Proposition 1.1].

Theorem 4.22. Let M be an object such that A is closed under products Mλ for
all λ ≤ max(|EndA(M)|, ω). Then the following conditions are equivalent:

1. M is not autocompact,

2. there exists an ω-spectrum with colimit (M, {µi}i<ω) such that for each i < ω
there exists a nonzero morphism φi ∈ EndA(M) satisfying φiµi = 0,

3. there exists an ω-spectrum ({Mi}i<ω, {µi,j}i<j<ω) with colimit (M, {µi}i<ω)
such that {I(Mi, µi)}i<ω forms a strictly increasing chain of nonzero ideals
of the ring EndA(M) with

⋂
i<ω I(Mi, µi) = 0.
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Proof. (1)⇔(2) follows form Lemma 4.21 for N =M .
(2)⇒(3) If (M, {µi}i<ω) is the colimit which exists by (2), then {I(Mi, µi)}i<ω

is an increasing chain of nonzero ideals of EndA(M). Suppose that γµi = 0 for
all i < ω. Then γ = 0, since there exists unique such morphism by the universal
property of the colimit (M, {νi}i<ω). Thus

⋂
i<ω I(Mi, µi) = 0 and I(Mi, µi) ̸= 0

for each i. If we put J = {j < ω | I(Mj, µj) ̸= I(Mj+1, µj+1)}, then it is easy
to see that (M, {µj}j∈J) is the colimit of the ω-spectrum ({Mj}j∈J , {µi,j}i<j∈J)
with a strictly increasing chain of nonzero ideals {I(Mj, µj)}j∈J .

(3)⇒(2) It is enough to choose φi ∈ I(Mi, µi) \ I(Mi+1, µi+1).

The following criterion of autocompactness of finite coproducts generalizes
results [9, Proposition 5, Corollary 6] formulated in categories of modules.

Proposition 4.23. The following conditions are equivalent for a finite family of
objects M and M =

⨁
M:

1. M is autocompact,

2. N is M-compact for each N ∈M,

3. M is N-compact for each N ∈M,

4. N1 is N2-compact for each N1, N2 ∈M,

5. for each N1, N2 ∈M and any ω-spectrum ({Ki}i<ω, {µi,j}i<j<ω) of N1 with
colimit (N1, {µi}i<ω) and for each i < ω and nonzero φ ∈ A(N1, N2), the
morphism φµi is nonzero.

Proof. (1)⇔(4) This is proved in Proposition 4.18
(2)⇔(3)⇔(4) These equivalences follow from Proposition 4.18 again, when

applied on pairs of families {M},M andM, {M}.
(4)⇔(5) This is an immediate consequence of Lemma 4.21.

As a consequence, we can formulate the assertion of Corollary 4.9 more pre-
cisely.

Corollary 4.24. LetM be a family of nonzero objects. Then
⨁
M is autocom-

pact if and only if M is finite and N1 is N2-compact for each N1, N2 ∈M.

The last direct consequence of Proposition 4.23 presents a categorial variant
of [9, Corollary 7].

Corollary 4.25. Let M be a finite family of autocompact objects satisfying the
condition A(N1, N2) = 0 whenever N1 ̸= N2. Then

⨁
M is autocompact.

If M is a finite family of objects, then
⨁
M and

∏
M are canonically iso-

morphic (cf. Lemma 4.5), so the Proposition 4.23 holds true in case we replace
any

⨁
by

∏
there. Although there is no autocompact coproduct of infinitely

many nonzero objects by Corollary 4.8, the natural question that arises is, un-
der which conditions the products of infinite families of objects are autocompact.
The following example shows that the straightforward generalization of the claim
does not hold true in general.
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Example 4.26. Denote by P the set of all prime numbers and consider the full
subcategory T of the category of abelian groups Ab consisting of all torsion abelian
groups. If A is a torsion abelian group and Ap denotes its p-component for each
p ∈ P, then the decomposition

⨁
p∈PAp forms both the coproduct and product

of the family A = {Ap | p ∈ P}. Indeed, if B is a torsion abelian group and
τp ∈ Ab(B,Ap) for p ∈ P, then for every b ∈ B there exist only finitely many p ∈ P
for which τp(b) ̸= 0, hence the image of the homomorphism f ∈ Ab(B,

∏
pAp)

given by the universal property of the product
∏

pAp is contained in
⨁

p∈PAp,
hence

⨁
p∈PAp is the product of A in the category T .

Thus, e.g.
⨁

p∈P Zp is the product of the family {Zp | p ∈ P} in T , which
is not autocompact in T by Corollary 4.24, however Zp is Zq-compact for every
p, q ∈ P.

4.5 Which products are autocompact?
Although the final section tries to answer the question formulated in its title, we
start with one more closure property.

Lemma 4.27. If 0 → A → B → C → 0 is a short exact sequence such that an
object M is A-compact and C-compact, then it is B-compact.

Proof. Proving indirectly, assume thatM is notB-compact. Then by Lemma 4.21
there exists a colimit (M, {µi}i<ω) of some ω-spectrum ({Mi}i<ω, {µi,j}i<j<ω) and
nonzero morphisms φi ∈ A(M,B) such that φiµi = 0, i < ω. If we suppose that
M is C-compact and consider the short exact sequence

0 →→ A
α →→ B

β
→→ C →→ 0,

then βφiµi = 0 for each i ∈ ω, hence there exists n such that βφi = 0 for all
i ≥ n by Lemma 4.21. By the universal property of the kernel α of (the cokernel)
β there exist ψi satisfying αψi = φi ̸= 0 for each i ≥ n. As α is a monomorphism,
ψi ̸= 0 for each i ≥ n, hence M is not A-compact by Lemma 4.21 again, a
contradiction.

Corollary 4.28. If 0 → A → B → C → 0 is a short exact sequence such that
the object B is A-compact and C-compact, then B is autocompact.

As the next example shows, the previous assertion cannot be reversed.

Example 4.29. If we consider the short exact sequence 0→ Z→ Q→ Q/Z→ 0
in the category of abelian groups, then Q is self-small, i.e. autocompact abelian
group and Z-compact, but it is not Q/Z-compact.

Now, we can formulate a criterion for autocompact objects which generalizes
[11, Theorem 3.1].

Theorem 4.30. LetM be a family of autocompact objects such that the product
M =

∏
M exists in A and put S =

⨁
M. Then the following conditions are

equivalent:

1. M is autocompact,
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2. M is S-compact,

3. M is
⨁
C-compact for each countable family C ⊆ M.

Proof. (1)⇒(2) Since M is Add(M)-compact by Lemma 4.7 and S =
⨁
M ∈

Add(M), it is S-compact by Lemma 4.3.
(2)⇒(3) This is an easy consequence of Proposition 4.18.
(3)⇒(1) Assume on contrary that the object M is not autocompact. Then

by Lemma 4.21 there exists an ω-spectrum ({Mi}i<ω, {µi,j}i<j<ω) of M with the
colimit (M, {µi}i<ω) such that µi is a monomorphism for all i < ω and for each
i < ω there exists a nonzero morphism φi ∈ A(M,M) with φiµi = 0. Then for
each i < ω there exists Ni ∈ M such that πNi

φi ̸= 0. Put C = {Ni | i < ω} and
denote by ν̃Ni

the structural morphisms of the coproduct
⨁
C. Since ν̃Ni

πNi
φi ∈

A(M,
⨁
C) such that ν̃Ni

πNi
φiµi = 0, there exists n for which ν̃NnπNnφn = 0 by

Lemma 4.21, which contradicts the hypothesis πNi
φi ̸= 0 for each i < ω.

Corollary 4.31. Let M be an object and I be a set. Then M I is autocompact if
and only if M I is M-compact.

Let us make a categorial observation about transfer of ω-spectra via mor-
phisms.

Lemma 4.32. Let G and M be a pair of objects of A and let α ∈ A(G,M). If
({Mi}i<ω, {µi,j}i<j<ω) is an ω-spectrum of M with the colimit (M, {µi}i<ω) such
that all µi’s are monomorphisms,

1. then there exists an ω-spectrum ({Gi}i<ω, {γi,j}i<j<ω) of G with the colimit
(G, {γi}i<ω) where γi are monomorphisms for all i and there exist mor-
phisms αi ∈ A(Gi,Mi) such that the diagram

Gi
γi →→

αi

↓↓

G

α

↓↓

Mi
µi →→M

commutes for each i < ω.

2. If G is A-compact for an object A and ti ∈ A(M,A) are morphisms satis-
fying tiµi = 0 for each i < ω, then there exists n such that tiα = 0 for each
i ≥ n.

Proof. (1) If we denote by ci ∈ A(M,Ti) the cokernel of µi and γi ∈ A(Gi, G) the
kernel of ciα for every i < j < ω, then µi is the kernel of ci and by the universal
property of the kernel, there exists a morphism αi ∈ A(Gi,Mi) such that the
diagram with exact rows

0 →→ Gi
γi →→

αi

↓↓

G
ciα →→

α

↓↓

Ti

0 →→Mi
µi →→M

ci →→ Ti →→ 0
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commutes for each i < ω. Furthermore, if we construct morphisms γi,j, i < j < ω
using the universal property of the kernels as in the proof of Lemma 4.21 (1)⇒(2),
then we get the following commutative diagram

Gi
γi →→

γi,j

↓↓

G

Gj

γj
→→ G

and checking that (G, {γi}i<ω) is a colimit of the ω-spectrum ({Gi}i<ω, {γi,j}i<j<ω)
of G is easy.

(2) From (1) we have an ω-spectrum ({Gi}i<ω, {γi,j}i<j<ω) with the colimit
(G, {γi}i<ω) and morphisms αi ∈ A(Gi,Mi) such that the diagram

0 →→ Gi
γi →→

αi

↓↓

G

α

↓↓

0 →→Mi
µi →→M

ti →→ A

commutes for every i < ω. Since tiαγi = tiµiαi = 0 by the hypothesis, Lemma 4.21
applied on the A-compact object G and morphisms tiα, i < ω, give us n such
that tiα = 0 for all i ≥ n.

Lemma 4.33. Let A and B be objects of A and A(A,B) = 0. If α ∈ A(A
∏
B,B)

then there exists τ ∈ A(B,B) for which α = τπB.

Proof. Since 0→ A
νA−→ A⊕B ρB−→ B → 0 is a short exact sequence and ανA = 0,

the claim follows from the universal property of the cokernel ρB and by applying
the canonical isomorphism A⊕B ∼= A

∏
B.

Recall that G is a projective generator of A, if for any nonzero object B
in A, A(G,B) ̸= 0 holds and for each pair of objects A, B, any epimorphism
π ∈ A(A,B) and any morphism φ ∈ A(G,B) there exists τ ∈ A(G,A) such that
φ = πτ .

The following assertion is a categorial version of [21, Proposition 1.6] (cf. also
[3, Corollary 1.3]). Call an A-compact object briefly compact object.

Theorem 4.34. Let M be a family of objects, A contain a compact projective
generator and the product M =

∏
M. Denote MN =

∏
(M \ {N}) and let

A(MN , N) = 0 for each N . Then M is autocompact if and only if N is autocom-
pact for each N ∈M.

Proof. (⇒) Since M ∼= N ⊕MN for every N ∈ M, the assertion follows from
Proposition 4.23.

(⇐) First note that MN is a trivial example of an N -compact module (cf.
Example 4.2), so M is N -compact for every N ∈M by Proposition 4.23.

Assume that M is not M -compact, hence by Lemma 4.21 there exists an ω-
spectrum ({Mi}i<ω, {µi,j}i<j<ω) with the colimit (M, {µi}i<ω) such that for each
i < ω there exists a nonzero φ̃i ∈ A(M,M) and Ni ∈ M for which φ̃iµi = 0
and πNi

φ̃i ̸= 0. Put φi = πNi
φ̃i for each i < ω and C = {Ni | i < ω} and note
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that there exist ψi ∈ A(Ni, Ni) satisfying ψiπNi
= φi by Lemma 4.33 applied on

MNi

∏
Ni for each i < ω.

If C is finite, then M is
∏
C-compact by Proposition 4.18 applied on {M} and

C, hence there exists n such that φn = πNnπCφ = πNnφ = 0, which contradicts
the fact that φi ̸= 0 for all i < ω.

Thus C is infinite and we may assume w.l.o.g. that Ni ̸= Nj whenever i ̸= j.
Denote the cokernel of the composition πNi

µi by σi ∈ A(Ni, Ti) for i < ω. Then
we have a commutative diagram

0 →→Mi
µi →→M

πNi →→

φi

↓↓

Ni
σi →→

ψi

↓↓

Ti

µ̃Ti
↓↓

Ti →→ 0

Ni Ni

∏
j Tj

π̃Ti →→ Ti →→ 0

for each i < ω, where π̃Ti and µ̃Ti denote the structural and associated morphisms
of the product

∏
j Tj. Since ψiπNi

µi = φiµi = 0 and ψi ̸= 0, the morphism πNi
µi

is not an epimorphism and so Ti ̸= 0. As G is a projective generator, there
exists ζi ∈ A(G,Ni) satisfying σiζi ̸= 0 for each i < ω. Then by the universal
property of the product

∏
C, there is ζ ∈ A(G,

∏
C) such that π̂Ni

ζ = ζi, hence
σiπ̂Ni

ζ = σiζi ̸= 0 for all i < ω. If we define ti = µ̃TiσiπNi
and denote by

µC ∈ A(
∏
C,M) the associated morphism, we can easily compute

tiµi = µ̃TiσiπNi
µi = 0 and tiµCζ = µ̃TiσiπNi

µCζ = µ̃Tiσiζi ̸= 0

as µ̃Ti for i < ω is a monomorphism, which contradicts the hypothesis that G is
compact by Lemma 4.32(2).

The following example shows that the existence of the compact projective
generator cannot be removed from the assumptions of the last assertion.

Example 4.35. Consider the category of all torsion abelian groups T from Ex-
ample 4.26. Then M =

⨁
q∈P Zq is the product of the family {Zq | q ∈ P} and

Mp =
⨁

q ̸=p Zp is the product of the family {Zq | q ∈ P \ {p}} for all p ∈ P in the
category T . Although HomT (Mp,Zp) = 0 and Zp is autocompact in T for each
p ∈ P, M is not autocompact. Let us remark that the category T contains no
compact generator. [21, Corollary 1.8]).

We conclude with a well-known example of an autocompact product.

Example 4.36. Any finitely generated free abelian group is a compact projective
generator in the category of abelian groups and the family {Zq | q ∈ P} satisfies the
hypothesis of Proposition 4.34 by [21, Lemma 1.7], hence

∏
q∈P Zq is autocompact

(cf.[21, Corollary 1.8]).
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Chapter 5

Compact objects in categories of
S-acts

While the great impact of the category theory on ring and module theory is well
known, the analogous concept in the context of theory of monoids and acts over
monoids on sets is significantly less studied, however it seems to be promising
and fruitful (as it is demonstrated in the monograph [18]).

Recall that an object c of an abelian category closed under coproducts and
products is said to be compact if the corresponding covariant functor Hom(c,−)
commutes with arbitrary direct sums i.e. there is a canonical isomorphism in
the category of abelian groups Hom(c,

∐
D) ∼=

∐
Hom(c,D) for every system

of objects D, where
∐

denotes a coproduct. In particular, a (right R-)module
is called small, if it is compact in the category of all modules. The aim of the
present paper is translating the notion of compactness from abelian categories
to a more general context. The constitutive example of such a generalization
is provided by the analogy between (abelian) categories of modules over rings
and (non-abelian) categories of acts over monoids (cf. also the corresponding
description of compactness in Ab5 categories [11]).

The list of works dedicated to the research of compactness in various cate-
gorial contexts is long. Let us mention only those related to our conception of
linking (auto)compact objects in abelian and non-abelian categories. However,
the notion of autocompactness of modules [4, Proposition 1.1] was generalized to
Grothendieck categories in [14], the main motivation for the study of compact
objects in abelian categories comes from the context of representable equivalences
of module categories [7, 8], where the notion of (generalized) ∗-module plays a
key role. Analogous problem in non-abelian case, in particular (generalized) ∗-
objects and (auto)compact objects, is studied in the paper [22]. Compact objects
play also an important role in triangulated categories [23, Section 8], as they are
compactly generated, in particular, for the description of Brown representability
[20]. The notion of a compact object in non-abelian categories often has different
meaning; it is usually defined as an object such that the corresponding covariant
hom-functors commutes with filtered colimits. Nevertheless, it can be proved that
that this notion is stronger that our definition based on commuting with coprod-
ucts (cf. Lemma 5.1 below and [13]). Although locally presentable and accessible
categories deal with compactness in the narrow sense [2, 21], the motivation and
application of the notion is closed to the abelian case.
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Turning the attention towards the categories of modules, as is shown in [5]
and in [24, 1o], small modules can be structurally described in a natural way by
the language of systems of submodules:

Lemma 5.1. [5, 24] The following conditions are equivalent for a module M :

(1) M is small,

(2) if M =
⋃
i<ωMn for an increasing chain of submodules Mn ⊆ Mn+1 ⊆ M ,

then there exists n such that M =Mn,

(3) if M =
∑

i<ωMn for a system of submodules Mn ⊆ M , n < ω, then there
exists k such that M =

∑
i<kMn.

Note that the condition (2) implies immediately that every finitely generated
module is small and (3) shows that there are no countably infinitely generated
small modules. On the other hand, there are natural constructions of infinitely
generated small modules:

Example 5.2. (1) A union of a strictly increasing chain of length κ, for an
arbitrary cardinal κ of uncountable cofinality, consisting of small (in particular
finitely generated) submodules is small.

(2) Every ω1-generated uniserial module is small.

A ring over which the class of all small right modules coincides with the class
of all finitely generated ones is called right steady. Note that the class of all
right steady rings is closed under factorization [8, Lemma 1.9], finite products
[27, Theorem 2.5], and Morita equivalence [12, Lemma 1.7]. However, a ring
theoretical characterization of steadiness remains an open problem with partial
results concerning right steadiness of certain natural classes of rings including
right noetherian [24, 70], right perfect [8, Corollary 1.6], right semiartinian of
finite socle length [28, Theorem 1.5] countable commutative [24, 110], and abelian
regular rings with countably generated ideals [29, Corollary 7].

The main task of the first half of the paper is presenting two variants of
categories of acts over monoids, namely acts enriched by the empty object and
acts with zero elements, in joint general categorial language, in particular, the
notion of a UD-category is introduced. Section 3 deals with the crucial issue
of decompositions in UD-categories and their necessary basic properties follow,
with Theorem 5.17 formulating the existence and uniqueness of indecomposable
decomposition of any object in a UD-category. A general composition theory
of projective objects in a UD-category is built in the next section, where the
main result of the section, Theorem 5.20, characterizes projective objects as co-
products of indecomposable projective objects. Section 5 lists general properties
of compact objects in a UD-category, Theorem 5.24 presents a general criterion
for compactness of objects in a UD-category. Furthermore, the more general
property of autocompactness is studied, too. As an application of this theory
the characterization of (auto)compact objects in categories of S-acts is provided
(Theorem 5.45, Proposition 5.49].
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5.1 Axiomatic description of categories of acts
Before we start the study of common categorial properties of classes of acts over
monoids, let us recall some necessary terminology and notation.

Let C be a category. Denote by MorC(θ, A) the class of all morphisms A→ B
in C for every pair of objects A,B of C; in case C is clear from the context, the
subscript will be omitted. A monomorphism (epimorphism) in C is a left (right)-
cancellable morphism, i.e., a morphism µ such that µα = µβ (αµ = βµ) implies
α = β. A morphism is a bimorphism, if it is both mono- and epimorphism. A
category is balanced, if bimorphisms are isomorphisms (the reversed inclusion
holds in general). An object θ is called initial provided |Mor(θ, A)| = 1 for each
object A. The category is (co)product complete if the class of objects is closed
under all (co)products. Note that any coproduct complete category contains the
initial object, which is isomorphic to

∐
∅. A pair (C, U) is said to be a concrete

category over the category of sets, which is denoted Set in the whole paper, if C
is a category and U : C → Set is a faithful functor. Finally, a family of objects
means any discrete diagram and the phrase the universal property of a coproduct
refers to the existence of unique morphism from the coproduct.

Let S = (S, ·, 1) be a monoid and A a nonempty set. If there is a map-
ping µ : S × A → A satisfying the following two conditions: µ (1, a) = a and
µ (s2, µ (s1, a)) = µ (s2 · s1, a) then A is said to be a left S-act and it is denoted
SA. For simplicity, µ (s, a) is often written as s ·a or sa. A mapping f : SA→ SB
is a homomorphism of S-acts, or an S-homomorphism provided f (sa) = sf (a)
holds for any s ∈ S, a ∈ A. In compliance with [18, Example I.6.5.] we denote by
S−Act the category of all left S-acts with homomorphisms of S-acts and S−Act
the category S − Act enriched by an initial object S∅. If the monoid S contains
a (necessarily unique) zero element 0, then the category of all left S-acts with
homomorphisms of S-acts compatible with zero as morphisms will be denoted by
S − Act0. Observe that {0} is the initial object of the category S − Act0.

Recall that both categories S−Act and S−Act0 are complete and cocomplete
[18, Remarks II.2.11, Remark II.2.22], in particular, the coproduct of a system of
objects (Ai, i ∈ I) is

(i) a disjunct union
∐

i∈I Ai =
⋃̇
Ai in S-Act by [18, Proposition II.1.8] and

(ii)
∐

i∈I Ai = {(ai) ∈
∏

i∈I Ai| ∃j : ai = 0∀i ̸= j} in S-Act0 by [18, Remark
II.1.16].

Furthermore, if we denote the natural forgetful functor from S−Act and S−Act0
into Set by U (which maps an act to the underlying set of elements and an S-
homomorphism to the corresponding mapping between sets) both (S − Act0, U)
and (S − Act, U) are concrete categories over Set.

Let C be a coproduct complete category with an initial object θ ∼=
∐
∅. An

object A ∈ C is called indecomposable if it is not isomorphic to the initial object
nor to a coproduct of two non-initial objects. Note that cyclic acts present natural
examples of indecomposable objects in both categories S − Act and S − Act0.
Nevertheless, the class of indecomposable acts can be much larger, e. g. the
rational numbers form a non-cyclic indecomposable (Z, ·)-act.

As we have declared, the main motivation of the present paper is to describe
and investigate compactness properties of categories of acts over monoids in the
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general categorial language. In particular, we focus on the categories S−Act and
S−Act0. The key feature of both of these categories is the existence of a unique
decomposition of every object into indecomposable objects, which is proved in
[18, Theorem I.5.10] for the case of the category S − Act.

First of all, we list several natural categorial properties which ensure an easy
handling of the category, the uniqueness of decomposition and provide the exis-
tence condition as well. Recall that a pair (S, ν) is said to be a subobject of an
object A if S is an object and ν : S → A is a monomorphism.

We say that a concrete category (C, U) over the category Set is a UD-category
(unique decomposition) if the following conditions hold:

(UD1) C is a coproduct complete balanced category with an initial object θ ∼=
∐
∅,

for which each morphism θ → A is a monomorphism and there is at most
one morphism A→ θ,

(UD2) for any morphism f ∈ Mor(A,B) in C, there exists a subobject (Af , ι) of
B such that U(Af ) = U(f)(U(A)) ⊆ U(B) and U(ι) ∈ Mor(U(Af ), U(B))
is the subset inclusion map,

(UD3) for each morphism f ∈ Mor(A,B) and every subobject (S, ν) of B such
that U(f)(U(A)) ⊆ U(ν)(U(S)), there exists a morphism g ∈ Mor(A, S)
such that f = νg,

(UD4) for every system (Ai, νi)i∈I of subobjects of an object A, there exist subob-
jects denoted by (

⋂
iA

νi
i , ι∩) and (

⋃
iA

νi
i , ι∪) such that

U(
⋂
i

Aνii ) =
⋂
i

U(νi)(U(Ai)) =
⋂
i

U(Aνii ),

U(
⋃
i

Aνii ) =
⋃
i

U(νi)(U(Ai)) =
⋃
i

U(Aνii )

and both U(ι∩), U(ι∪) are the corresponding subset inclusion mappings,

(UD5) if (A, (ν0, ν1)) is a coproduct of a pair of objects (A0, A1), then ν0 and ν1
are monomorphisms and

⋂2
i=1A

νi
i is isomorphic to θ,

(UD6) for every object A and every x ∈ U(A) there exists an indecomposable
subobject (B, ν) of A such that x ∈ U(Bν) = U(ν)(U(B)) ⊆ U(A).

Any monomorphism ι : A→ B such that U(ι) is the subset inclusion map is
called inclusion morphism. Note that we will use the notation (Af , ι) from (UD2)
and (

⋃
iA

νi
i , ι∪) from (UD4) freely without other explanations. Moreover, we will

write Aν00 ∩Aν01 (Aν00 ∪Aν01 respectively) instead of
⋂2
i=1A

νi
i (

⋃2
i=1A

νi
i respectively).

First we make an elementary but frequently used (sometimes without refer-
ence) observation:

Lemma 5.3. Let ψ be a morphism of a UD-category (C, U).

(1) If U(ψ) is injective, then ψ is a monomorphism.

(2) If U(ψ) is surjective, then ψ is an epimorphism.

(3) ψ is an isomorphism if and only if U(ψ) is a bijection.

48



Proof. Since injective maps are monomorphisms and surjective maps are epimor-
phisms in Set, (1) and (2) follow immediately from the hypothesis that U is a
faithful functor.

(3) If ψ is an isomorphism, then there exists its inverse isomorphism ψ−1, hence
id = U(id) = U(ψ)U(ψ−1) = U(ψ−1)U(ψ), and so U(ψ) is a bijection. Since C is
a balanced category, the reverse implication follows from (1) and (2).

As an easy consequence we obtain a natural property of subobjects in UD-
categories:

Lemma 5.4. Let (B, ν) be a subobject of an object A in a UD-category (C, U).
If (Bν , ι) is a subobject with the inclusion morphism ι from (UD2) and ν̃ ∈
Mor(B,Bν) from (UD3) satisfying ν = ιν̃, then ν̃ is an isomorphism.

Proof. Since U(ν̃)(U(B)) = U(ι)U(ν̃)(U(B)) = U(ν)(U(B)) = U(Bν) by (UD2),
the morphism ν̃ is an epimorphism by Lemma 5.3(2). As ν̃ is a monomorphism
and C is a balanced category, ν̃ is an isomorphism.

Let us note that both categories of acts treated in this paper satisfy the
previous axiomatics:

Example 5.5. (1) Let S = (S, ·, 1) be a monoid. We show that all conditions
(UD1)–(UD6) are satisfied by (S − Act, U) for the natural forgetful functor U :
S − Act→ Set, hence it is a UD-category.

We have already mentioned that S − Act is a coproduct complete category
and that (S − Act, U) is a concrete category over Set. Furthermore, the empty
act ∅ with the empty mapping represents an initial object and the empty map
is a monomorphism, since there is no morphism of a nonempty act into ∅. Since
monomorphisms are exactly injective morphisms, epimorphisms are surjective
morphisms and isomorphisms are bijections, S − Act is (epi,mono)-structured
hence a balanced category (cf. [1, Section 14]), which proves (UD1). Let us
put Af = f(A) for every morphism f : A → B and note that intersections
and unions of subacts forms subacts as well, then the conditions (UD2), (UD3),
(UD4) and (UD5) follow either immediately from the definition of an act or from
well-known basic properties (cf. [18]), and (UD6) holds true since cyclic acts are
indecomposable.

(2) Let S0 = (S0, ·, 1) be a monoid with a zero element 0. Then S0 − Act0,
similarly as in (1) is also a coproduct complete category and (S0 − Act0, U) is
a concrete category over Set, where U is the forgetful functor. Clearly, the zero
object {0} with the zero (mono)morphism forms an initial object of the category
S0−Act0. Since there is exactly one (zero) morphism from an arbitrary object to
the zero object, (UD1) holds true. A similar argumentation as in (1) shows that
(S0−Act0, U) satisfies also the conditions (UD2)–(UD6), i.e., it is a UD-category.

Example 5.6. The concrete category (Set, idSet) is a trivial example of a UD-
category: conditions (UD1)–(UD5) are clearly satisfied and for (UD6) note that
singletons are indecomposable objects.

Example 5.7. Observe that the faithful functor U from the definition of UD-
category need not preserve coproducts. While coproducts of the category S−Act
are precisely disjoint unions, which are coproducts also in Set, and so the forgetful
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functor U preserves coproducts here, the coproducts in S0 − Act0 glue together
zero elements, so they do not coincide with coproducts of the category of all sets,
hence the forgetful functor U does not preserve coproducts of S0 − Act0.

5.2 Decomposition and coproduct
We suppose in the sequel that (C, U) is a UD-category, i.e., a concrete category
over Set satisfying all axioms (UD1)–(UD6) and the notions of objects and mor-
phisms refer to objects and morphisms of the underlying category C. First, we
prove a key observation that the description of coproducts in both categories
of acts [18, Proposition II.1.8, Remark II.1.16] can be easily unified within the
context of UD-categories.

If A is a family of objects, the corresponding coproduct will be designated
(
∐
A, (νA)A∈A) where νA is said to be the structural morphisms of the coproduct

for each A ∈ A.

Proposition 5.8. Let A = (Ai)i∈I be a set of objects and (
∐

j Aj, (νi)i∈I) be
the coproduct of A. Then there exist morphisms µj ∈ Mor(Aj,

⋃
i∈I A

νi
i ) and an

inclusion morphism ι∪ ∈ Mor(
⋃
i∈I A

νi
i ,

∐
i∈I Ai) satisfying ι∪µj = νj for each j.

Furthermore, (
⋃
iA

νi
i , (µi)i) is a coproduct of A and U(

∐
i∈I Ai) =

⋃
i∈I U(A

νi
i ).

Proof. Note that the inclusion morphism ι∪ ∈ Mor(
⋃
iA

νi
i ,

∐
Ai) exists by (UD4)

and morphisms µj ∈ Mor(Aj,
⋃
iA

νi
i ) with ι∪µj = νj exist by (UD3) for each j.

Using the universal property of the coproduct, we obtain a morphism φ such that
φνj = µj for every j, i.e. the left square of the diagram

Aj
νj−−−→

∐
Ai

∐
Ai ⏐⏐↓φ ↑⏐⏐ι∪

Aj
µj−−−→

⋃
iA

νi
i

⋃
iA

νi
i

commutes in C and we will show that the right square commutes as well.
Since ι∪φνj = ι∪µj = νj for each j, we get again by the colimit universal

property that ι∪φ = id∐
Ai

. Furthermore, U(ι∪) is the inclusion mapping and

U(ι∪)U(φ) = U(ι∪φ) = U(id∐
Ai
) = idU(

∐
Ai),

which implies that the inclusion U(ι∪) is a bijection. Then ι∪ and φ are iso-
morphisms by Lemma 5.3(3), hence U(

∐
Ai) = U(ι∪)(

⋃
iA

νi
i ) =

⋃
i U(A

νi
i ) and

(
⋃
iA

νi
i , (µi)i) = (

⋃
iA

νi
i , (φνi)i) is a coproduct of the family A.

Let A be an object, and (Aj, ιj) be subobjects such that ιj is the inclusion
morphism for each j ∈ J . We say that ((Aj, ιj), j ∈ J) is a decomposition of A if
(A, (ιj)j∈J) is a coproduct of the family (Aj, j ∈ J). Note that we have defined
the decomposition for sets of subobjects with inclusion morphisms mainly for
clarity of exposition: had we defined it for general subobjects, we would have got
the same result using (UD2) and Lemma 5.4 afterwards.

The following assertion describes a natural decomposition of a coproduct in
C.
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Lemma 5.9. Let A = (Aj, j ∈ J) be a family of objects and (A, (νj)j) be the
coproduct of A. Then for each j ∈ J there exists an inclusion morphism ιj ∈
Mor(Aνjj , A) such that ((Aνjj , ιj), j ∈ J) forms a decomposition of A.

Proof. Note that the inclusion morphisms ιj ∈ Mor(Aνjj , A), j ∈ J , exist by
(UD2) and denote by ν̃j ∈ Mor(Aj, A

νj
j ) the morphism satisfying νj = ιj ν̃j which

exists by (UD3) for all j ∈ J . Since the maps U(ν̃j) are onto U(Aνjj ) by (UD2)
for all j, we get that ν̃j are epimorphisms in C by Lemma 5.3(2).

In order to prove that (A, (ιj)j∈J) is a coproduct of (Aνj , j ∈ J), let us suppose
that B is an arbitrary object and ρj ∈ Mor(Aνj , B) are arbitrary morphisms for
all j ∈ J . Fix φ ∈ Mor(A,B) satisfying the property ρj ν̃j = φνj for each j ∈ J ,
which exists by the universal property of the coproduct (A, (νj)j). It remains to
show that φ is the unique morphism such that ρj = φιj for all j ∈ J .

Since ρj ν̃j = φνj = φιj ν̃j and ν̃j is an epimorphism, we get the equality
ρj = φιj for each j. Finally, for any morphism φ̃ such that ρj = φ̃ιj for each j,
the equality ρj ν̃j = φ̃ιj ν̃j = φ̃νj holds for each j, hence φ̃ = φ by the universal
property of the coproduct (A, (νj)j∈J).

It is easy to see that θ
∐
A ∼= A for every object A and there is a canonical

isomorphism
∐

i∈I (
∐
Ai) ∼=

∐(⋃
i∈I Ai

)
for every family of sets of objects Ai,

i ∈ I in any coproduct-complete category with the initial object θ.
As a straightforward consequence of the previous lemma, we obtain an im-

portant property of decompositions in UD-category.

Lemma 5.10. Let A be an object and (Ai, i ∈ I) a family of families of subobjects
(C, ιC) of A such that ιC is the inclusion morphism and let Bi =

⋃
(C,ιC)∈Ai

CιC

and ιi be the inclusion morphism ensured by (UD4) for each i ∈ I. The following
conditions are equivalent:

1. For each i ∈ I, the set Ai forms a decomposition of the object Bi and the
family ((Bi, ιi), i ∈ I) is a decomposition of A,

2.
⋃̇
i∈IAi is a decomposition of A.

As the morphism of an initial object to an arbitrary object is a monomorphism
by (UD1), for every object A, there exists a subobject denoted by (θA, ϑA) with
the inclusion morphism ϑA and θA ∼= θ.

It is not a priori clear that the existence of different (even though necessarily
isomorphic) initial objects will not cause obstacles. However, the following obser-
vations, that will also turn out to be useful for further dealing with decompositions
of objects in a general UD-category, show that the situation is favourable.

Lemma 5.11. An initial object θ has no proper subobjects, i.e. ν is an isomor-
phism for any subobject (S, ν) of θ.

Proof. Since idθ = νϑS by the uniqueness of the endomorphism of θ, ν is an
epimorphism. Then the monomorphism ν is an isomorphism because C is a
balanced category.

Lemma 5.12. If A is an object and (S, ι) is a subobject of A with the inclusion
morphism ι, then
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(1) U(θS) = U(θA),

(2) S ∼= θ if and only if U(S) = U(θA) if and only if U(S) ⊆ U(θA).

Proof. (1) Since there exists the unique isomorphism τ : θS → θA and both ιϑSτ =
ϑA and ιϑS = ϑAτ

−1 are inclusion morphisms, we get the equality U(θS) = U(θA).
(2) If S ∼= θ, then U(S) = U(θS) = U(θA). The implication U(S) = U(θA) ⇒

U(S) ⊆ U(θA) is clear and, proving indirectly, suppose that S is not isomorphic
to θ. Then ϑS is a monomorphism by (UD1) which is not an epimorphism. Hence
U(ϑS) is not surjective by Lemma 5.3(2) and so U(θA) = U(θS) ⊊ U(S) by (1).
We have proved that U(S) ⊈ U(θA).

Now, we formulate a natural description of decompositions of objects and of
its subobjects.

Lemma 5.13. Let A be an object and and (Aj, ιj) be a subobject of A with
the inclusion morphism ιj into A for every j ∈ J . Then ((Aj, ιj), j ∈ J) is a
decomposition of A if and only if U(A) =

⋃
j U(Aj) and U(Ai) ∩

⋃
j ̸=i U(Aj) =

U(θA) for each i ∈ J .

Proof. Let ((Aj, ιj), j ∈ J) be a decomposition of A. By Proposition 5.8 we then
have U(A) =

⋃
j U(ιj)U(Aj) =

⋃
j U(Aj) . Since ((Ai, ιi), (

⋃
j ̸=iA

ιj
j , ι)), where

the morphism ι ∈ Mor(
⋃
j ̸=iA

ιj
j , A) is the inclusion morphism, forms a decompo-

sition of A by Lemma 5.10, (UD3) and (UD4), we get that Aιii ∩ (
⋃
j ̸=iA

ιj
j )

ι ∼= θ

by (UD5). Thus U(Ai) ∩
⋃
j ̸=i U(Aj) = U(Aιii ) ∩ U(

⋃
j ̸=iA

ιj
j )

ι) = U(θA) by
Lemma 5.12.

In order to prove the reverse implication, let us suppose that U(A) =
⋃
j U(Aj)

and U(Ai)∩
⋃
j ̸=i U(Aj) = U(θA) for each i ∈ J and (

∐
j Aj, (νj)j∈J) is a coproduct

of the family (Aj, j ∈ J). Then there exists a morphism φ ∈ Mor(
∐

j Aj, A)
such that φνj = ιj for all j by the universal property of the coproduct. Since
U(A) =

⋃
j U(Aj) ⊆ U(φ)(U(

∐
j Aj)), the mapping U(φ) is surjective. Let

U(φ)(a) = U(φ)(b) for elements a, b ∈ U(
∐

j Aj). Then there are indexes j0, j1 ∈
J and elements ã ∈ U(Aj0), b̃ ∈ U(Aj1) for which a = U(νj0)(ã), b = U(νj1)(b̃)
by Proposition 5.8, hence

ã = U(ιj0)(ã) = U(φνj0)(ã) = U(φ)(a) = U(φ)(b) = U(φνj1)(b̃) = U(ιj1)(b̃) = b̃,

which proves that U(φ) is an injective map. Since U(φ) is a bijection, φ is
an isomorphism by Lemma 5.3(3). Thus (A, (φνj)j) is a coproduct of the family
(Aj, j ∈ J) and all φνj are the inclusion morphisms, which means that (Aj, j ∈ J)
is a decomposition of A.

Note that the argument of the reverse implication depends strongly on the
fact that (C, U) is a concrete category over Set.

Lemma 5.14. Let A be an object, (B, µ) its subobject with inclusion morphism
µ and let ((Aj, ιj), j ∈ J) be a decomposition of A. Then there exists a decompo-
sition ((Bj, µj), j ∈ J) of B such that U(Bj) = U(B) ∩ U(Aj) for each i ∈ J .
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Proof. It is enough to define Bj = A
ιj
j ∩ Bµ with a morphism µj ∈ Mor(Bj, B)

such that µµj is the inclusion morphism Bj → A and U(Bj) = U(B) ∩ U(Aj)
for each j ∈ J , which exists by (UD4) and (UD3). Since U(µµj) = U(µ)U(µj)
and U(µ) are inclusions, µj is an inclusion morphism for all j ∈ J . Finally, since⋃
j U(Bj) =

⋃
j U(B) ∩ U(Aj) = U(B) and

U(θA) ⊆ U(Bi) ∩
⋃
j ̸=i

U(Bj) = U(B) ∩ U(Ai) ∩
⋃
j ̸=i

U(Aj) = U(θA)

for each i ∈ J , we obtain that ((Bj, µj), j ∈ J) is a decomposition by Lemma 5.13.

Recall that an object A in a category with an initial object is indecomposable
if for each pair of objects A1, A2 such that A ∼= A1

∐
A2 either A1

∼= θ or A2
∼= θ

holds, hence an object of a UD-category (C, U) is indecomposable provided is
indecomposable object of C. Note that the definition of an indecomposable object
in a UD-category reflects the definition of such an object in categories of acts and
we do not include initial objects into the class of indecomposable ones. The
natural description of indecomposability is formulated in the following assertion:

Proposition 5.15. The following conditions are equivalent for an object A:

(1) A is indecomposable,

(2) for every decomposition ((A0, ι0), (A1, ι1)) of A, either U(A0) = U(θA) and
U(A1) = U(A), or U(A1) = U(θA) and U(A0) = U(A),

(3) for every decomposition ((Aj, ιj), j ∈ J) of A there exists i ∈ J such that
U(Aj) = U(θAj

) for each j ̸= i and U(Ai) = U(A).

Proof. (1)⇒(2) If ((A0, ι0), (A1, ι1)) is a decomposition of A, then A ∼= A0

∐
A1,

hence by indecomposability of A either A0
∼= θ so U(A0) = U(θA) or A1

∼= θ and so
U(A1) = U(θA) by Lemma 5.12. In the first case, since we have U(A) = U(A0)∪
U(A1) with U(A0)∩U(A1) = U(θA) by Lemma 5.13, we get U(A0) ⊆ U(A1), and
in consequence U(A1) = U(A). The latter case is proved analogously.

(2)⇒(1) Let A ∼= A0

∐
A1 and ν0, ν1 be structural morphisms of the co-

product. We may assume w.l.o.g that A = A0

∐
A1. Then for i = 0, 1 there

exists an object Aνii , an inclusion morphism ιi ∈ Mor(Aνii , A) and a monomor-
phism µi ∈ Mor(Ai, Aνii ), such that νi = ιiµi by (UD2) and (UD3). Then the
pair ((Aν00 , ι0), (A

ν1
1 , ι1)) forms a decomposition of A by Lemma 5.9, hence there

exists i ∈ {0, 1} for which U(Ai) = U(θA) by the hypothesis, hence Aνii ∼= θ by
Lemma 5.12 and Ai ∼= θ by Lemma 5.11 as (Ai, µi) is a subobject of Aνii .

(2)⇔(3) The direct implication follows from Lemma 5.10 and the fact that
any coproduct of initial objects is isomorphic to the initial object. The reverse
implication is clear.

Lemma 5.16. Let ((Ai, νi), i ∈ I) be a family of subobjects of an object A such
that Ai is indecomposable for each i ∈ I. If

⋂
i∈I U(A

νi
i ) ̸= U(θA), then there

exists an inclusion morphism ι∪ ∈ Mor(
⋃
i∈I A

νi
i , A) such that (

⋃
i∈I A

νi
i , ι∪) is an

indecomposable subobject of A.
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Proof. Put A′ =
⋃
i∈I A

νi
i and let ι∪ ∈ Mor(A′, A) be the inclusion morphism

ensured by (UD4). Since (A′, ι∪) is a subobject, we may suppose that A = A′.
Remark that the proof repeats the argument of the proof of [18, Lemma I.5.9].

Assume that ((B0, ι0), (B1, ι1)) is a decomposition of A such that U(Bi) ̸=
U(θA) for both i = 0, 1. Since

⋂
i∈I U(A

νi
i ) ̸= U(θA) and U(B0) ∪ U(B1) = U(A)

by Lemma 5.13, there exists j for which U(Bj) ∩
⋂
i∈I U(A

νi
i ) ̸= U(θA), we may

w.l.o.g. assume that j = 0. Moreover, there exists i such that U(B1) ∩ U(Ai) ̸=
U(θA). Thus U(Bj)∩U(Ai) ̸= U(θA) for both j = 0, 1. Then by Lemma 5.14 there
exists a decomposition ((B̃0, ι̃0), (B̃0, ι̃0)) of Ai such that U(B̃j) ̸= U(θA) = U(θAi

)
for both j = 0, 1. Hence we obtain by Proposition 5.15 a contradiction with the
hypothesis that Ai is indecomposable.

Now we can formulate a version of [18, Theorem I.5.10] valid in a general
UD-category:

Theorem 5.17. Every noninitial object A has a decomposition into indecom-
posable objects. If ((Aj, ιj), j ∈ J) and ((Ãj, ι̃j), j ∈ J̃) are two decomposi-
tions into indecomposable objects, there exists a bijection b : J → J̃ such that
U(Aj) = U(Ãb(j)) for each j ∈ J .

Proof. For a ∈ U(A) \ U(θA), which exists by Lemma 5.12, consider the set

Ia = {C | (C, νC) is an indecomposable subobject of A and a ∈ U(C)}

and let (Aa, ιa) be a subobject with the inclusion map, where Aa =
⋃

(C,νC)∈Ia C
νC ,

which exists by (UD4). Then (Aa, ιa) is an indecomposable subobject of A by
Lemma 5.16.

Furthermore, if a ̸= b then either U(Aa) = U(Ab), or U(Aa)∩U(Ab) = U(θA).
Indeed, let U(Aa) ∩ U(Ab) ̸= U(θA), take z ∈ (U(Aa) ∩ U(Ab)) \ U(θA), which
exists by Lemma 5.11 and (UD4) and consider the indecomposable object Az.
Since z ∈ U(Aa), we have (Aa, ιa) ∈ Iz, hence (Aa, ιa) is a subobject of Az,
similarly for b and vice versa. Therefore U(Az) = U(Aa) = U(Ab).

Note that for each a ∈ U(A) there exists an indecomposable subobject (C, νC)
of A such that U(C) contains a by (UD6), hence a ∈ Aa. Moreover, as A
is not isomorphic to θ, we get that U(A) =

⋃
a∈U(A)\U(θA) U(Aa), and we have

proved that the representative set of subobjects of the form (Ax, ιx) is the desired
decomposition.

Let ((Aj, ιj), j ∈ J) and ((Ãj, ι̃j), j ∈ J̃) be two indecomposable decompo-
sitions, then for each j ∈ J there exists a decomposition ((Bi, µi), i ∈ J̃) of Aj
such that U(Bk) = U(Aj) ∩ U(Ãk) for each k ∈ J̃ by Lemma 5.14 . Since Aj
is indecomposable there exists exactly one b(j) ∈ J̃ for which U(Bb(j)) = U(Aj)
and U(Bk) = U(θA) for all k ̸= b(j). We have determined an injective mapping
b : J → J̃ . The surjectivity follows from the symmetric argument for each Ãj,
j ∈ J̃ .

5.3 Projective objects
Recall that (C, U) is supposed to be a UD-category. We say that an object P ∈ C
is projective, if for any pair of objects A,B ∈ C and any pair of morphisms

54



π : A → B, α : P → B, where π is an epimorphism, there exists a morphism
α : P → A in C such that α = πα, i.e. any diagram

P⏐⏐↓α
A

π−−−→ B

in C with π an epimorphism, can be completed into a commutative diagram

P P

α

⏐⏐↓ ⏐⏐↓α
A

π−−−→ B.

Note that the notion of projectivity is one of basic tools of category theory and
issue of description of projective objects seems to be important task in research of
any (concrete) category (see e.g. [1, Chapter 9] or [18, Section III.17]). The main
goal of the section is to confirm that the structure of projective objects of the
underlying category C of a UD-category (C,U) can be described as a coproduct
of indecomposable projective objects in accordance with the case of categories of
acts.

Lemma 5.18. The coproduct of a family (Pi, i ∈ I) of projective objects is pro-
jective.

Proof. Let the projective situation ∐
Pi⏐⏐↓α

A
π−−−→ B

be given.
For each i ∈ I consider the structural monomorphism νi : Pi →

∐
Pj∈I , which

gives
Pi Pi⏐⏐↓φi

⏐⏐↓ανi
A

π−−−→ B,

where φi : Pi → A is obtained from the projectivity of Pi. Then the family
(φi, i ∈ I) induces the unique morphism φ :

∐
Pi → A with φνi = φi. By

Proposition 5.8, each element x ∈ U(
∐
Pi) can be written as U(νi) (y) for some

(not necessarily unique) i ∈ I and y ∈ U(Pi), hence

U(πφ)(x) = U(πφνi)(y) = U(ανi)(y) = U(α)(x).

As U(πφ) = U(α) and since U is a faithful functor,the equality πφ = α holds,
which finishes the proof.

Lemma 5.19. If the coproduct of objects P =
∐

I Pi is projective, then each
object Pi, i ∈ I, is projective.
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Proof. As
∐

j Pi
∼= Pi

∐
(
∐

j ̸=i Pj), it is enough to prove that for any pair of
objects P0, P1, if P0

∐
P1 is projective, then P0 is projective.

Let the projective situation

P0⏐⏐↓α
A

π−−−→ B

be given and let λX : X → P0

∐
P1, for X ∈ {P0, P1}, µX : X → A

∐
P1 for

X ∈ {A,P1} and νX : X → B
∐
P1 for X ∈ {B,P1} be structural coproduct

morphisms, which all are monomorphisms by (UD5). Denote by α̃ : P0

∐
P1 →

B
∐
P1 the coproduct of morphisms α : P0 → B and 1P1 : P1 → P1 which

is uniquely determined by the universal property of the coproduct P0

∐
P1, i.e.

α̃λP0 = νBα and α̃λP1 = νP1 . Similarly, denote by π̃ : A
∐
P1 → B

∐
P1 the

coproduct of morphisms π : A → B and 1P1 : P1 → P1, which means that
π̃µP0 = νBπ and π̃µP1 = νP1 . It is easy to compute applying the universal
property of the coproduct B

∐
P1, that π̃ is an epimorphism since both π and

1P1 are epimorphisms.
Hence we obtain another projective situation:

P0

∐
P1⏐⏐↓α̃

A
∐
P1

π̃−−−→ B
∐
P1

By the assumption, there exists a morphism φ ∈ Mor(P0

∐
P1, A

∐
P1) such that

π̃φ = α̃. Let us show that U(φλP0)(U(P0)) ⊆ U(µA)(U(A)).
By (UD2), (UD3) and (UD4) there exists a subobject (S, ι) of A

∐
P1 with

the inclusion morphism ι satisfying U(S) = U(φλP0)(U(P0)) ∩ U(µP1) (U(P1)).
Since µP1 is a monomorphism, there exists a monomorphism σ : S → P1, such
that µP1σ = ι. Then π̃ι = π̃µP1σ = νP1σ is a monomorphism. Since

U(π̃ι)(U(S)) ⊆ U(π̃)U(φλP0)(U(P0)) = U(α̃λP0)(U(P0)) =

= U(νBα)(U(P0)) ⊆ U(νB)(U(B))

and
U(π̃ι)(U(S)) = U(νP1σ)(U(S)) ⊆ U(νP1)(U(P1)),

by Lemma 5.13 and Proposition 5.8 U(π̃ι)(U(S)) = U(θB∐
P1) and so π̃ι factorizes

through the morphism ϑ : θ → B
∐
P1. Thus S ∼= θ, which implies that

U(φλP0)(U(P0)) ∩ U(µP1)(U(P1)) = U(θB∐
P1).

Since U(φλP0)(U(P0)) ⊆ U(µA)(U(A)) ∪ U(µP1)(U(P1)) by Lemma 5.13 and
Proposition 5.8, we get that U(φλP0)(U(P0)) ⊆ U(µA)(U(A)). In consequence,
by (UD3) there exists a morphism τ : P0 → A such that µAτ = φλP0 ; therefore
π̃φλP0 = π̃µAτ = νBπτ and on the other hand π̃φλP0 = α̃λP0 = νBα. Finally,
as νBπτ = νBα and the morphism νB is a monomorphism by (UD5), we have
πτ = α.

Now we are ready to prove an important property of UD-categories:
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Theorem 5.20. An object of a UD-category is projective if and only if it is
isomorphic to a coproduct of indecomposable projective objects.

Proof. If an object is projective, it possesses a decomposition by Theorem 5.17,
which consists of projective objects by Lemma 5.19. The reverse implication
follows immediately from Lemma 5.18.

Let A and B be a pair of objects. Recall that B is a retract of A if there
are morphisms f ∈ Mor(A,B) and g ∈ Mor(B,A) such that fg = 1B. The
morphism f is then called retraction and g coretraction. Note that each retraction
is an epimorphism and each coretraction is a monomorphism. An object G of a
category is said to be generator if for any object A ∈ C there exists an index set
I and an epimorphism π :

∐
i∈I Gi → A where Gi ≃ G.

Lemma 5.21. If C contains a generator G, then every indecomposable projective
object is a retract of G.

Proof. We generalize arguments of [18, Propositions III.17.4 and III.17.7].
Let P be an indecomposable projective object. Since G is a generator, there

are a coproduct
∐

iGi of objects Gi
∼= G with the corresponding structural mor-

phisms νi ∈ Mor(Gi,
∐

iGi) and an epimorphism π ∈ Mor(
∐

iGi, P ). Moreover,
there exists a (mono)morphism γ ∈ Mor(P,

∐
iGi) for which πγ = 1P due to

the projectivity of P . Note that P ∼= P γ by Lemma 5.3 and there exists a
decomposition ((Hi, µi), i ∈ I) of P γ for which U(Hi) = U(P γ) ∩ U(Gνi

i ) =
U(γ)(U(P )) ∩ U(νi)(U(Gi)) for each i ∈ I by Lemma 5.14. As P γ is indecom-
posable, there exists an i ∈ I such that U(γ)(U(P )) = U(P γ) ⊆ U(νi)(U(Gi))
by Proposition 5.15, hence there exists a morphism φ ∈ Mor(P,Gi) such that
νiφ = γ by (UD3). Thus πνiφ = πγ = 1P which shows that πνi is the desired
retraction.

5.4 Compact objects

5.4.1 Compactness in UD categories

Now we are ready to translate the concept of compactness to the context of a
UD-category (C, U).

Let C be an object, A = (Ai, i ∈ I) a family of objects and (
∐

i∈I Ai, {νi}i∈I)
a coproduct of the family A. Using the covariant functor Mor(C,−) from C to
Set, we define a natural morphism in the category Set

ΨC
A :

∐
i∈I

Mor(C,Ai)→ Mor(C,
∐
i∈I

Ai)

which is the unique morphism such that the following square is commutative for
all i ∈ I

Mor (C,Ai)
µi−−−→

∐
I Mor (C,Ai)

Mor(C,νi)
⏐⏐↓ ΨC

A

⏐⏐↓
Mor (C,

∐
I Ai) Mor (C,

∐
I Ai)
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where µi : Mor (C,Ai) →
∐

I Mor (C,Ai) is the coproduct structural inclusion
in Set. Since coproducts of objects in Set are isomorphic to disjoint unions of
the corresponding objects, we have

∐
I Mor (C,Ai) =

⋃̇
Mor (C,Ai) and we can

describe ΨC
A explicitly as ΨC

A(α) = νiα for each index i satisfying α ∈ Mor(C,Ai).
It is worth mentioning that it is natural to consider morphisms

Ψ̃C
A :

∐
i∈I

Mor(U(C), U(Ai))→ Mor(U(C), U(
∐
i∈I

Ai)) = Mor(U(C),
⋃
i∈I

U(Ai))

as we deal with concrete category. Since U is a faithful functor, such a concept
is equivalent to original one, however it seems to be technically more difficult.

Lemma 5.22. Let C be an object, I an index set consisting of at least two
elements, A = {Ai | i ∈ I} a family of objects. Suppose that (A, {νi}i∈I) is a
coproduct of the family A and α, β ∈

∐
i∈I Mor (C,Ai) =

⋃̇
i∈I Mor (C,Ai).

(1) If α ̸= β and ΨC
A(α) = ΨC

A(β), then there exist indeces i ̸= j such that α ∈
Mor (C,Ai), β ∈ Mor (C,Aj) and U(νiα)(U(C)) = U(θA) = U(νjβ)(U(C)).

(2) If i, j ∈ I and α ∈ Mor (C,Ai) and β ∈ Mor (C,Aj) such that U(α)(U(C)) =
U(θAi

) and U(β)(U(C)) = U(θAj
), then ΨC

A(α) = ΨC
A(β).

(3) ΨC
A is injective (i.e. it is a monomorphism in the category Set) if and only

if Mor (C, θ) = ∅.

Proof. (1) If there exists an i for which α, β ∈ Mor (C,Ai), then νiα = νiβ, hence
α = β as νi is a monomorphism by (UD5). In consequence, the hypotheses α ̸= β
and ΨC

A(α) = ΨC
A(β) imply that there exists i ̸= j such that α ∈ Mor (C,Ai),

β ∈ Mor (C,Aj), so we get

U(νiα)(U(C)) = U(ΨC
A(α))(U(C)) = U(ΨC

A(β))(U(C)) = U(νjβ)(U(C)).

Since U(νi)(U(Ai)) ∩ U(νj)(U(Aj)) = U(θA) by Lemmas 5.9 and 5.13 and since

U(νiα)(U(C)) = U(νjβ)(U(C)) ⊆ U(νi)(U(Ai)) ∩ U(νj)(U(Aj)) = U(θA),

we get that U(νi)α(U(C)) = U(νjβ)(U(C)) = U(θA) by Lemma 5.12.
(2) Since U(νi)(U(θAi

)) = U(θA) = U(νj)(U(θAj
)), we have

U(ΨC
A(α))(U(C)) = U(νiα)(U(C)) =

= U(νjβ)(U(C)) = U(ΨC
A(β))(U(C)) = U(θA)

again by the same argument as in (1) using Lemmas 5.9, 5.11, ZeroSubobj and
5.13. As U is a faithful functor, both morphisms ΨC

A(α),Ψ
C
A(β) can be viewed as

elements of Mor(C, θA). Since |Mor(C, θA)| = |Mor(C, θ)| ≤ 1 by (UD1), we get
the required equality ΨC

A(α) = ΨC
A(β).

(3) If Mor (C, θ) ̸= ∅, there exists αi ∈ Mor(C,Ai) such that U(αi)(U(C)) =
U(θAi

) for all i ∈ I by Lemma 5.12 again. Thus ΨC
A(αi) = ΨC

A(αj) for all i, j ∈ I
by (2), which implies that ΨC

A is not injective.
On the other hand, if ΨC

A is not injective, then there exists an index i and
α ∈ Mor (C,Ai) such that U(νiα)(U(C)) = U(θA) by (1). As θA ∼= θ, there exists
a morphism in Mor (C, θ) by (UD3).
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Since there is no morphism of a nonempty act C into the empty act ∅, all
mappings ΨC

A are injective in the category S−Act by Lemma 5.22(3), similarly to
the case of abelian categories (cf [16, Lemma 1.3]). Applying the same assertion,
we can see that it is not the case of the category S0 − Act0.

Example 5.23. If S0 = (S0, ·, 1) is a monoid with a zero element (for example
(Z, ·, 1)), C is a right S0-act and A = {Ai | i ∈ I} is a family of S0-acts contained
in the category S0−Act0 satisfying |A| ≥ 2, then the mapping ΨC

A is not injective
by Lemma 5.22(3).

In particular, if we put C = Ai = {0} for every i ∈ I, then |
∐

I Mor (C,Ai) | =
|I| and |Mor (C,

∐
I Ai) | = 1, so the mapping ΨC

A glues together all morphisms
of the arbitrarily large set

∐
I Mor (C,Ai).

Using the notation of the mapping ΨC
A we are ready to generalize abelian-

category definition of a compact object to UD-categories.
We say that an object C is D-compact (or compact with respect to D), if

the morphism ΨC
A is surjective for each family A of objects from the class D and

C is compact if it is OC-compact for the class OC of all objects of the category
C. Finally, an object C is called autocompact, if it is {C}-compact. Observe
that every compact object is D-compact for an arbitrary class D of objects, in
particular, it is autocompact.

Let D be a class of objects of the category C and denote by D
∐

= {
∐

iDi |
Di ∈ D} the class of all coproducts of all families of objects of D.

Let us formulate a non-abelian version of [14, Proposition 2.1] (cf. also [16,
Theorem 2.5]):

Theorem 5.24. The following conditions are equivalent for an object C and a
class of objects D:

(1) C is D-compact,

(2) for each pair of objects A1 ∈ D and A2 ∈ D
∐

and each morphism f ∈
Mor(C,A1

∐
A2) there exists i ∈ {1, 2} such that f factorizes through νi,

(3) for each pair of objects A1 ∈ D and A2 ∈ D
∐

and each morphism f ∈
Mor(C,A1

∐
A2) there exists i ∈ {1, 2} with U(f)(U(C)) ⊆ U(νi)(U(Ai)),

(4) for each family (Ai, i ∈ I) of objects of the class D and each morphism
f ∈ Mor(C,

∐
i∈I Ai) there exists i ∈ I such that f factorizes through νi,

(5) for each family (Ai, i ∈ I) of objects of th class D and each morphism f ∈
Mor(C,

∐
i∈I Ai) there exists i ∈ I such that U(f)(U(C)) ⊆ U(νi)(U(Ai)),

where νi denotes the structural morphism of a corresponding coproduct A1

∐
A2

or
∐

i∈I Ai.

Proof. (1)⇒(4) Let A = {Ai | i ∈ I} be a family of objects of the class D and
f ∈ Mor

(
C,

∐
i∈I Ai

)
. Since C is D-compact, the mapping ΨC

A is surjective by
definition, hence there exists i and α ∈ Mor (C,Ai) such that f = νiα.

(4)⇒(1) Let f ∈ Mor
(
C,

∐
i∈I Ai

)
for a family A = (Ai, i ∈ I) ⊆ D. Then

there exists i ∈ I and f̃ ∈ Mor (C,Ai) such that f = νif̃ , hence ΨC
A(f̃) = f .
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(4)⇒(5) Since there exists i ∈ I and f̃ ∈ Mor (C,Ai) for which f = νif̃ we
get

U(f)(U(C)) = U(νi)U(f̃)(U(C)) ⊆ U(νi)(U(Ai)).

(5)⇒(4) It is a direct consequence of (UD3).
The equivalence (2)⇔(3) is a special case of (4)⇔(5).
(3)⇒(5) Let f ∈ Mor(C,

∐
i∈I Ai) for a family (Ai, i ∈ I) of objects of D, put

A =
∐

i∈I Ai and assume to a contrary that U(f)U(C) ⊈ U(νi)U(Ai) for all i ∈ I.
Then by (3) U(f)U(C) ⊆

⋃
i ̸=j U(A

νi
i ) for every j ∈ I, hence by Lemma5.13

U(f)U(C) ⊆
⋂
j∈I

⋃
i ̸=j

U(Aνii ) = U(θA) ∪
⋂
j∈I

U(A) \ U(Aνjj ) = U(θA),

a contradiction.
The implication (4)⇒(2) is clear, since A ∈ D

∐
if and only if there exists a

family A = {Ai | i ∈ I} of objects of D satisfying A =
∐

i∈I Ai.

Let us reformulate the Theorem 5.24 for the particular (but important) case
of compactness:

Corollary 5.25. The following conditions are equivalent for an object C:

(1) C is compact,

(2) for every pair of objects A1 and A2 and each morphism f ∈ Mor(C,A1

∐
A2)

there exists i ∈ {1, 2} such that f factorizes through the structural coproduct
morphism νi,

(3) for every pair of objects A1 and A2 and a morphism f ∈ Mor(C,A1

∐
A2),

either U(f)(U(C)) ⊆ U(ν1)(U(A1)) or U(f)(U(C)) ⊆ U(ν2)(U(A2)) holds,
where νi, i = 1, 2, is the structural coproduct morphism.

The following description of autocompactness presents another consequence
of Theorem 5.24:

Corollary 5.26. The following conditions are equivalent for an object C:

(1) C is autocompact,

(2) for each morphism f ∈ Mor
(
C,

∐
i∈I Ci

)
, where Ci ∼= C for all i ∈ I, there

exists an index i such that U(f)(U(C)) ⊆ U(νi)(U(Ci)),

(3) for each morphism f ∈ Mor
(
C,

∐
i∈I Ci

)
, where Ci ∼= C for all i ∈ I, there

exists an index i such that U(f)(U(C))∩U(νj)(U(Cj)) = U(θ∐Ci
) for each

j ̸= i,

where νi are the structural morphism of the coproduct
∐

i∈I Ci.

In order to obtain useful characterization of compact objects in a general
UD category we say that an object B is an image of an object A if there is a
morphism π ∈ Mor(A,B) with U(π) surjective. Observe that compact objects in
the category C are precisely objects whose every image is indecomposable:
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Proposition 5.27. An object C of the category C is compact if and only if every
image of C is indecomposable.

Proof. (⇒) Let π : C → C be a morphism such that U(π) is surjective and
((A1, ι1), (A2, , ι2)) is a decomposition of C with A1 ̸∼= θ ̸∼= A2. Then we have
U(π)(U(C)) = U(C) ⊈ U(ιi)(U(Ai)) for both i = 1, 2 by Lemma 5.13, hence C
is not compact by Corollary 5.25.

(⇐) If C is not compact, then there exists a pair of objects A1 and A2 and a
morphism π ∈ Mor (C,A1

∐
A2) such that U(Cπ) = U(π)(U(C)) ⊈ U(νi)(U(Ai))

for i ∈ {1, 2} by Corollary 5.25, where ν1, ν2 are the structural coproduct mor-
phisms. Then there exists a morphism π̃ ∈ Mor(C,Cπ) with U(π̃) surjective
and ι an inclusion morphism satisfying π = ιπ̃ by (UD2) and (UD3). Further-
more, (U(ν1)(U(A1), U(ν2)(U(A2)) induces a nontrivial decomposition of Cπ by
Lemma 5.14. We have proved that the image Cπ of C is not indecomposable.

Let us mention, as an easy consequence of the last claim, that every compact
object in C is indecomposable.

The compactness (smallness) property originally studied in the branch of (left
R-)modules has been defined in a similar fashion and the notion of self-smallness
as a generalization of the property of being finitely generated can be transferred
via the notion of an autocompact object to UD-categories and specially to those
of S-acts. (see e.g. [4], [10]).

Using a similar argument as in the direct implication of Proposition 5.27 we
get a necessary condition of autocompact objects:

Lemma 5.28. Any autocompact object is indecomposable.

Proof. Assume that the autocompact object C has a decomposition into B =
((B1, ι1), (B2, ι2)). Let ν ∈ Mor (C,C

∐
C) be the morphism satisfying νιi = νiιi

for i = 1, 2 which exists by the universal property of the coproduct B1

∐
B2,

where ν1, ν2 are the structural morphisms of the coproduct C
∐
C. Then there

exists i such that U(ν)U(C) ⊆ U(νi)U(C) by Corollary 5.26, w.l.o.g. we may
suppose i = 1. Then

U(ν2)U(B
ι2
2 ) = U(ν2ι2)U(B2) ⊆ U(ν1)U(C) ∩ U(ν2)U(C) = U(θC∐

C),

which implies that Bι2
2
∼= θ by Lemma 5.12. Thus the decomposition B is trivial,

so C is indecomposable by Proposition 5.15.

Proposition 5.29. For an autocompact object C ∈ C and an endomorphism
f ∈ Mor (C,C), the object Cf is autocompact, too.

Proof. Note that there exist morphisms f̃ ∈ Mor
(
C,Cf

)
and ι ∈ Mor

(
Cf , C

)
such that ι is an inclusion morphism and f = ιf̃ by (UD2) and (UD3). Suppose
Cf is not autocompact. Then by Corollary 5.26 there is a morphism g : Cf →∐

i∈I Di such that Di
∼= Cf and U(g)(U(Cf )) ⊈ U(νi)(U(Di)) for any i ∈ I,

hence U(g)(U(Cf )) ∩ U(νi)(U(Di)) ̸= U(θDi
) for each i ∈ I, where νi, i ∈ I

is the coproduct structural morphism. Let (
∐

i∈I Ci, (µi)i∈I) be the coproduct of
objects Ci ∼= C. Then it is easy to see that there exists ν ∈ Mor(

∐
i∈I Di,

∐
i∈I Ci)

such that U(νi)(U(Di)) ⊆ U(µi)U(Ci) for all i ∈ I by the universal property of
coproduct. Since

U(g)(U(Cf )) ∩ U(νi)(U(Di)) ⊆ U(gf̃)(U(C)) ∩ U(µi)(U(Ci)),
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which implies that

U(gf̃)(U(C)) ∩ U(µi)(U(Ci)) ̸= U(θDi
) and so U(gf̃)(U(C)) ⊈ U(µi)(U(Ci))

for each i. Thus C is not autocompact by Corollary 5.26.

5.4.2 Compactness in extensive categories

Even though our motivation is based on algebraic structures (cf. [3]), it seems to
be useful to clarify the concept of compactness in other classes of categories, as it
may offer useful interconnections of viewpoints, so let us focus here for a moment
on extensive categories: a notion with a wide range of applicability spanning from
being a starting point for construction of distributive categories, which seem to
be the correct setting for study of acyclic programs in computer science (cf. [6],
[9]), to the theory of elementary topoi.

Recall that an extensive category can be characterized as a category B with
(finite) coproducts which has pullbacks along colimit structural morphisms and
in every commutative diagram

X
fz−−−→ Z

gz←−−− Y

fa

⏐⏐↓ ⏐⏐↓ζ ⏐⏐↓gB
A

νA−−−→ A
∐
B

νB←−−− B

the squares are pullbacks if and only if the top row is a coproduct diagram in B
(see [9, Proposition 2.2]). An extensive category B is said to be infinitary extensive
if the coproduct diagram above is considered also for infinite coproducts.

In the rest of the section, by A we shall always mean an extensive category.
The following presentation of properties of extensive categories follows the expo-
sition given at [30] (cf. aslo [9]).

Firstly, a stronger version of the assertion of Lemma 5.27 holds true for
extensive categories:

Lemma 5.30. An object A ∈ A is compact if and only if it is indecomposable.

Proof. See [30, Theorem 3.3].

While compactness in A naturally implies preservation of binary (finite) co-
products, the reverse implication need not hold true in general. It, however,
holds true, if A is inifinitary extensive, so in that case we have the following
characterization, which is analogous to Corollary 5.25:

Proposition 5.31. An object A of infinitary extensive category A is compact if
and only if the corresponding MorA(A,−)-functor preserves binary coproducts.

Proof. See [30, Theorem 3.1].

Corollary 5.32. An object of an infinitary extensive category A is compact if
and only if it is indecomposable.

Proposition 5.33. The category S − Act is infinitary extensive.
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Proof. Let us for i ∈ I consider the following diagram in S − Act with pullback
squares

Ai
αi−−−→ A

fi

⏐⏐↓ ⏐⏐↓f
Bi

νi−−−→
∐

i∈I Bi

and let us prove A is a coproduct of Ai’s. Since we can by [18, 2.2, 2.5]
consider Ai = {(b, a) ∈ Bi × A | νi(b) = f(a)} and

∐
Bi =

⋃̇
i∈Iνi(Bi), then for

each a there exist i ∈ I, b ∈ Bi with νi(b) = f(a), so αi((b, a)) = a. In consequence
A =

⋃
αi(Ai). Assume a ∈ αi0(xi0) ∩ αj0(xj0); then f(a) = fαi0(xi0) ∈ νi0(Bi0),

hence f(a) ∈ νi0(Bi0) ∩ νj0(Bj0) = ∅, so αi(Ai) ∩ αj(Aj) = ∅ for j ̸= i and
A ≃

∐
i∈I Ai.

Example 5.34. (1) Consider the monoid of integers Z = (Z, ·, 1). Then the
Z-act A = 2Z∪3Z shows that the category S−Act0 is not extensive (and so it is
not infinitary extensive). See the following commutative diagram with pullback
squares:

A3
α3−−−→ 2Z ∪ 3Z α2←−−− A2

π̃6Z

⏐⏐↓ ⏐⏐↓π6Z ⏐⏐↓π6Z

Z3
ν3−−−→ Z3

∐
Z2

ν2←−−− Z2,

where A2 = {(0, a) | a ∈ 6Z} ∪ {(1, a) | a ∈ 3 + 6Z}, A3 = {(0, a) | a ∈ 6Z} ∪
{(1, a) | a ∈ 2 + 6Z} ∪ {(2, a) | a ∈ 4 + 6Z}, αi denotes projections on the second
coordinate, while π̃, π on the first one.

(2) The category Top of topological spaces with continuous maps is extensive,
but it is not UD, since it does not satisfy the condition (UD1): the inverse of
a continuous bijection need not be continuous, hence Top is not balanced. Also
note that compactness in Top actually means connectedness (the term connected
object is used in this context rather than compact object). A general topological
space is not a disjoint union (coproduct in Top) of its connected components (this
property defines locally connected topological spaces), which pushes this extensive
category yet further from being a UD-category.

5.5 Categories of S-acts
Let S = (S, ·, 1) be a monoid (or a monoid with zero 0) through the whole
section. Recall that for S both categories S − Act0 and S − Act of S-acts are
UD-categories by Example 5.5. We will use basic properties of these categories
summarized in the axiomatics (UD1)–(UD6) freely in the sequel. For standard
terminology concerning the theory of acts we refer to the monograph [18].

5.5.1 Compact acts

The following consequence of Corollary 5.25 shows that the reverse implication
of [18, Lemma I.5.36] holds true.

Lemma 5.35. Compact objects in the category S − Act are precisely indecom-
posable objects.
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Proof. The category S − Act is infinitary extensive by Proposition 5.33, so the
assertion follows from Lemma 5.30. Alternatively, the assertion follows from [18,
Lemma I.5.36] and Corollary 5.25.

Recall that a left S-act A is called cyclic if there exists a ∈ A for which
Sa = {sa | s ∈ S} = A, and A is called locally cyclic if for any pair a, b ∈ A
there exists c ∈ A such that a, b ∈ Sc. Since cyclic acts are locally cyclic and
locally cyclic acts are indecomposable, we obtain an immediate consequence of
Lemma 5.35:

Corollary 5.36. Every locally cyclic left act is compact in the category S−Act.

Furthermore, we prove a sufficient condition of compactness for both consid-
ered categories of acts.

Proposition 5.37. Every cyclic left act is compact in both categories S − Act
and S − Act0.

Proof. By Corollary 5.36 we only need to prove the claim for the category S −
Act0. Since any factor of a cyclic act is cyclic, and so indecomposable, the
Proposition 5.27 gives us the result in the category S − Act0.

The corresponding variant of Lemma 5.35 as the criterion of compactness in
the category S−Act0 shall deal with all factors of an act, namely, compact objects
in the category S−Act0 are precisely objects whose every image is indecomposable
by Proposition 5.27.

The following example shows that in the case of the category S − Act0 the
implication in Proposition 5.37 cannot be inverted in general:

Example 5.38. Let Z = (Z, ·, 1) be a monoid with zero.
(1) Consider again Z-act A = 2Z ∪ 3Z from Example 5.34. Then A is an

indecomposable act which is not compact in the category S−Act0. Indeed, if we
consider the morphism f6 : A → Z6 given by f6(a) = a mod 6, then the image
f6(A) = {0, 2, 4}∪{0, 3} decomposes, hence it is not compact by Proposition 5.27.

(2) Every abelian group is compact in the category Z − Act since every Z-
subact contains 0. More generally, for a monoid S with zero, any A ∈ S − Act0
can be recognized as an object of S − Act and it becomes indecomposable in
Z − Act , hence compact by Lemma 5.35.

In compliance with [18, Definition 4.20] recall that for a subact B of an act A
the Rees congruence ρB on A is defined by setting a1ρa2 if a1 = a2 or a1, a2 ∈ B.
The corresponding factor act A/B is called Rees factor of A by B then.

Lemma 5.39. Let A ∈ S − Act0 and A1 and A2 be its proper subacts. If A =
A1 ∪ A2 and Ai \ (A1 ∩ A2) ̸= ∅ for both i = 1, 2, then A is not compact in
S − Act0.

Proof. Consider the projection π of A onto the Rees factor A/ (A1 ∩ A2), which
is decomposable into π(A1)

∐
π(A2). Now use Corollary 5.25.
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Note that a subact B of an act A can be viewed as an subobject (B, ι) of A
with the inclusion morphism ι and recall that a subact B of a left S-act A (in
S −Act or S −Act0) is called superfluous if B ∪C ̸= A for any proper subact C
of A (see [19, Definition 2.1]). An act is called hollow if each of its proper subacts
is superfluous (see [19, Definition 3.1]). Note that the situation of Lemma 5.39 is
precisely that of non-hollow acts.

Proposition 5.40. An S-act A is compact in the category S − Act0 if and only
if it is hollow.

Proof. Suppose A is hollow and it is not compact, i.e., there is a decomposable
factor π(A) = A1

∐
A2 by Proposition 5.27. Then the preimages π−1(A1) and

π−1(A2) form subacts of the act A such that A = π−1(A1)∪π−1(A2)A, but neither
of π−1(Ai) equals A. Since the decomposition is proper, we get a contradiction.

On the other hand, if A is not hollow, use the construction of Lemma 5.39.

5.5.2 Steady monoids

In accordance with the definition of steady rings (cf. [8, 12, 28]) we say that a
monoid (resp. monoid with zero element) S is left steady (resp. left 0-steady)
provided every compact left act in the category S − Act (resp. S − Act0) is
necessarily cyclic. Note that every cyclic act is compact by Proposition 5.37.

Example 5.41. (1) If S is a group, then it is easy to see that indecomposable
S-acts are cyclic. Hence compact S-acts are precisely cyclic ones by [18, Theorem
I.5.10] (cf. Theorem 5.17), thus groups are (left) steady monoids.

(2) The Prüfer group Zp∞ is a compact act over the monoid (N,+, 0). Clearly,
it is not a cyclic N-act, as it is not a cyclic Z-act. Hence (N,+, 0) is not steady.

The following assertion presents an analogy of the description of compact
projective objects in categories of modules.

Proposition 5.42. Let C be either S − Act or S − Act0. Then a projective left
act is compact in C if and only if it is cyclic.

Proof. For the direct implication note that, by Theorem 5.20 any projective act
has a decomposition into indecomposable projective subacts, since both S −Act
and S − Act0 are UD-categories. As it is compact, it is indecomposable by
Proposition 5.27. Now the result follows from Lemma 5.21 since S generates
both of the categories S − Act and S − Act0.

The reverse implication is a consequence of Proposition 5.37.

A monoid S is called left perfect (left 0-perfect) if each A ∈ S − Act (A ∈
S − Act0) has a projective cover, i.e., there exists (up to isomorphism unique)
a projective S-act P and an epimorphism f : P → A such that for any proper
subact P ′ ⊂ P the restriction f |P ′ : P ′ → A is not an epimorphism (cf. [15, 17]).

Analogously to the case of perfect rings, which are known to be steady, we
prove that 0-perfect monoids are 0-steady.

Proposition 5.43. Let S be a monoid with zero. If S is left 0-perfect, then
compact objects of S − Act0 are precisely cyclic acts. Hence S is left 0-steady.
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Proof. Let A be a compact S-act and π ∈ Mor(P,A) be a projective cover of A.
Assume that P is not irreducible with a nontrivial decomposition (P0, P1). Then
neither π(P0) nor π(P1) is not equal to A and B = π(P0)∩π(P1) is a subact of A.
Then (π(P0)/B, π(P1)/B) forms a decomposition of Rees factor A/B. Note that
it is non-trivial, otherwise π(P0) ⊆ π(P1) or π(P1) ⊆ π(P0) which contradicts to
the fact that π(P0) ̸= A ̸= π(P1). Since every factor of A is indecomposable by
Lemma 5.35, we obtain a contradiction.

5.5.3 Autocompact acts

Let us formulate a direct consequence of Lemma 5.28 and Proposition 5.29:

Lemma 5.44. Let C be an a autocompact object in either S−Act0 or S−Act and
let φ be an endomorphism of C. Then φ(C) is autocompact and indecomposable,
in particular, C is indecomposable.

Now we can formulate a criterion of autocompactness in S − Act (cf. [22,
Lemma 4.1]):

Theorem 5.45. The following conditions are equivalent for an act C ∈ S−Act:

(1) C is autocompact,

(2) C is compact,

(3) C is indecomposable.

Proof. The implication (2)⇒(1) is clear, the implication (1)⇒(3) follows from
Lemma 5.44 and the equivalence (2)⇔(3) is proved in Lemma 5.35.

Example 5.46. Consider the monoid Z = (Z, ·, 1) and the Z-act A = 2Z ∪ 3Z
from Examples 5.38 and 5.34. Then A is autocompact in S −Act0, since for any
morphism A →

∐
i∈I Ai with Ai ∼= A, the component in which the image lies is

determined by the image of the element 6.

The previous example shows that within the category S − Act0 the class of
autocompact acts is in general strictly larger than the class of compact acts;
whereas the following example will show that the class of autocompact acts is in
general strictly smaller than that of indecomposable objects, even for left perfect
monoids.

Example 5.47. Consider the commutative monoid S = ({0, 1, s, s2} , ·, 1) (which
could be embedded into the multiplicative monoid of the factor ring Z[s]/(s3))
with the following multiplication table:

· 0 1 s s2

0 0 0 0 0
1 0 1 s s2

s 0 s s2 0
s2 0 s2 0 0

.

Then consider the S-act A = {x, y, z, t, θ} with the action of S given as follows:

0 · a = θ, 1 · a = a for any a ∈ A
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s · x = s · y = z, s · z = t, s · t = θ.

Then A is indecomposable, while the Rees factor A/ ⟨z⟩ decomposes into two
isomorphic components (so A is not compact), each of which can be mapped
onto ⟨t⟩ ≤ A, hence A is not autocompact.

One can furthermore prove that S is left perfect using [15, Theorem 1.1].

For S-acts A1, A2 ∈ S − Act0 denote by πi : A1

∐
A2 → Ai, i = 1, 2 the

canonical projections and note that any canonical projection is a correctly defined
morphism in the category S − Act0.

Lemma 5.48. Let C,C1, C2 ∈ S −Act0 and C ∼= C1
∼= C2. Then C is autocom-

pact if and only if for each morphism f : C → C1

∐
C2 there exists i such that

πif(C) = θ.

Proof. The direct implication follows immediately from Corollary 5.26.
If C is not autocompact, then by Corollary 5.26 there exists a morphism

f : C →
∐

i∈I Ci where Ci ∼= C and there exist i ̸= j such that such that
f(C) ⊈ νi(Ci) and f(C) ⊈ νj(Cj). Thus it is enough to compose f with the
canonical projection to Ci

∐
Cj.

For a pair B1, B2 of subacts of a left S-act A with inclusions ιi : Bi → A
denote by ρB1B2 : B1

∐
B2 → A the unique morphism satisfying ρB1B2νi = ιi

for i = 1, 2, where νi denotes the coproduct structural morphism. We finish the
paper by a characterization of non-autocompact S-acts in the category S−Act0,
which can by provided by narrowing the class of non-hollow (i. e. non-compact)
acts by

Proposition 5.49. The following conditions are equivalent for a triple of iso-
morphic acts A,A1, A2 in the category S − Act0:

(1) A is not autocompact in S − Act0,

(2) there exists a pair B1, B2 of proper subacts of A satisfying A = B1∪B2 and
there exists a morphism f : B1

∐
B2 → A1

∐
A2 such that πif(B1

∐
B2) ̸=

θAi
for i = 1, 2 and kerρB1B2 ⊆ ker f .

Proof. Sufficiency follows from the Homomorphism Theorem [18, Theorem 4.21]
which ensures the existence of a morphism f ′ : A → A1

∐
A2, which turns to

be the witnessing morphism for non-autocompactness thanks to the property
πif(B1

∐
B2) ̸= θAi

for both i = 1, 2.

B1

∐
B2

f−−−→ A1

∐
A2

ρB1B2

⏐⏐↓ ↑⏐⏐f ′
A A

Let g : A → A1

∐
A2 be the morphism witnessing non-autocompactness by

Lemma 5.48, hence πig(A) ̸= θAi
for both i = 1, 2. Let νi : Ai → A1

∐
A2 denote

the coproduct structural morphism and set Bi = g−1 (g (A) ∩ νi (Ai)); then clearly
A = B1 ∪B2. Set now f = gρB1B2 .
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Chapter 6

Perfect monoids with zero and
categories of S-acts

The usefulness of the notion of projective cover within the context of module
theory has been confirmed in countless occasions since the publication of the
founding works of Bass [2], who coined the term, and Eilenberg [4], who effectively
considered the notion for the first time. Together with the idea of projective cover,
the closely related notion of a perfect ring, for which projective covers exist in
the corresponding module category, appears. The definition of both terms uses a
purely categorial language, yet structural and homological characterizations can
be given, e.g.,

Theorem 6.1. [2] The following conditions are equivalent for a ring R

1. R is left perfect

2. R satisfies d.c.c. on principal right ideals

3. the class of projective R-modules coincides with the class of flat R-modules.

The corresponding notion within the branch of monoids and acts turned out to
be similarly fruitful with applications to category theory and topological monoids
(see [6]). Note that the Theorem 6.1 has its counterpart stated for monoids:

Theorem 6.2. [5, 6, 8] The following conditions are equivalent for a monoid S

1. S is left perfect

2. R satisfies the minimum condition on principal right ideals and each left
S-act satisfies the a.c.c for cyclic subacts

3. the class of projective S-acts coincides with the class of strongly flat left
S-acts.

The previous result as well as other results have been formulated and consid-
ered within the context of the category S − Act (see below), but for a monoid
with zero, the monograph [9] introduces another natural category, S−Act0, which
turns out to possess notably different categorial properties regarding e.g. its ex-
tensivity or compactness of objects (cf. [3]), hence the question of relationship
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of these two categories from the viewpoint of perfectness arises naturally and the
aim of the present paper is an investigation on this topic.

The question of perfectness appears to be related to the problem over which
monoids S (or rings) there exists a non-cyclic act such that the corresponding
covariant Hom-functor from a category of S-acts (or S-modules) commutes with
coproducts (such monoid is then called non-steady). It is known that non-steady
monoids are necessarily non-perfect in the category S − Act (as well as in the
case of modules).

The main tool of the paper is the functor F : S − Act → S − Act0 gluing
all zero elements to one using Rees factor. It allows translating the properties
of S − Act to the category S − Act0. Namely, Theorem 6.18 shows that the left
perfectness of categories S − Act and S − Act0 coincide and a monoid with zero
is left perfect if and only if it is left 0-perfect and it is left 0-steady if and only if
it satisfies the ascending chain condition on cyclic subacts by Theorem 6.22.

6.1 Preliminaries
Before we begin the exposition, let us recall some necessary terminology and
notations.

Let S = (S, ·, 1) be a monoid and A a nonempty set. If there exists a mapping
− · − : S × A → A satisfying the following two conditions: 1 · a = a and
(s1 · s2) · a = s1 · (s2 · a) then A is said to be a left S-act and it is denoted SA.
A mapping f : SA → SB is a homomorphism of S-acts (an S-homomorphism)
provided f (sa) = sf (a) holds for all pairs s ∈ S, a ∈ A. In compliance with
[9, Example I.6.5.] we denote by S − Act the category of all left S-acts with
homomorphisms of S-acts and S − Act the category S − Act enriched by an
initial object S∅. Let the monoid S contain a (necessarily unique) zero element
0, which satisfies 0 ·s = s ·0 = 0 for all s ∈ S. Then the category of all left S-acts
A with a unique zero element θA = 0A and homomorphisms of S-acts compatible
with zero as morphisms will be denoted S − Act0. Observe that θ := {0} is the
initial object of the category S − Act0 (but not of the category S − Act).

Recall that both of the categories S − Act and S − Act0 are complete and
cocomplete [9, Remarks II.2.11, Remark II.2.22]. In particular, the coproduct of
a system of objects (Ai, i ∈ I) is

(i)
∐

i∈I Ai =
⋃̇
Ai in S-Act by [9, Proposition II.1.8] and

(ii)
∐

i∈I Ai = {(ai) ∈
∏

i∈I Ai| ∃j : ai = 0∀i ̸= j} in S-Act0 by [9, Remark
II.1.16].

Recall that for a subact B of an act A the Rees congruence ρB on A is defined
by setting a1ρa2 if a1 = a2 or a1, a2 ∈ B and the corresponding factor act is
denoted by A/B (cf. [9, Definition 4.20] )

6.2 The functor F between categories of S-acts
Throughout the paper, all monoids are considered to contain the zero element
0, in particular, S denotes a monoid (S, ·, 1) with the zero element 1 and we
suppose that 0 ̸= 1.
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Let A be a left S-act. Since Sz = 0z = z for each z ∈ 0A = {0a |∈ A} we say
that 0A is a set of zero elements. Observe that 0A can contain more than one
element in general and notice that while a morphism α : C → D in the category
S − Act0 is required to preserve the unique zero, i. e., α(θC) = θD, the category
S−Act is less restrictive: for a morphism β : A→ B the image of a zero element
of A from the set 0A is some zero element of B, in other words β(0A) ⊆ 0B.
This leads to the following idea:

Define the functor F from the category S − Act to the category S − Act0 as
follows:

• for an object A ∈ S − Act, let F(A) = A/0A, i. e. the S-act obtained by
gluing all zeroes of A together or, in other words the image of the natural
projection onto the Rees factor π0A : A↠ A/0A

• for a morphism α : A → B define F(α) in the natural way so that the
following square commutes:

A F(A)

B F(B)

π0A

α F(α)

π0B

The morphism F(α) can be obtained from the Homomorphism Theorem [9,
Theorem 4.21], since kerπ0A ⊆ kerπ0Bα. The explicit formula for F(α) is then:{

F(α)([a]) = [α(a)] for a ̸∈ 0A

F(α)(θF(A)) = θF(B)

.

Now we formulate the key categorial observation on F; for the definition of a
reflective subcategory we refer, e.g. to [1, Definition 4.16].

Proposition 6.3. The category S−Act0 is a reflective subcategory of the category
S − Act via the reflector F.

Proof. Firstly, we show that S − Act0 is a full subcategory of S − Act, i.e. we
have MorS−Act(A,B) = MorS−Act0(A,B). For A,B ∈ S − Act0 consider an
f ∈ MorS−Act(A,B). Both A,B being objects of S − Act0 have their respective
unique zeros θA, θB. Let f(θA) = b ∈ B. Then

f(θA) = f(0θA) = 0f(θA) = θB = 0θB

so f preserves zero and as a consequence f ∈ MorS−Act0(A,B). The reverse
inclusion of morphism sets is clear.

Let now be A ∈ S−Act, X ∈ S−Act0 and f : A→ X a morphism in S−Act.
We claim that F(f) is the unique morphism in MorS−Act0(F(A), X) that makes
the following square commute:

A F(A)

X F(X) = X

π0A

f F(f)

Indeed, if β : F(A) → X satisfies βπ0A = F(f)π0A, then β = F(f), since π0A
is surjective.
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Example 6.4. (1) Let S be an arbitrary non-trivial monoid and consider A1 =
{θ} and A1 = A1

∐
A1 = {θ1, θ2} are two acts in S −Act. Then F(A1) = F(A2).

Note that the functor F is not faithful since |Hom(A1, A2)| = 2, while by
applying F, we get |Hom(F(A1),F(A2))| = |Hom(A1, A1)| = 1.

(2) The functor F is not left-exact (i.e. it does not preserve finite limits):
consider the monoid S = (Z2, ·, 1) and the S-act A = {θA, a} with Cayley graph
(omitting unit loops)

a θA.
0

Put B = A∪̇θS, an object of S − Act with two zeros. Then F(B
∏
B) has 6

elements, while F(B)
∏

F(B) = A
∏
A is a 4-element act.

The previous examples show that F(A) cannot be considered in a reasonable
way an analogy of localization or completion of A.

Lemma 6.5. The functor F preserves coproducts.

Proof. Since F is a reflector, hence a left adjoint (of the embedding functor S −
Act0 ↪→ S − Act), it preserves colimits by the dual assertion of [10, Theorem 1,
page 114].

Recall that an act P is projective, if for any pair of acts A,B, a homomorphism
α : P → B and an epimorphism π : A→ B, there exists a morphism α : P → A
in C such that α = πα.

Lemma 6.6. Let P ∈ S−Act be projective. Then F(P ) is projective in S−Act0.

Proof. Let the projective situation in S − Act0 be given:
F(P )

A

B

f

π

Since S − Act0 is a subcategory of S − Act and we have π0P : P ↠ F(P ),
the projectivity of P provides a morphism α : P → B in S − Act such that
πα = fπ0P ; furthermore, kerπ0P ⊆ kerα, hence α factorizes through π0P via
some α′ : F(P )→ B:

P F(P )

A

B B

α

π0P

f

α′

π0B=id

π

In total: πα′π0P = πα = fπ0P and since π0P is an epimorphism, we get
πα′ = f .

Let as observe that the description of projectivity in S−Act0 works similarly
as in S − Act [9, Theorem III.17.8].

Lemma 6.7. For an indecomposable projective act A in S−Act0 there exists an
idempotent e ∈ S such that A ∼= Se.

Proof. We follow the arguments of the proof of [9, Proposition III.17.7].
By [3, Lemma 4.4] there exist a retraction p : S → A and a coretraction

i : A → S such that pi = idA. If we put e = ip(1) it is easy to see that
e = ip(1) = ip(e) = e2 and A ∼= i(A) = Se.
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Proposition 6.8. An act A is projective in S − Act0 if and only if there exist
idempotents ei, i ∈ I such that A =

∐
i∈I Sei.

Proof. We follow the arguments of the proof of [9, Theorem III.17.8].
By [3, Theorem 4.3], A is an projective act if and only if it is isomorphic

to a direct sum of indecomposable projective acts. Since every indecomposable
projective act is isomorphic to Se for some idempotent e by Lemma 6.7, it remains
to observe that for each act Se, where e is an idempotent, the inclusion morphism
i : Se→ S forms a coretraction and the projection p : S → Se given by the rule
p(s) = se forms a retraction and since S is projective, Se is projective, too.

Now, we show that locally cyclic acts contains only one zero-element.

Lemma 6.9. Any cyclic S-act A contains a unique zero element θA.

Proof. Since the act A is cyclic, there exists a g ∈ G for which A = Sg. Let θ
be a zero element of A. Then there exists an s ∈ S such that θ = s · a, and so
θ = 0θ = 0sa = 0a. Thus 0A = {θ}.

Recall that an S-act is locally cyclic, if for any pair of elements a1, a2 ∈ A
there exists a b ∈ A with ai ∈ Sb for i = 1, 2.

Corollary 6.10. If A is a locally cyclic S-act, then it contains a unique zero
element θA, the morphism π0A is bijective, and we can assume F(A) = A.

For any act A ∈ S − Act we can consider the one-element S-act Sθ being
adjoined, A ∪̇ Sθ ≃ A

∐
S θ. Therefore define a property P of an S-act A ∈ S−Act

to hold up to zeros in the case A ≃ A′ ∪̇
⋃̇
i∈I Sθ, A

′ cannot be decomposed as
A′′ ∪̇ Sθ and it has the property P . Call then A′ the substantial summand of A.
Finally, a subact B of A is said to be superfluous if B ∪ C ̸= A for each proper
subact C of A.

Note that in S − Act0 the adjunction of Sθ is trivial, since A
∐

S θ ≃ A,
and let us list now some elementary properties of zero elements and substantial
summands.

Lemma 6.11. Let A ∈ S − Act.

1. If ∅ ≠ C ⊆ 0A, then C =
⋃̇
c∈C{c} ∼=

∐
c∈C θ is a subact of A.

2. If B is a subact of A satisfying A = B ∪ 0A, then A ∼= B
∐
(0A \ B) ∼=

B
∐
(
∐

c∈0A\B θ).

3. A contains a substantial summand.

4. If A is indecomposable, then it is the substantial summand of itself and 0A
is a superfluous subact of A.

Proof. (1) It is clear as Sc = c = 0c for all c ∈ 0A.
(2) Since A = B∪̇(0A \B) and (0A \B) ⊆ 0A, the claim follows from (1).
(3) By [9, Theorem I.5.10] there exists, up to a permutation, a unique decom-

position A =
⋃̇
i∈IAi of A into indecomposable subacts. If we put B =

⋃̇
{Ai |

Ai ⊈ 0A} and C =
⋃̇
{Ai | Ai ⊆ 0A}, then A = B∪̇C ∼= B

∐
(
∐

c∈C θ) by
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(1) and (2), hence B is the substantial summand of A by the uniqueness of the
decomposition.

(4) If B is a subact of an indecomposable act A such that B ∪ 0A = A, then
A ∼= B

∐
(
∐

θ∈0A\B θ) by (2), hence we have 0A ⊆ B and B = A.

Lemma 6.12. If A ∈ S − Act such that F(A) is a nonzero cyclic S-act, then A
is, up to zeros, cyclic.

Proof. As F(A) = π0A(A) is cyclic, there exists g ∈ A such that F(A) =
Sπ0A(g), hence A = Sg ∪ 0A by the definition of the Rees factor. Since A ∼=
Sg

∐
(
∐

c∈0A\Sg θ) by Lemma 6.11(2), A is, up to zeros, cyclic.

Note that the image nor the preimage under F of an indecomposable act may
not be indecomposable, as the following examples illustrate:

Example 6.13. (1) Consider the monoid S from Example 6.4(2) and the S-act
A = {θA, a, b} with Cayley graph (omitting unit loops)

a θA b.0 0

Then A is indecomposable in S − Act, but F(A) = A is decomposable in
S − Act0.

(2) For any indecomposable A ∈ S−Act0 and a nonempty index set I, the act
B = A

⋃̇
i∈I (θi) ∈ S − Act is decomposable with F(B) ≃ F(A) indecomposable.

Recall that projective objects of both categories S − Act and S − Act0 are
isomorphic to coproducts (in the respective category)

∐
i∈I Sei of cyclic S-acts of

the form Sei with ei ∈ S idempotents by [9, Proposition 17.8] and Proposition 6.8.

Example 6.14. The functor F is not bijective on the class of projective objects of
S−Act for any monoid S, as there exists a non-projective A ∈ S−Act with F(A)
projective: consider the coproduct A = S1∪̇S2, where Si ∼= S. Then F(S1∪̇S2) is
not projective in S−Act while F(F(S1∪̇S2)) = F(S1∪̇S2) is projective in S−Act0
by Lemma 6.5. In particular, A = {(a, b) ∈ Z2 | a = 0 ∨ b = 0} is not projective
in Z− Act and F(A) ∼= A is projective in Z− Act0.

6.3 Perfect monoids
Recall that for an act A, a pair (C, f) is a cover provided f : C → A is an
epimorphism, and for any proper subact C ′ ⊂ P the restriction f |C′ : C ′ → A
is not an epimorphism in the corresponding category. A cover (P, f) is called
projective in case P is projective (cf. [9, chapter 17]). Note that a projective
cover is maximal among all covers.

Lemma 6.15. Let (P, f) be a projective cover of A in the category S−Act. Then
(F(P ),F(f)) is a projective cover of F(A) in the category S − Act0.

Proof. By Lemma 6.6, F(P ) is projective. Let Q ⊊ F(P ) be a subact and put
Q̃ = π−1

0P (Q). Then 0P ⊆ Q̃ ⊊ P , hence f(Q̃) ̸= A by the hypothesis and
0A = 0f(P ) = f(0P ) ⊆ f(Q̃), as f is surjective. It implies that π0A(Q̃) ̸=
π0P (A) = F(A), thus

F(f)(Q) = F(f)(π0P (Q̃)) = π0Af(Q̃)) ̸= F(A).
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In analogy with module categories, call a monoid left perfect (left 0-perfect)
if each A ∈ S − Act (A ∈ S − Act0) has a projective cover (cf. [3, 6, 8]). Let us
recall a characterization of left-perfect monoids:

Theorem 6.16. [6, 1.1] A monoid S is left-perfect if and only if each cyclic
S-act has a projective cover and every locally cyclic S-act is cyclic.

Proposition 6.17. If a monoid S is left-0-perfect, then it is left perfect.

Proof. Suppose that S is left-0-perfect and let us prove the two conditions from
Theorem 6.16.

First suppose that A ∈ S − Act is a locally cyclic act. Then A contains a
unique zero θA and A ∼= π0A(A) can be considered an act of the category S−Act0
by Corollary 6.10. Let f : P → A be a projective cover in S − Act0. We show
that P is indecomposable.

Applying Proposition 6.8 assume to the contrary that P = P1

∐
P2 is a non-

trivial decomposition, where P1 = Se is cyclic. Since f(P ) = A = f(P1) ∪ f(P2),
there exists y ∈ A \ f(P1) and there exists z ∈ f(P2) such that f(e), y ∈ Sz ⊆
f(P2). Hence f(P1) ⊆ Sz ⊆ f(P2), and so A = f(P1) ∪ f(P2) = f(P2), a
contradiction.

Since P is indecomposable, P ∼= Se for an idempotent e ∈ S by Lemma 6.7,
which implies that A is cyclic. Furthermore, as Se is a projective act also in the
category S−Act by [9, Proposition 17.8], the morphism f constitutes a projective
cover in S − Act.

Theorem 6.18. A monoid is left perfect if and only if it is left 0-perfect.

Proof. The direct implication follows from Lemma 6.15 and the reverse one is
proven by Proposition 6.17.

Example 6.19. By [6], the examples of monoids which are left perfect (the
argument does not require the zero) comprise: monoid of square matrices over
a division ring, and finite monoids. By Theorem 6.17, the former is also left-0-
perfect, while the latter in case it contains a zero element.

On the other hand, in the case of another class of perfect monoids (without
zero) mentioned in [6], groups, the presented result cannot be employed, as adding
0 to a group may in general change the situation notably (see Example 6.23
below).

6.4 Steady monoids
An S-act A is called hollow if each of its proper subacts is superfluous (cf. [7,
Definition 3.1]). It is easy to see that hollow acts are indecomposable in both
categories S − Act and S − Act0 (see [7, Theorem 3.4] and [3, Propositions 5.6
and 6.6]).

In compliance with [3] call an act C ∈ S − Act (∈ S − Act0, resp.) compact,
if the corresponding covariant Hom-functor commutes with coproducts, i.e. for
any family (Ai, i ∈ I) of S-acts in the given category, for the natural functor

76



Hom(C,−) : S−Act→ Set (S−Act0 → Set, resp.) we have a surjective natural
morphism

Hom(C,
∐
i∈I

Ai)→
∐
i∈I

Hom(C,Ai)→ 0.

Recall that an act in the category S−Act is compact if and only if it is hollow
by [3, Proposition 6.6]. It is easy to see that cyclic acts are compact and we say
that a monoid S is left steady (resp. left 0-steady) if every compact act in the
category S − Act (resp. S − Act0) is cyclic (see [3, 6.2]).

Lemma 6.20. Let A be an act in S−Act such that 0A is superfluous in A. Then
A is hollow in the category S −Act if and only if F(A) is hollow in the category
S − Act0.

Proof. Let A be hollow and F(A) = B1 ∪ B2 for subacts Bi, i = 1, 2. Then
A = π−1

0A(B1) ∪ π−1
0A(B2), hence there exists i such that A = π−1

0A(Bi) and so
F(A) = π0A(A) = Bi. Thus F(A) is hollow.

Conversely, suppose that A = B1 ∪B2 for subacts Bi of A and i = 1, 2. Then
F(A) = π0A(B1) ∪ π0A(B2) and so there exists i for which F(A) = π0A(Bi). It
implies that Bi ∪ 0A = A, thus Bi = A since 0A is superfluous in A.

Recall a description of the monoid structure via a property of hollow acts,
which is employed in the next result:

Lemma 6.21. [7, Lemma 3.8] A monoid S satisfies the ascending chain condition
on cyclic subacts of an arbitrary S-act if and only if every hollow act in S −Act
is cyclic.

Theorem 6.22. A monoid S is left 0-steady if and only if it satisfies the ascend-
ing chain condition on cyclic subacts.

Proof. By Lemma 6.21 it is enough to prove that S is left 0-steady if and only if
every hollow S-act in S − Act is cyclic.

Let S be left 0-steady and let A be a hollow S-act in S − Act. Since A is
indecomposable, 0A is superfluous by Lemma 6.11. Applying Lemma 6.20 we
obtain that F(A) is hollow in the category S − Act0, which implies that F(A) is
compact in S − Act0 by [3, Proposition 6.6]. Thus F(A) = π0A(A) is cyclic by
the hypothesis and by Lemma 6.12 we get A = Sa ∪ 0A. Finally, since 0A is
superfluous, A is cyclic.

Conversely, suppose that A is a compact act in the category S − Act0. Then
it is hollow by [3, Proposition 6.6], and so indecomposable. Now, it follows from
Lemmas 6.11 and 6.20 that A ∼= F(A) is hollow in S − Act, hence it is cyclic by
the hypothesis.

We conclude the paper by an example.

Example 6.23. Any group G is right steady by [3, Example 6.7(1)], however
0-steadiness of a monoid G0 obtained from G by adding a zero element depends
on the structure of subgroups by the last theorem. In particular Q∗ is steady,
while Q is not 0-steady.
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