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Abstract:

Lucas sequences are constant-recursive integer sequences with a long history of applications in cryptography, both in the design of cryptographic schemes and cryptanalysis. In this work, we study the sequential hardness of computing Lucas sequences over an RSA modulus.

First, we show that modular Lucas sequences are at least as sequentially hard as the classical delay function given by iterated modular squaring proposed by Rivest, Shamir, and Wagner in the context of time-lock puzzles. Moreover, there is no obvious reduction in the other direction, which suggests that the assumption of sequential hardness of modular Lucas sequences is strictly weaker than that of iterated modular squaring. In other words, the sequential hardness of modular Lucas sequences might hold even in the case of an algorithmic improvement violating the sequential hardness of iterated modular squaring.

Second, we demonstrate the feasibility of constructing practically efficient verifiable delay functions based on the sequential hardness of modular Lucas sequences. Our construction builds on the work of Pietrzak (ITCS 2019) by leveraging the intrinsic connection between the problem of computing modular Lucas sequences and exponentiation in an appropriate extension field.

Keywords: Lucas sequences, verifiable delay function, modular squaring, strong primes
## Contents

1 Introduction  
   1.1 Overview ................................................. 2  
   1.2 Our Approach to VDFs  .................................... 3  
   1.3 Our Techniques ........................................... 5  
   1.4 Related Work ............................................ 7  
   1.5 Organisation ............................................. 8  

2 Preliminaries  
   2.1 Verifiable Delay Functions  .............................. 9  
   2.2 Proof Systems ............................................ 11  

3 DF from Lucas sequences  12  
   3.1 Atomic operation ......................................... 12  
   3.2 Construction .............................................. 13  
   3.3 Reduction to RSW puzzles ................................. 14  

4 VDF from Lucas sequences  15  
   4.1 Structure of $\mathbb{Z}_N[x]/(x^2 - Px + Q)$ .................. 15  
   4.2 Strong groups and strong primes ......................... 16  
   4.3 Interactive protocol ..................................... 17  
      4.3.1 Restriction to elements of $(\mathbb{Z}_N^*)^{(a)}$ ....... 18  
      4.3.2 Description of interactive protocol for our VDF ...... 19  
      4.3.3 Security proof ....................................... 20  
   4.4 Generating strong primes ................................. 21  
   4.5 Construction ............................................. 22  

5 Linear recurrences of higher order  25  

6 Conclusion  27  

Bibliography  28  

A Analogue for Wesolowski’s construction .................. 33  

B Safe primes modulus ...................................... 34  

C Strong primes example .................................... 36
1. Introduction

1.1 Overview

A Verifiable Delay Function (VDF) is a function that satisfies two properties. First, it is a delay function, which means it must take a prescribed time $T$ to compute $f$, irrespective of the amount of parallelism available. Second, it should be possible for anyone to quickly verify – say, given a short proof $\pi$ – the value of the function (even without resorting to parallelism), where by quickly we mean that the verification time should be independent or significantly smaller than $T$ (e.g., logarithmic in $T$). If we drop either of the two requirements, then the primitive turns out trivial to construct. For instance, for an appropriately chosen hash function $h$, the delay function $f(x) = h^T(x)$ defined by iterated hashing is a natural heuristic for an inherently sequential task which, however, seems hard to verify more efficiently than by recomputing. On the other hand, the identity function $f(x) = x$ is trivial to verify but also easily computable. Designing a simple function satisfying the two properties simultaneously proved to be a nontrivial task.

The notion of VDFs was introduced in [LW17] and later formalised in [BBBF18]. In principle, since the task of constructing a VDF reduces to the task of incrementally-verifiable computation [Val08, BBBF18], constructions of VDFs could leverage succinct non-interactive arguments of knowledge (SNARKs): take any sequentially-hard function $f$ (for instance the iterated hashing) as the delay function and then use the SNARK on top of it as the mechanism for verifying the computation of the delay function. However, as discussed in [BBBF18], the resulting construction is not quite practical since we would rely on a general-purpose machinery of SNARKs with significant overhead. Moreover, the VDF construction would inherit the non-standard knowledge-of-exponent assumption on which the current constructions of SNARKs rely on.

Efficient VDFs via algebraic delay functions

VDFs have recently found interesting applications in the area of cryptocurrency [CP19b], where efficiency is an important factor. This has resulted in a flurry of constructions that are tailored with the application and practicality in mind. They rely on more algebraic, structured delay functions that often involve iterating an atomic operation so that one can resort to simpler machinery than SNARKs to achieve verifiability. These constructions involve a range of algebraic setups like the RSA modulus [Pie19, Wes19], permutation polynomials over finite fields [BBBF18], and isogenies of elliptic curves [FMPS19, Sha19].

The constructions in [Pie19, Wes19] are arguably the most practical and the mechanism that underlies their delay function is the same: carry out iterated squaring in the RSA modulus or, more generally, any group of unknown order (e.g. class groups of an imaginary quadratic fields). What distinguishes these two proposals is the way verification is carried out: while Pietrzak [Pie19] resorts to an LFKN-style recursive proof system [LFKN92], Wesolowski [Wes19] uses a clever linear decomposition of the exponent. The constructions from [FMPS19, Sha19], on the other hand, work in the algebraic setting of isogenies of elliptic
curves. Since no analogue of square and multiply is known for this setting, these constructions simply rely on “exponentiation”. That said, these constructions are far from being practically efficient.

**Squaring and sequentiality** Since the delay function that underlies the VDF in both [Pie19] and [Wes19] is the same, they also end up relying on the same hardness assumption, that iterated squaring is inherently sequential in a group of unknown order (suggested in the context of time-lock puzzles by Rivest, Shamir, and Wagner [RSW96]). As shown in [BS07], modular exponentiation, and hence modular repeated squaring, is amenable to parallelism when carried out in batches. Therefore, it would be prudent to have efficient VDFs based on other atomic operations than modular squaring. This constitutes one of the main motivations of our work and, as we show, it is indeed possible without having to sacrifice efficiency by a large margin.

### 1.2 Our Approach to VDFs

In this work, we construct verifiable delay functions that are of a different flavour compared to the known constructions. The sequentiality of our delay function relies on an atomic operation that is related to the computation of so-called Lucas sequences [Luc78, Leh30], explained next. Integer sequences like Fibonacci numbers and Mersenne numbers are special cases of Lucas sequences.

**Lucas sequence** A Lucas sequence is a constant-recursive integer sequence that satisfies the recurrence relation

\[ x_n = Px_{n-1} - Qx_{n-2} \]

for integers \( P \) and \( Q \). Specifically, we focus on Lucas sequences \( U_k \) and \( V_k \) defined below.

**Definition 1.** For \( P, Q \in \mathbb{Z} \) we define Lucas sequences of integers \( (U_k(P, Q))_{k \in \mathbb{N}} \) and \( (V_k(P, Q))_{k \in \mathbb{N}} \) recursively by

\[
V_0 = 2, \quad V_1 = P, \quad V_k = PV_{k-1} - QV_{k-2} \quad \text{and} \\
U_0 = 0, \quad U_1 = 1, \quad U_k = PU_{k-1} - QU_{k-2}.
\]

The sequences can be alternatively defined by the characteristic polynomial \( z^2 - Pz + Q \). Specifically, given the discriminant \( D = P^2 - 4Q \) of the characteristic polynomial, one can alternatively compute the sequences in the extension field \( \mathbb{Z}[\sqrt{D}] \simeq \mathbb{Z}[z]/(z^2 - D) \) using the identities

\[
U_n = \frac{\omega^n - \overline{\omega}^n}{\omega - \overline{\omega}} \quad \text{and} \quad V_n = \omega^n + \overline{\omega}^n,
\]

where \( \omega = (P + \sqrt{D})/2 \) and its conjugate \( \overline{\omega} = (P - \sqrt{D})/2 \) are roots of the characteristic polynomial. Since conjugation and exponentiation commute in
the extension field (i.e., $\omega^n = \omega^n$), computing the $n$-th terms of the two Lucas sequences over integers reduces to computing $\omega^n$ in the extension field, and vice versa.

The intrinsic connection between computing the terms in the Lucas sequences and that of exponentiation in the extension has been leveraged to provide alternative instantiations of public-key encryption schemes like RSA and ElGamal in terms of Lucas sequences [LS93, BBL95]. We briefly discuss the analogue of RSA encryption system. Henceforth, we focus on the $V_n$ sequence, but our observations mostly apply to $U_n$ too.

**LUC encryption scheme** When the Lucas sequence is computed modulo an integer $N$ chosen as in the RSA encryption scheme, it gives rise to an interesting cycle structure. The exact structure depends on the choice of $N$, $P$ and $Q$ but, with high probability the cycle is of length $\Psi(N)$, where $\Psi(\cdot)$ is the generalised totient function for Lucas sequences [Leh30]. In particular, for any $k \in \mathbb{N}$,

$$V_{k\Psi(N)+1} = V_1 \mod N. \quad (1.2)$$

This allows defining an analogue of the RSA encryption scheme in the setting of the Lucas sequence modulo $N$. The key pair is $(e, d)$ such that $ed = 1 \mod \Psi(N)$ and the encryption of a message $m$ works by simply computing $c = V_e(m, 1)$, the $e$-th term in the Lucas sequence defined by $P = m$ and $Q = 1$. The decryption can be carried out by computing $V_d(c, 1)$, the $d$-th term in the Lucas sequence defined by $P = c$ and $Q = 1$. The correctness is guaranteed by the identity in eq(1.2).

**Overview of our VDF** Our VDF builds on the construction of Pietrzak [Pie19] and Wesolowski [Wes19], where the delay function is defined as the iterated squaring base $x$ in a “safe” RSA modulus $N$:

$$f_N(x, T) := x^{2^T} \mod N.$$  

The choice of modulus $N$ is said to be safe if $N = pq$ for safe primes $p = 2p' + 1$ and $q = 2q' + 1$, where $p'$ and $q'$ are also prime.

Our delay function is the analogue in the setting of Lucas sequences:

$$f_N(P, Q, T) := (U_{2^T}(P, Q) \mod N, V_{2^T}(P, Q) \mod N).$$

As already observed, computing this function can be carried out equivalently in the extension field $\mathbb{Z}_N[\sqrt{D}]$ using

$$f_N(P, Q, T) := \omega^{2^T} \mod (N, z^2 - D).$$

Note that the atomic operation of our VDF is “doubling” the index of an element of the Lucas sequence modulo $N$ (i.e., $(U_n, V_n) \mapsto (U_{2n}, V_{2n})$), or equivalently squaring in the extension field $\mathbb{Z}_N[\sqrt{D}]$ (as opposed to squaring in $\mathbb{Z}_N$). Using the representation of $\mathbb{Z}_N[\sqrt{D}]$ as $\{a + b\sqrt{D} \mid a, b \in \mathbb{Z}_N\}$, squaring in $\mathbb{Z}_N[\sqrt{D}]$ can be expressed as a combination of squaring, multiplication and addition modulo $N$, since

$$(a + b\sqrt{D})^2 = (a^2 + b^2 D) + 2ab\sqrt{D}. \quad (1.3)$$
Since $\mathbb{Z}_N[\sqrt{D}]$ is a group of unknown order (provided the factorization of $N$ is kept secret), iterated squaring remains hard here. In fact, we show in Section 3.3 that iterated squaring in $\mathbb{Z}_N[\sqrt{D}]$ is at least as hard as iterated squaring modulo $N$.

As for the second property of a VDF, i.e., efficient verifiability, we show how to adapt the interactive protocol from [Pie19] to our setting which then – via the Fiat-Shamir Transform [FS86] – yields the non-interactive verification algorithm. However, the modification of Pietrzak’s protocol is not trivial and we have to overcome several hurdles that we face in this task, which we elaborate on in the next section.

Advantages of our approach.

- Our main advantage is the reliance of potential weaker (sequential) hardness assumption: we show in section 3.3 that modular Lucas sequences are at least as sequentially-hard as the classical delay function given by iterated modular squaring [RSW96]. Despite the linear recursive structure of Lucas sequences, there is no obvious reduction in the other direction, which suggests that the assumption of sequential hardness of modular Lucas sequences is strictly weaker than that of iterated modular squaring. In other words, the sequential hardness of modular Lucas sequences might hold even in the case of an algorithmic improvement violating the sequential hardness of iterated modular squaring.

- Second, shared generation of RSA modulus is cost-intensive (see [CCD+20] and the references therein) and therefore a modulus, say in blockchain applications, is usually generated for long-term usage and reusability in mind. Once the modulus is fixed, the operations are also inadvertently fixed. This unfortunately would allow optimising dedicated hardware for the atomic operation. However, in our case there is another free parameter $D$ that is yet to be set (see eq. 1.3) which then determines the atomic operation even after the modulus $N$ has been fixed. This parameter could be varied from protocol execution to protocol execution. Therefore, we believe that our setting might offers some level of mitigation against both these issues. Note that this comes at a slight price of working in the extension field, where the size of the elements and the cost of an atomic operation is, roughly speaking, twice that of working in the multiplicative group modulo $N$.

1.3 Our Techniques

Pietrzak’s VDF  Let $N = pq$ be an RSA modulus where $p$ and $q$ are safe primes and let $x$ be a random element from $\mathbb{Z}_N^*$. At its core, Pietrzak’s VDF relies on the interactive protocol for the statement

“$(N,x,y,T)$ satisfies $y = x^{2^T} \mod N$.”

The protocol is recursive and in a round-by-round fashion reduces the claim to a smaller statement by halving the time parameter. To be precise, in each round the (honest) prover sends the “midpoint” $\mu = x^{2^T/2}$ of the current statement to the verifier and they together reduce the statement to
\[(N, x', y', T/2) \text{ satisfies } y' = (x')^{2T/2} \mod N\]

where \(x' = x'\mu\) and \(y' = \mu^r y\) for a random challenge \(r\) from the uniform distribution over \(\mathbb{Z}_{2^\lambda}\). This is continued until \((N, x, y, T = 1)\) is obtained, at which point, the verifier simply checks whether \(y = x^2 \mod N\).

Since the challenges \(r\) are public, the protocol can be compiled into a non-interactive one using the Fiat-Shamir transform [FS86] and this yields a means to verify the delay function

\[f_N(x, T) = x^{2T} \mod N.
\]

It is worth pointing out that the choice of safe primes is crucial for proving soundness: in case the group has easy-to-find elements of small order then it becomes easy to break soundness of the above protocol.

**Adapting Pietrzak’s protocol to Lucas sequences**  For a modulus \(N = pq\) and integers \(P, Q, T \in \mathbb{N}\), recall that our delay function is defined as

\[f_N(T, P, Q) = (U_{2T}(P, Q) \mod N, V_{2T}(P, Q) \mod N),
\]

or equivalently

\[f_N(T, P, Q) = \omega^{2T} \text{ in } \mathbb{Z}_N[\sqrt{D}],
\]

for the discriminant \(D = P^2 - 4Q\) of the characteristic polynomial \(x^2 - Px + Q\). Towards building a verification algorithm for this delay function, the natural first step is to design an interactive protocol for the statement

\[(N, P, Q, y, T) \text{ satisfies } y = \omega^{2T} \text{ in } \mathbb{Z}_N[\sqrt{D}].\]

It turns out that the interactive protocol from [Pie19] can be adapted for this purpose. However, we encounter two technicalities in this process.

**Dealing with elements of small order.** The main problem that we face while designing our protocol is avoiding elements of small order. In the case of [Pie19], this was accomplished by moving to the setting of so-called signed quadratic residues [HK09] in which the sub-groups are all of large order. It is not clear a corresponding object exists for our algebraic setting. However, in an earlier draft of Pietrzak’s protocol [Pie18], the issue of low-order elements was dealt with in a different manner: the prover sends a square root of \(\mu\), from which the original \(\mu\) can be recovered easily (by squaring it) with a guarantee, that the result lies in a group of quadratic residues \(QR_N\). Notice that the prover knows the square root of \(\mu\), because it is just a previous term in the sequence he computed.

**Square roots.** In our setting, we cannot simply ask for the square root of the midpoint as the subgroup of \(\mathbb{Z}_N[\sqrt{D}]\) we effectively work in has a different structure. Nevertheless, we can use a similar approach: for an appropriately chosen small \(a\), we provide an \(a\)-th root of \(\omega\) (instead of \(\omega\) itself) to the prover in the beginning of the protocol. Prover then computes whole sequence for \(\omega^{1/a}\). In the end, he has the \(a\)-th root of every term of the original sequence and he can recover any element of the original sequence by powering to \(a\).

**Sampling strong modulus.** The second technicality is related to the first one. In order to ensure that we can use the above trick, we require a modulus where the small subgroups are reasonably small not only in the modulus \(\mathbb{Z}_N\) but also in the
extension $\mathbb{Z}_N[\sqrt{D}]$. Thus, the traditional sampling algorithms that are used to sample strong primes (e.g., \cite{RS01}) are not sufficient for our purposes. However, we show in Section 4.4 that sampling strong primes that suit our criteria can still be carried out efficiently.

Extensions First, we show that our construction can be extended to other linear recurrences than Lucas sequence in Chapter 5. Second, we prove in Appendix A that if the adaptive root assumption (introduced in \cite{Wes19}) holds in RSA group then it also holds for Lucas sequences and thus Weselowski’s protocol can be used for verification of our delay function. Third, we show in Appendix B that the strong primality requirement (introduced in section 4.2) can be relaxed to safe primality, assuming computational hardness of the Quadratic residuocity problem.

1.4 Related Work

Related work to VDFs The notion of VDFs was introduced in \cite{LW17} and later formalised in \cite{BBBF18}. VDFs are closely-related to the notions of time-lock puzzles \cite{RSW96} and proofs of sequential work \cite{MMV13}. Roughly speaking, a time-lock puzzle is a delay function that additionally allows efficient sampling of the output via a trapdoor. A proof of sequential work, on the other hand, is a delay “map”, in the sense that the output is not necessarily unique. Constructions of time lock puzzles are rare \cite{RSW96}, and there are known limitations: e.g, that it cannot exist in the random-oracle model \cite{MMV13}. However, we know how to construct proofs of sequential work in the random-oracle model \cite{MMV13, CP18, AKK19, DLM19}.

Since VDFs have recently found important applications in the area of cryptocurrency \cite{CP19b}, there have been several candidate constructions. Among them, the most notable are the iterated-squaring based construction from \cite{Pie19, Wes19}, the permutation-polynomial based construction from \cite{BBBF18} and the isogenies-based construction from \cite{FMPS19, Sha19}. Isogenies-base constructions, where no analogue of square and multiply is known, simply rely on “exponentiation”. Although, these constructions provide certain form of quantum resistance, they are presently far from efficient. On the other hand, constructions in \cite{Pie19, Wes19} based on iterated-squaring are quite practical (see the survey \cite{BBF18}) and the VDF currently being used for consensus in the cryptocurrency Chia\footnote{In particular, Chia blockchain uses this VDF to avert long range attacks, where an adversary tries to generate a chain that forked (from the chain seen by the honest parties) many blocks in the past \cite{CP19b}. In the Chia network, it is difficult to extend a forked chain quickly, because every new block must be finalized by solving a VDF challenge.} is basically their construction adapted to the algebraic setting of class groups \cite{CP19b}.

There are several other interesting use cases of VDFs. Servers can use VDFs to mitigate DoS attacks by challenging each new user with a VDF instance \cite{RG21}. Publicly verifiable randomness beacons can be constructed via VDFs \cite{SJH+20, EFKP20}. So-called short-live signatures and short-live zero-knowledge proofs are constructed via VDFs in \cite{ABC22}. This short-liveness means that after a specified period of time, the proof (resp. the signature) is no longer convincing.
As VDFs are becoming building blocks of many protocols, there also already exists a whole spectrum of newly required features. A VDF is said to be unique if the proof that is used for verification is unique [Pie19]. A VDF is tight [DGMV19] if the gap between simply computing the function and computing it with a proof is small. Yet another extension is a continuous VDF, where all steps of the computation (i.e. \( f(t') \) for \( t' < t \)) are publicly and continuously verifiable [EFKP20]. Cooperative VDF (coVDF) are designed to be computed by multiple parties in either serial or parallel manner [MQ21].

The feasibility of time-lock puzzles and proofs of sequential works were recently extend to VDFs. It was shown [RSS20] that the latter requirement, that is working in a group of unknown order is inherent in a black-box sense. It was shown in [DGMV19, MSW19] that there are barriers to constructing tight VDFs in the random-oracle model.

VDFs have also have surprising connection to complexity theory [CHK+19, EFKP20].

Work related to Lucas sequence Lucas sequences have long been studied in the context of number theory: see for example [Rie85] or [Rib00] for a survey of its applications to number theory. Its earliest application to cryptography can be traced to the \((p+1)\) factoring algorithm [Wil82]. Constructive applications were found later thanks to the parallels with exponentiation. Several encryption and signature schemes were proposed, most notably the LUC family of encryption and signatures [LS93, MN81]. It was later shown that some of these schemes can be broken or that the advantages it claimed were not present [BBL95]. Statistical Zero-Knowledge Arguments are constructed using Lucas sequences in [Lip03].

Lucas-Lehmer primality test [Leh27], based on Lucas sequences, is currently used to search for the biggest primes the human-kind knows [GIM18].

1.5 Organisation

We start with the prerequisite basic definitions (VDFs and interactive protocols) in Chapter 2. Then, we define a delay function based on Lucas sequences and discuss its sequentiality in Chapter 3. We describe how to turn this delay function into verifiable delay function in Chapter 4. Then, in Chapter 5, we show how the ideas can be extended to linear recurrences other than Lucas sequences. We end with some concluding remarks and further research directions in Chapter 6.
2. Preliminaries

2.1 Verifiable Delay Functions

We adapt the definition of verifiable delay functions from [BBBF18] but we decouple the verifiability and sequentiality properties for clarity of exposition of our results. First, we present the definition of a delay function.

**Definition 2.** A delay function $\mathcal{DF}$ consists of a triple of algorithms $(\mathcal{DF}.\text{Setup}, \mathcal{DF}.\text{Gen}, \mathcal{DF}.\text{Eval})$ such that

- $\text{pp} \leftarrow \mathcal{DF}.\text{Setup}(1^\lambda)$:
  - On input a security parameter $1^\lambda$, the algorithm $\mathcal{DF}.\text{Setup}$ outputs public parameters $\text{pp}$.

- $x \leftarrow \mathcal{DF}.\text{Gen}(\text{pp}, T)$:
  - On input public parameters and a time parameter $T \in \mathbb{N}$, the algorithm $\mathcal{DF}.\text{Gen}$ outputs a challenge $x$.

- $y \leftarrow \mathcal{DF}.\text{Eval}(\text{pp}, (x, T))$:
  - On input a challenge pair $(x, T)$, the algorithm $\mathcal{DF}.\text{Eval}$ outputs the value $y$ of the delay function.

The security property required of a delay function is sequential hardness as defined below.

**Definition 3 (Sequentiality).** Let $\mathcal{DF}$ be a delay function. We say that $\mathcal{DF}$ satisfies the sequentiality property, if there exists an $\epsilon \in (0, 1)$ such that for all $T(\lambda) \in \text{poly}(\lambda)$ and for every adversary $A = (A_0, A_1)$ using $\text{poly}(\lambda)$ processors and running in time $O(T^\epsilon(\lambda))$, there exists a negligible function $\mu$ such that

$$\Pr \left[ A_1(\text{pp}, \text{state}, (x, T(\lambda))) = y \mid \begin{align*}
\text{pp} &\leftarrow \mathcal{DF}.\text{Setup}(1^\lambda) \\
\text{state} &\leftarrow A_0(\text{pp}) \\
x &\leftarrow \mathcal{DF}.\text{Gen}(\text{pp}, T(\lambda)) \\
y &\leftarrow \mathcal{DF}.\text{Eval}(\text{pp}, (x, T(\lambda)))
\end{align*} \right] \leq \mu(\lambda).$$

A few remarks about our definition of sequentiality are in order:

1. We require computing $\mathcal{DF}(x, T)$ to be hard in less than $T$ sequential steps even using any polynomially-bounded amount of parallelism and precomputation. Note that it is necessary to bound the amount of parallelism, as an adversary could otherwise break the underlying hardness assumption (e.g. hardness of factorization). Analogously, $T$ should be polynomial in $\lambda$ as, otherwise, breaking the underlying hardness assumptions becomes easier than computing $\mathcal{DF}(x, T)$ itself for large values of $T$.

2. Another issue is what bound on the number of sequential steps of the adversary should one impose. For example, the delay function based on $T$ repeated modular squarings can be computed in sequential time $O(T/\log \log T)$.
using polynomial parallelism [BS07]. Thus, one cannot simply bound the sequential time of the adversary by $o(T)$. Similarly to [MT19], we adapt the $O(T^\epsilon)$ bound for $\epsilon \in (0,1)$ which, in particular, is asymptotically smaller than $O(T/\log\log T)$.

3. Further, tuples of parameters $(\lambda, T)$ cannot be arbitrary (e.g. consider constant $T$ and infinitely growing $\lambda$). We force $T$ to scale with growing $\lambda$ by defining $T$ as a polynomial in $\lambda$.

4. Without loss of generality, we assume that the size of $\text{pp}$ is at least linear in $\lambda$ and the adversary $A$ does not have to get the unary representation of the security parameter $1^\lambda$ as its input.

The definition of verifiable delay function extends a delay function with the possibility to compute publicly-verifiable proofs of correctness of the output value.

**Definition 4.** A verifiable delay function $\text{VDF}$ is a delay function $(\text{VDF.Setup}, \text{VDF.Gen}, \text{VDF.Eval})$ with two additional algorithms $\text{VDF.Prove}$ and $\text{VDF.Verify}$ such that

$$(y, \pi) \leftarrow \text{VDF.Prove}(\text{pp},(x,T)):
\quad \text{On input public parameters and a challenge pair } (x,T), \text{the } \text{VDF.Prove} \text{ algorithm outputs } (y,\pi), \text{where } \pi \text{ is a proof that the output } y \text{ is the output of } \text{VDF.Eval}(\text{pp},(x,T)).$$

$$\{\text{accept/reject}\} \leftarrow \text{VDF.Verify}(\text{pp},(x,T),(y,\pi)):
\quad \text{On input public parameters, a challenge pair } (x,T), \text{and an output pair } (y,\pi), \text{the algorithm } \text{VDF.Verify} \text{ outputs either accept or reject.}$$

In addition to sequentiality (inherited from the underlying delay function), the $\text{VDF.Prove}$ and $\text{VDF.Verify}$ algorithms must together satisfy correctness and (statistical) soundness as defined below.

**Definition 5 (Correctness).** A verifiable delay function $\text{VDF}$ is correct if for all $T \in \mathbb{N}$

$$\Pr \left[ \text{VDF.Verify}(\text{pp},(x,T),(y,\pi)) = \text{accept} \quad \text{where} \right.
\begin{cases}
\text{pp} \leftarrow \text{VDF.Setup}(1^\lambda) \\
x \leftarrow \text{VDF.Gen}(\text{pp},T) \\
y \leftarrow \text{VDF.Eval}(\text{pp},(x,T)) \\
(y,\pi) \leftarrow \text{VDF.Prove}(\text{pp},(x,T))
\end{cases}
\right] = 1.$$

**Definition 6 (Statistical soundness).** A verifiable delay function $\text{VDF}$ is statistically sound if for every (potentially computationally unbounded) malicious prover $P^*$ there exists a negligible function $\mu(\lambda)$ such that

$$\Pr \left[ \text{VDF.Verify}(\text{pp},(x,T),(\tilde{y},\tilde{\pi})) = \text{accept} \quad \text{and} \quad y \neq \tilde{y} \quad \text{where} \right.
\begin{cases}
\text{pp} \leftarrow \text{VDF.Setup}(1^\lambda) \\
x \leftarrow \text{VDF.Gen}(\text{pp},T) \\
y \leftarrow \text{VDF.Eval}(\text{pp},(x,T)) \\
(\tilde{y},\tilde{\pi}) \leftarrow P^*(\text{pp},(x,T))
\end{cases}
\right] \leq \mu(\lambda).$$
2.2 Proof Systems

An interactive protocol consists of a pair \((P, V)\) of interactive Turing machines that are run on a common input \(I\). The first machine is called the prover and is denoted by \(P\), and the second machine, which is probabilistic, is called the verifier and is denoted by \(V\).

In an \(\ell\)-round (i.e., \((2\ell−1)\)-message) interactive protocol, in each round \(i \in [1, \ell]\), first \(P\) sends a message \(\alpha_i \in \Sigma^a\) to \(V\) and then \(V\) sends a message \(\beta_i \in \Sigma^b\) to \(P\), where \(\Sigma\) is a finite alphabet. At the end of the interaction, \(V\) runs a (deterministic) Turing machine on input \(\{I, (\beta_11 = \ldots = 1 = \ldots, \beta_\ell), (\alpha_11 = \ldots = 1 = \ldots, \alpha_\ell)\}\). The interactive protocol is public-coin if \(\beta_i\) is a uniformly distributed random string in \(\Sigma^b\).

The notion of an interactive proof for a language \(L\) is due to Goldwasser, Micali and Rackoff \([GMR89]\).

**Definition 7.** An interactive protocol \((P, V)\) is a \(\epsilon\)-sound interactive proof (IP) for \(L\) if:

- **Completeness:** For every \(I \in L\), if \(V\) interacts with \(P\) on common input \(I\), then \(V\) accepts with probability 1.

- **Soundness:** For every \(I \not\in L\) and every (potentially computationally unbounded) cheating prover strategy \(\tilde{P}\), the verifier \(V\) accepts when interacting with \(\tilde{P}\) with probability less \(\epsilon(|I|)\), where \(\epsilon = \epsilon(n)\) is called the soundness error of the proof system.

A non-interactive proof system involves the prover sending a single message to the verifier. We work in the CRS model where we assume that both prover and verifier have access to a common reference string (CRS). When the CRS is simply a uniformly random string from some domain \(\mathcal{R}\), it is referred to as a common random string. We focus on adaptive proof systems where a cheating prover gets to see the CRS before forging a proof for a statement of its choice.

**Definition 8.** A pair of machines \((P, V)\) is an \(\epsilon\)-adaptively-sound non-interactive proof system for a language \(L\) if \(V\) is probabilistic polynomial-time and the following three properties hold:

- **Completeness:** For every \(I \in L\),
  \[
  \Pr_{R \leftarrow \mathcal{R}}[V(I, P(I, R), R) = 1] = 1,
  \]
  where the probability is over the random choice of the CRS \(R \in \mathcal{R}\).

- **Soundness:** For every (potentially computationally unbounded) cheating prover strategy \(\tilde{P}\),
  \[
  \Pr_{R \leftarrow \mathcal{R}}[(I, \tilde{\pi}, R) \leftarrow \tilde{P}(R)] [V(I, \tilde{\pi}, R) = 1 \land I \not\in L] \leq \epsilon(|I|).
  \]
3. DF from Lucas sequences

In this section, we propose a delay function based on Lucas sequences and prove its sequentiality assuming that iterated squaring in a group of unknown order is sequential. Further, we put forward a conjecture that our delay function candidate is even more robust that its predecessor proposed by Rivest, Shamir, and Wagner [RSW96]. In 4, we turn our delay function candidate into a verifiable delay function.

3.1 Atomic operation

Our DF is based on subsequences of the Lucas sequences, whose indexes are powers of two.

Definition 9. For $P, Q \in \mathbb{Z}$ and $t \in \mathbb{N} \cup \{0\}$, we define subsequences $(u_t)$ and $(v_t)$ of Lucas sequences by

$$u_t := U_{2^t}(P, Q) \quad \text{and} \quad v_t := V_{2^t}(P, Q).$$

(3.1)

Although value of $(u_t, v_t)$ depends on parameters $(P, Q)$, we omit $(P, Q)$ from the notion because these parameters will be always obvious from the context.

What is the underlying atomic operation our DF

$$f_N(T, P, Q) = (u_T \mod N, v_T \mod N)?$$

There are several ways how to compute $(u_t, v_t)$ in $t$ sequential steps. In the following text, we describe two of them.

Extension ring based approach We can use the extension ring $\mathbb{Z}_N[\sqrt{D}]$, where $D := P^2 - 4Q$ is the discriminant of the characteristic polynomial $f(x) = x^2 - Px + Q$. The polynomial $f(x)$ has a root $\omega := (P + \sqrt{D})/2 \in \mathbb{Z}_N[\sqrt{D}]$. For $\forall n \in \mathbb{N}$ it holds that

$$\omega^n = \frac{U_n + V_n\sqrt{D}}{2} \quad \text{(i.e.} \quad \omega^{2^t} = \frac{u_t + v_t\sqrt{D}}{2})$$

Thus by iterated squaring of $\omega$ we can compute terms of our target subsequences. But what does the squaring in the extension ring means exactly? Let $\omega = a + b\sqrt{D}$ for some $a, b \in \mathbb{Z}_N$. Then

$$(a + b\sqrt{D})^2 = (a^2 + b^2D) + 2ab\sqrt{D}.$$  

We end up with atomic operation

$$g : (a, b) \mapsto (a^2 + b^2D, 2ab), \quad g'(\left(\frac{P}{2}, \frac{1}{2}\right)) = \left(\frac{u_t}{2}, \frac{v_t}{2}\right).$$

(3.2)
**Identities based approach** There exists many useful identities for members of Lucas sequences, among of them

\[ U_{m+n} = U_m V_n - Q^n U_{m-n}, \quad \text{and} \quad V_{m+n} = V_m V_n - Q^n V_{m-n}. \]  

(3.3)

Setting \( m = n \) we get

\[ U_{2n} = U_n V_n, \quad \text{and} \quad V_{2n} = V_n^2 - 2Q^n. \]  

(3.4)

These identities are not hard to derive and a reader can find a proof in [PB91] Lemma 12.5. Indexes are doubled on each of application of equations (3.3).

**Definition 10.** For \( t \in \mathbb{N} \cup \{0\} \), we define an auxiliary sequence \( q_t := Q^{2^t} \).

Using identities (3.4) we get recursive equations

\[ u_{t+1} = u_tv_t, \quad v_{t+1} = v_t^2 - 2q_t \quad \text{and} \quad q_{t+1} = q_t^2. \]  

(3.5)

We end up with the atomic operation

\[ g : (u, v, q) \mapsto (uv, v^2 - 2q, q^2), \quad g'(1, P, Q) = (u_t, v_t, q_t). \]  

(3.6)

After a closer inspection, the reader may have an intuition that an auxiliary sequence \( q_t \), which introduces a third state variable, is redundant. This intuition is indeed right. In fact, there is another easily derivable identity

\[ q_t = \frac{v_t^2 - u_t^2 D}{4}, \]  

(3.7)

which can be found as lemma 12.2 in [PB91]. On the other side, identity (3.7) is quite interesting, because it allows us to compute large powers of element \( Q \in \mathbb{Z}_N \) only using Lucas sequences. We use this fact in the security reduction.

**Conclusion** Computing \( (u_t, v_t) \) in the extension field seems to be the most natural and time and space effective approach. Furthermore, writing the atomic operation as \( \omega \mapsto \omega^2 \) is very clear. In the rest of this thesis, we will follow this approach.

### 3.2 Construction

**Construction 1 (DF from Lucas sequences).**

**LCS.Setup**(1\(^\dagger\)): Samples two \( \lambda \)-bit primes \( p \) and \( q \) and outputs \( N := p \cdot q \).

**LCS.Gen**\((N, T)\): Samples \( Q \) and \( P \) from the uniform distribution on \( \mathbb{Z}_N \), sets

\[ D := P^2 - 4Q \quad \text{and} \quad \omega := \frac{P + z}{2} \]  

(where \( z \) is a formal variable satisfying \( z^2 = D \)) and outputs \((\omega, T)\).

**LCS.Eval**\((N, (\omega, T))\): Computes a sequence

\[ \omega \to \omega^2 \to \omega^4 \to \omega^8 \to \ldots \to \omega^{2^{T-1}} \to \omega^{2^T} \]  

(3.8)

and returns its last term \( y := \omega^{2^T} \).
3.3 Reduction to RSW puzzles

In order to prove sequentiality (def. [3]) of LCS, we use RSW puzzles sequentiality, implicitly stated in [RSW96], as underlying hardness assumption.

Definition 11 (RSW delay function). We define RSW delay function as follows

- **RSW.Set**up$(1^\lambda)$ outputs an RSA modulus $N$ of bit length $\lambda$.
- **RSW.Gen**$(N, T)$ outputs a random element $x$ from uniform distribution on $\mathbb{Z}_N^\ast$.
- **RSW.Eval**$(N, (x, T))$ outputs $y := x^{2T} \mod N$.

**Theorem 1.** If RSW delay function has the sequentiality property, then LCS delay function has the sequentiality property.

**Proof.** Suppose there exists an adversary $(A_0, A_1)$ who contradicts the sequentiality of LCS, where $A_0$ is a precomputation algorithm and $A_1$ is an online algorithm.

We construct an adversary $(B_0, B_1)$ who contradicts the sequentiality of RSW as follows:

- The algorithm $B_0$ is defined identically to the algorithm $A_0$.
- On input $(N, \text{state}, (x \in \mathbb{Z}_N^\ast, T))$, $B_1$ picks a $P$ from the uniform distribution on $\mathbb{Z}_N$, sets

$$Q := x, \quad D := P^2 - 4Q, \quad \omega := (P + z)/2,$$

where $z$ is a formal variable satisfying $z^2 = D$, and it runs $A_1(N, \text{state}, (\omega, T))$ to compute $(u_T, v_T)$. The algorithm $B_1$ computes $y = x^{2T} = Q^{2T} = q_T$ using the identity in Equation (3.7).

Note that the input distribution for the algorithm $A_1$ produced by $B_1$ differs from the one produced by LCS.Gen, because the LCS generator samples $Q$ from the uniform distribution on $\mathbb{Z}_N^\ast$ (instead of $\mathbb{Z}_N$). However, this is not a problem since the size of $\mathbb{Z}_N \setminus \mathbb{Z}_N^\ast$ is negligible compared to the size of $\mathbb{Z}_N$, and the distribution of $\omega$ produced by $B_1$ is statistically indistinguishable from the distribution of $\omega$ sampled by LCS.Gen. Thus, except for a negligible multiplicative loss, the adversary $(B_0, B_1)$ attains the same success probability of breaking the sequentiality of RSW as the probability of $(A_0, A_1)$ breaking the sequentiality of LCS – a contradiction to the assumption of the theorem.

We believe that the opposite implication in theorem 1 is not true, i.e. breaking sequentiality RSW does not necessarily means breaking sequentiality of LCS. Let us stat this conjecture.

**Conjecture 1.1.** Sequentiality of LCS cannot be reduced to sequentiality of RSW.

A clue to this conjecture is that while RSW is based only on multiplication in the group $\mathbb{Z}_N^\ast$, the LCS uses full arithmetic (addition and multiplication) of the commutative ring $\mathbb{Z}_N$.

Yet another nice feature of our construction is that the result from [BS07], where $O(T/\log\log(T))$ algorithm for iterated squaring is proposed, does not apply to our delay function, because our atomic operation differs.
4. VDF from Lucas sequences

4.1 Structure of $\mathbb{Z}_N[x]/(x^2 - Px + Q)$

To construct a VDF from Lucas sequences, we use an algebraic extension

$$\mathbb{Z}_N[x]/(x^2 - Px + Q), \quad (4.1)$$

where $N$ is a RSA modulus and $P, Q \in \mathbb{Z}_N$. In this section, we describe the structure of $4.1$.

From the knowledge of structure of $4.1$, we conclude that using modulus $N$ composed of safe primes (i.e., $p - 1$ has a large prime divisor) is necessary but not sufficient condition for security of our construction. We specify the sufficient conditions on factors of $N$ in the following Section $4.2$.

First, we introduce a simplifying notation for quotient rings.

**Definition 12.** For $n \in \mathbb{N}$ and $f(x) \in \mathbb{Z}_n$, we denote by $\mathbb{Z}_{n,f}$ the quotient ring $\mathbb{Z}[x]/(n, f(x))$, where $(n, f(x))$ denotes the ideal of the ring $\mathbb{Z}[x]$ generated by $n$ and $f(x)$.

We denote the set of all primes by $\mathbb{P}$. Observation $1$, below, allows us to restrict our analysis only to the structure of $\mathbb{Z}_{p,f}$ for prime $p \in \mathbb{P}$.

**Observation 1.** Let $p, q \in \mathbb{P}$, $N := p \cdot q$ and $f(x) \in \mathbb{Z}[x]$. Then

$$\mathbb{Z}_{N,f} \simeq \mathbb{Z}_{p,f} \times \mathbb{Z}_{q,f}.$$  

**Proof.** Using the Chinese remainder theorem

$$\mathbb{Z}_{N,f} \simeq \frac{\mathbb{Z}[x]/(f(x))}{(N)} \simeq \frac{\mathbb{Z}[x]/(f(x))}{(p)} \times \frac{\mathbb{Z}[x]/(f(x))}{(q)} \simeq \mathbb{Z}_{p,f} \times \mathbb{Z}_{q,f}. \quad \square$$

The following lemma characterizes the structure of $\mathbb{Z}_{p,f}$ with respect to the discriminant of $f$. We use $\left( \frac{a}{p} \right)$ to denote standard Legendre symbol.

**Lemma 1.** Let $p \in \mathbb{P} \setminus \{2\}$ and $f(x) \in \mathbb{Z}[x]$ be a polynomial of degree 2 with the discriminant $D$. Then

$$\mathbb{Z}_{p,f}^* \simeq \begin{cases} 
\mathbb{Z}_{p^2-1}(+) & \left( \frac{D}{p} \right) = -1 \\
\mathbb{Z}_{p-1}(+) \times \mathbb{Z}_p(+) & \left( \frac{D}{p} \right) = 0 \\
\mathbb{Z}_{p-1}(+) \times \mathbb{Z}_{p-1}(+) & \left( \frac{D}{p} \right) = 1 
\end{cases}.$$  

**Proof.** We consider each case separately:

- If $\left( \frac{D}{p} \right) = -1$, then $f(x)$ is irreducible over $\mathbb{Z}_p$ and $\mathbb{Z}_{p,f}$ is a field with $p^2$ elements. Since $\mathbb{Z}_{p,f}$ is a finite field, $\mathbb{Z}_{p,f}^*$ is cyclic and contains $p^2 - 1$ elements.

- If $\left( \frac{D}{p} \right) = 0$, then $D = 0$ and $f$ have some double root $\alpha$. Therefore $f(x)$ can be written as $\beta(x - \alpha)^2$ for some $\beta \in \mathbb{Z}_p^*$. Since the ring $\mathbb{Z}_{p,\beta(x-\alpha)^2}$ is isomorphic to the ring $\mathbb{Z}_{p,x^2}$ (consider the isomorphism $g(x) \mapsto g(x + \alpha)$), we can restrict ourselves to describing structure of $\mathbb{Z}_{p,x^2}$. 
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We will prove that the function \( \psi, \psi : Z_p^\ast(\cdot) \times Z_p(+) \to Z_{p,x^2}^\ast(\cdot), \psi : (a, b) \mapsto a \cdot (1 + x)^b, \)
is an isomorphism. First, polynom \( a + cx \in Z_{p,x^2} \) is invertible iff \( a \neq 0 \) (inverse is \( a^{-1} - a^{-2}cx \)). For choice \( b = a^{-1}c \), we have
\[
\psi(a, b) = a(1 + x)^b \equiv a(1 + bx) \equiv a(1 + a^{-1}cx) \equiv a + cx \mod (p, x^2).
\]
Thus \( \psi \) is onto. Second, \( \psi \) is, in fact, a bijection, because
\[
|Z_{p,x^2}^\ast(\cdot)| = p^2 - p = (p - 1) \cdot p = |Z_p^\ast(\cdot) \times Z_p(+)|. \tag{4.2}
\]
Finally, \( \psi \) is a homomorphism, because
\[
\psi(a_1, b_1) \cdot \psi(a_2, b_2) = a_1a_2(1 + x)^{b_1+b_2} = \psi(a_1a_2, b_1 + b_2).
\]
If \( \left( \frac{D}{p} \right) = 1 \), then \( f(x) \) has two roots \( \beta_1, \beta_2 \in Z_p \). We have an isomorphism
\[
\psi : Z_p[x]/(f(x)) \to Z_p \times Z_p
\]
\[
\psi : g(x) + (f(x)) \mapsto (g(\beta_1), g(\beta_2))
\]
and \((Z_p \times Z_p)^\ast \simeq Z_p^\ast \times Z_p^\ast \simeq Z_{p-1}(+) \times Z_{p-1}(+)\).

4.2 Strong groups and strong primes

For sake of our construction, we need \( Z_{p,f}^\ast \) to contain a strong subgroup of order asymptotically linear in \( p \). We mind a reader that our definition of strong primes is stronger, than definition by Rivest and Silverman in [RS01].

**Definition 13 (Strong groups).** For \( \lambda \in \mathbb{N} \), we say that a non-trivial group \( G \) is \( \lambda \)-strong, if the order of each subgroup of \( H \) (excluding the trivial subgroup) is greater than \( 2^\lambda \).

**Observation 2.** If \( G_1 \) and \( G_2 \) are \( \lambda \)-strong groups, then \( G_1 \times G_2 \) is a \( \lambda \)-strong group.

It can be seen from lemma 1 that \( Z_{p,f}^\ast \) will always contain groups of small order (e.g. \( Z_2(+) \)). To get rid of these, we descend into the subgroup of a-th powers of elements of \( Z_{p,f}^\ast \) using the following notion.

**Definition 14.** For Abelian group \( G \) and \( a \in \mathbb{N} \), we define \( G^{(a)} \), subgroup of \( G \), as \( \{x^a \mid x \in G\} \) in multiplicative notion, and \( aG := \{ax \mid x \in G\} \) in additive notion.

Further, we show (in lemma 2 bellow) that \((\lambda, a)\)-strong primality (definition 15 bellow) is sufficient condition for \((Z_{p,f})^{(a)}\) to be a \( \lambda \)-strong group.

**Definition 15 (Strong primes).** Let \( p \in \mathbb{P} \) and \( \lambda, a \in \mathbb{N} \). We say that \( p \) is the \((\lambda, a)\)-strong prime, if \( \lambda > a \) and there exists \( W \in \mathbb{N}, W > 1 \), such that \( p^2 - 1 = aW \) and every factor of \( W \) is greater than \( 2^\lambda \).
Since \( a \) is a public parameter in our setup, super-polynomial \( a \) could reveal partial information about factorization of \( N \). However, we could allow \( a \) to be polynomial in \( \lambda \). For the sake of simplicity of the definition \[15\], we rather use stronger condition \( a < \lambda \).

**Lemma 2.** Let \( p \) be a \((\lambda, a)\)-strong prime and \( f(x) \in \mathbb{Z}_p[x] \) be a polynomial of degree 2. Then \((\mathbb{Z}_p^*, f)^{(a)}\) is a \( \lambda \)-strong group.

**Proof.** From definition of the strong primes, there exists \( W \in \mathbb{N} \), whose factors are bigger than \( 2^\lambda \) and \( p^2 - 1 = aW \). We denote \( W := \gcd(p - 1, W) \) a factor of \( W \).

It is a simple observation that for \( \forall m, n \in \mathbb{N} : n \mathbb{Z}_m \simeq \mathbb{Z}_m / \gcd(m, n) \). We use this observation to conclude that every branch from lemma \[1\] gives a product of \( \lambda \)-strong groups. According to observation \[2\], these products are \( \lambda \)-strong groups.

\[
(Z_p^*, f)^{(a)} \simeq \begin{cases} 
a \mathbb{Z}_{p^2-1} (+) \simeq a \mathbb{Z}_{aW} (+) \simeq \mathbb{Z}_{W} (+) & (\frac{D}{p}) = -1 \\
a \mathbb{Z}_p (+) \times a \mathbb{Z}_{p-1} (+) \simeq \mathbb{Z}_p (+) \times \mathbb{Z}_{W-1} (+) & (\frac{D}{p}) = 0 \\
a \mathbb{Z}_{p-1} (+) \times a \mathbb{Z}_{p-1} (+) \simeq \mathbb{Z}_{W-1} (+) \times \mathbb{Z}_{W-1} (+) & (\frac{D}{p}) = 1 \quad \square
\end{cases}
\]

**Corollary 1.** Let \( p \) be a \((\lambda, a_p)\)-strong prime, \( q \) be a \((\lambda, a_q)\)-strong prime, \( N = p \cdot q \), \( a = \text{lcm}(a_p, a_q) \), \( P, Q \in \mathbb{Z}_N \) and \( f(x) = x^2 - Px + Q \). Then \((\mathbb{Z}_N^*, f)^{(a)}\) is \( \lambda \)-strong.

### 4.3 Interactive protocol

We recall the outline of Pietrzak’s interactive protocol from Section \[1.3\]. Let \( N = p \cdot q \) be an RSA modulus where \( p \) and \( q \) are strong primes and let \( x \) be a random element from \( \mathbb{Z}_N^* \). The interactive protocol in \[Pie19\] allows a prover to convince the verifier of the statement

\[ (N, x, y, T) \text{ satisfies } y = x^{2^T} \mod N. \]

The protocol is recursive and in a round-by-round fashion reduces the claim to a smaller statement by halving the time parameter. To be precise, in each round the (honest) prover sends the “midpoint” \( \mu = x^{2^{T/2}} \) of the current statement to the verifier and they together reduce the statement to

\[ (N, x', y', T/2) \text{ satisfies } y' = (x')^{2^{T/2}} \mod N, \]

where \( x' = x^r \mu \) and \( y' = \mu^r y \) for a random challenge \( r \). This is continued till \((N, x, y, T = 1)\) is obtained at which point the verifier simply checks whether \( y = x^2 \mod N \).

The main problem, we face while designing our protocol is ensuring that the verifier can check whether \( \mu \) sent by prover lies in an appropriate subgroup of \( \mathbb{Z}_N[\sqrt{D}] \). In the first draft of Pietrzak’s protocol \[Pie18\], prover sends a square root of \( \mu \), from which the original \( \mu \) can be recovered easily (by simply squaring it) with a guarantee, that the result lies in a group of quadratic residues \( QR_N \). Notice that the prover knows the square root of \( \mu \), because it is just a previous term in the sequence he computed.
Figure 4.1: Illustration of our computation of the iterated squaring using the a-th root of $\omega$. Horizontal arrows are $x \mapsto x^2$ and diagonal arrows are $x \mapsto x^a$.

Using Pietrzak’s protocol directly for our delay function would require computing a-th roots in RSA group for some arbitrary $a$. Since this is a computationally hard problem, we cannot use the same trick. In fact, the VDF construction of Wesolowski [Wes19] is based on similar hardness assumption.

While Pietrzak shifted from $QR_N$ to the group of signed quadratic residues $QR^+_N$ in his following paper [Pie19] to get a proof uniqueness, we resort to his old idea of ”squaring a square root” and generalise it.

The high level idea is simple. First, on input $\omega$, prover computes the sequence $(\omega, \omega^2, \ldots, \omega^{2^T})$. Next, during the protocol, verifier maps all elements sent by the prover by homomorphism $\psi: \mathbb{Z}^*_N, f(\cdot) \rightarrow (\mathbb{Z}^*_N, f(\cdot))$ into the target strong group $(\mathbb{Z}^*_N, f)^{(a)}$. This process is illustrated in fig. 4.1.

Notice that the equality $y = \omega^{2^T}$ for the original sequence implies the equality $y^a = (\omega^a)^{2^T}$ for the mapped sequence $(\omega^a, \omega^{2a}, \ldots, \omega^{a2^T})$.

4.3.1 Restriction to elements of $(\mathbb{Z}^*_N, f)^{(a)}$

Mapping 4.3 introduces a new technical difficulty. Since $\psi$ is not injective, we narrow the domain inputs, for which the output of our VDF is verifiable, from $\mathbb{Z}^*_N, f$ to $(\mathbb{Z}^*_N, f)^{(a)}$. Furthermore, the only way how to verify that a certain $x$ is an element of $(\mathbb{Z}^*_N, f)^{(a)}$ is to get an $a$-th root of $x$ and power it to the $a$. So we have to represent elements of $(\mathbb{Z}^*_N, f)^{(a)}$ by elements of $\mathbb{Z}^*_N, f$ anyway. To resolve these issues, we introduce a non-unique representation of elements of $(\mathbb{Z}^*_N, f)^{(a)}$.

Definition 16. For $a \in \mathbb{N}$ and $x \in \mathbb{Z}^*_N$, we denote $x^a$ (an element of $(\mathbb{Z}^*_N, f)^{(a)}$) by $[x]$. Since this representation of $x^a$ is not unique, we define an equality relation by

$$[x] = [y] \iff x^a = y^a$$

In the following text, the goal of the brackets notion 16 is to distinguish places where the equality means the equality of elements of $\mathbb{Z}^*_N, f$ from those places, where the equality holds up to Ker$(\psi)$. A reader can also see notion 16 as a concrete representation of elements of a factor group $\mathbb{Z}^*_N, f / \text{Ker}(\psi)$. We will denote by tilde $\tilde{x}$ the elements that were already powered to the $a$ by a verifier (i.e. $\tilde{x} = x^a$). Therefore tilded variables verifiably belong to the target group $(\mathbb{Z}^*_N, f)^{(a)}$.

Our security reduction 1 requires the DF to operate everywhere on $\mathbb{Z}_N$. This problem can be bypassed by modifying LCS.Setup to attach the auxiliary set Ker$(\psi)$ to its output.
4.3.2 Description of interactive protocol for our VDF

Setup

\[ \lambda \in \mathbb{N} \] security parameter
\[ a \in \mathbb{N} \] exponentiation parameter
\[ N \in \mathbb{N} \] a product of \((\lambda, a_p)\)-safe prime \(p\) and \((\lambda, a_q)\)-safe prime \(q\) such that \(a = \text{lcm}(a_p, a_q)\)
\[ f(x) = x^2 - Px + Q \] for some \(P, Q \in \mathbb{Z}_N\)

\[ ((N, a, \text{hash}), [\omega], T) \] a challenge tuple
\[ ((N, a, \text{hash}), [\omega], T, [y]) \] a solution tuple

The Interactive Protocol

1. Prover and verifier get a challenge tuple \(((N, a, \text{hash}), [\omega], T)\) as a common input.
2. Prover computes the sequence
\[ \omega \rightarrow \omega^2 \rightarrow \omega^4 \rightarrow \ldots \rightarrow \omega^{2^T} \]
and sends its last element \([y] := [\omega^{2^T}]\) to the verifier.
3. Prover and verifier repeat the halving protocol, initiated with solution tuple \(((N, a, \text{hash}), [\omega], T, [y])\), until verifier either accept or reject.

The Halving Protocol

1. Prover and verifier get solution tuple \(((N, a, \text{hash}), [\omega], T, [y])\) as common input.
2. If \(T = 1\), then the verifier computes \((\hat{\omega}, \hat{y}) = (\omega^a, y^a)\) and it outputs accept provided that \(\hat{y} = \hat{\omega}^2\) or reject otherwise.
4. If \(\mu \notin \mathbb{Z}_{N, f}\), then verifier output reject.
5. Verifier picks a random \(r\) from uniform distribution on \(\mathbb{Z}_{2^\lambda}\) and he sends \(r\) to the prover.
6. Finally prover and verifier merge solution tuples
\[ (((N, a, \text{hash}), [\omega], [T/2], [\mu]) \]
\[ \begin{cases} ((N, a, \text{hash}), [\mu], T/2, [y]) & \text{for even } T \\ ((N, a, \text{hash}), [\mu], [T/2], [y^2]) & \text{for odd } T \end{cases} \]
into the new solution tuple
\[ \begin{cases} ((N, a, \text{hash}), [\omega^r\mu], T/2, [\mu^r y]) & \text{for even } T \\ ((N, a, \text{hash}), [\omega^r\mu], [T/2], ([\mu^r y])^2) & \text{for odd } T \end{cases} \]
and they output this tuple.
4.3.3 Security proof

Recall here that \((\mathbb{Z}_{N,f}^*)^{(a)}\) is \(\lambda\)-strong group, so there exists \(p_1, \ldots, p_n \in \mathbb{F} \cap (2^\lambda, \infty)\) and \(k_1, \ldots, k_n \in \mathbb{N}\) such that

\[
(\mathbb{Z}_{N,f}^*)^{(a)} \simeq \mathbb{Z}_{p_1^{k_1}}(+) \times \cdots \times \mathbb{Z}_{p_n^{k_n}}(+)
\]  

(4.4)

**Definition 17.** For \(z \in (\mathbb{Z}_{N,f}^*)^{(a)}\) and \(i \in [n]\), we define \(z_i\) as the \(i\)-th coordinate of \(\psi(z)\), where \(\psi\) is the isomorphism given by eq. (4.4).

**Lemma 3.** Let \(T \in \mathbb{N}\) and \(\omega, \mu, y \in (\mathbb{Z}_{N,f}^*)^{(a)}\). If \(y \neq \omega^{2T}\), then

\[
\Pr_{r \leftarrow \mathbb{Z}_{2^\lambda}} \left[ y' = (\omega')^{2T/2} \right.
\begin{array}{l}
\omega' := \omega^r \\
y' := \mu^r y
\end{array}
\] < \frac{1}{2^\lambda}.  

(4.5)

**Proof.** Fix \(\omega, \mu\) and \(y\). Let some \(r \in \mathbb{Z}_{2^\lambda}\) satisfies

\[
\mu^r y = (\omega^r \mu)^{2T/2}.  
\]  

(4.6)

Using notion from def. 17, we rewrite eq. (4.6) as a set of equations

\[
\begin{align*}
r \mu_1 + y_1 & \equiv 2T/2 (r \omega_1 + \mu_1) \pmod{p_1^{k_1}}, \\
& \vdots \\
r \mu_n + y_n & \equiv 2T/2 (r \omega_n + \mu_n) \pmod{p_n^{k_n}}.
\end{align*}
\]

For every \(j \in [n]\), by reordering the terms, the \(j\)-th equation becomes

\[
r \left(2^{T/2} \omega_j - \mu_j\right) \equiv 0 \pmod{p_j^{k_j}}.  
\]

(4.7)

If \(\forall j \in [n] : 2^{T/2} \omega_j - \mu_j \equiv 0 \pmod{p_j^{k_j}}\), then \(\mu = \omega^{2T/2}\). Further for every \(j \in [n] : 2^{T/2} \mu_j - y_j \equiv 0 \pmod{p_j^{k_j}}\). It follows that \(y = \mu^{2T/2}\). Putting these two equations together gives us \(y = \omega^{2T}\), which contradicts our assumption \(y \neq \omega^{2T}\).

It follows that there exists \(j \in [n]\) such that

\[
2^{T/2} \omega_j - \mu_j \not\equiv 0 \pmod{p_j^{k_j}}.  
\]

(4.8)

Thereafter there exists \(k < k_j\) such that \(p_j^{k_j}\) divides \((2^{T/2} \omega_j - \mu_j)\) and

\[
(2^{T/2} \omega_j - \mu_j)/p_j^k \not\equiv 0 \pmod{p_j}.  
\]

(4.9)

Furthermore, from eq. (4.7), \(p_j^k\) divides \((2^{T/2} \mu_j - y_j)\). Finally, dividing eq. 4.7 by \(p_j^k\), we get that \(r\) is determined uniquely \((\pmod{p_j})\),

\[
r \equiv \frac{(2^{T/2} \mu_j - y_j)/p_j^k}{(2^{T/2} \omega_j - \mu_j)/p_j^k} \pmod{p_j}. 
\]

Using the fact that \(2^\lambda < p_j\), this uniqueness of \(r\) upper bounds number of \(r \in \mathbb{Z}_{2^\lambda}\), such that eq. (4.6) holds, to one. It follows that the probability the eq. (4.6) holds for \(r\) is chosen randomly from uniform distribution over \(\mathbb{Z}_{2^\lambda}\) is less then \(1/2^\lambda\). 

\[\square\]
Corollary 2. The halving protocol will turn an invalid input tuple (i.e. \([y] \neq [\omega^2]\)) into a valid output tuple (i.e. \([y'] = [(\omega')2^\ell/2]\)) with probability less than \(1/2^\lambda\).

Theorem 2. For any computationally unbounded prover who submits anything else then \([y]\) such that \([y] = [\omega^2]\) in the phase 3 of the protocol, the probability that verifier accepts is upper-bounded by \(\frac{\log T}{2^\lambda}\).

Proof. In the each round of the protocol, \(T\) decreases to \([T/2]\). It follows that the number of rounds of the halving protocol before reaching \(T = 1\) is upper bounded by \(\log T\).

If the verifier accepts the solution tuple ((\(N, a, hash\), [\(\omega'\)], 1, [\(y''\)]) in the last round, then the equality \([y''] = [(\omega'')^2]\) must hold. It follows that the initial inequality must have turned into equality in some round of the halving protocol. By lemma 3, the probability of this event is bounded by \(1/2^\lambda\). Finally, using the union bound for all rounds, we obtain the upper bound \((\log T)/2^\lambda\). \(\square\)

4.4 Generating strong primes

We propose two algorithms for sampling strong primes necessary for security of our verifiable delay function. Recall that if \(p\) is a \((\lambda, a)\)-strong prime, then \(p^2 - 1\) has only a few small factors and all remaining factors are larger than \(2^\lambda\). From \(p^2 - 1 = (p - 1)(p + 1)\) and \(gcd(p - 1, p + 1) = 2\), it follows that \(p^2 - 1\) always has at least two large factors.

Naive algorithm. To sample a random strong prime, we can simply pick some random \(\lambda\)-bit pseudo-prime and check if it is a strong prime. First, the algorithm finds a small factors of \(p - 1\) by trial division and then it checks whether the co-factor \(p^- := (p - 1)/a^-\) is a prime (where \(a^-\) denotes the product of all small factors). Identical test is done for \(p + 1\). If \(p\) succeeds in both tests, then \(p\) is a \((\lambda, a^-a^+)\)-strong prime.

Algorithm 1 (Naive strong primes generator).

Input: Security parameter \(1^\lambda\).

Output: Integer tuple \((p, a)\) such that \(p\) is \((\lambda, a)\)-strong prime.

1. Pick a \(\lambda\)-bit pseudo-prime \(p\).
2. Factorize \(p - 1\) to product \(a^-p^-\), where factors of \(a^-\) are smaller than \(\lambda\). If \(p^-\) is not a pseudo-prime, goto 7
3. Factorize \(p + 1\) to product \(a^+p^+\), where factors of \(a^+\) are smaller than \(\lambda\). If \(p^+\) is not a pseudo-prime, goto 7
4. Output \((p, a^-a^+)\).
Enhanced algorithm. Note that for every $p$ output by the naive algorithm (Algorithm 1), both $p - 1$ and $p + 1$ have exactly one large prime divisor. We can increase the efficiency of our strong primes generator by allowing $p - 1$ and $p + 1$ to have two large prime factors. Our enhanced algorithm first fixes $p^−$, a large prime divisor of $p - 1$, and $p^+$, a large prime divisor of $p + 1$. Using the Chinese Remainder Theorem (CRT), the algorithm then computes a $p$ such that

$$p \equiv +1 \mod p^−,$$

$$p \equiv -1 \mod p^+$$

and it adds $(p^- p^+)$ to $p$ until $p$ is a prime.

During the next step, the algorithm checks whether $(p - 1)/(a^- p^-)$ (resp. $(p + 1)/(a^+ p^+)$) is a prime, where $a^-$(resp. $a^+$) is the product of all small factors of $(p - 1)/b^-$ (resp. $(p + 1)/b^+$) found by trial division. If at least one of these tests fails, then the algorithm keeps on adding $(p^- p^+)$ to $p$ to get another prime.

Algorithm 2 (Enhanced strong primes generator).

Input: Security parameter $\lambda$.

Output: Integer tuple $(p,a)$ such that $p$ is $(\lambda,a)$-strong prime.

1. Choose two random $\lambda$-bits pseudo-primes $p^+$ and $p^-$.
2. Using CRT compute $p$ s.t.

$$p \equiv +1 \mod p^-$$  (i.e., $\exists a^- : p - 1 = b^- p^-$) and

$$p \equiv -1 \mod p^+$$  (i.e., $\exists a^+ : p + 1 = b^+ p^+$).

3. While $p$ is not a pseudo-prime: $p \leftarrow p + (p^- p^+)$.  
4. Set $b^+ := (p - 1/p^-)$ and $b^+ := (p + 1)/p^+$.
5. Find all factors of $b^-$ (resp. $b^+$) smaller then $\lambda$. We denote product of these small factors $a^-$ (resp. $a^+$).
6. If $b^-/a^-$ is not a prime or $b^+/a^+$ is not a prime,

then $p \leftarrow p + p^+ p^-$ and goto step.

Otherwise return $(p,a)$, where $a = a^- a^+$.

In practice, the primality tests performed both in Algorithm 1 and algorithm 2 would be implemented via a probabilistic primality test such as the Rabin-Miller test. As a proof of concept, we provide some strong primes generated using these two algorithms in Appendix C.

4.5 Construction

Analogously to the VDF of Pietrzak [Pie19], we compile our public-coin interactive proof into a VDF using the Fiat-Shamir heuristic. The complete construction
is given in Construction 2. For ease of exposition, we assume that the time parameter $T$ is always a power of two.

**Construction 2 (VDF based on Lucas sequences).**

$LCS\text{-Setup} (1^\lambda)$: Runs a strong primes generator on input $1^\lambda$ to get a $(\lambda, a_p)$-strong prime $p$ and a $(\lambda, a_q)$-strong prime $q$ and it sets $N = p \cdot q$. Then it chooses a hash function

$$\text{hash} : \mathbb{Z} \times \mathbb{Z}_N^3 \rightarrow \mathbb{Z}_{2^\lambda}.$$  

and it outputs the public parameters

$$(N := p \cdot q, a := \text{lcm}(a_p, a_q), \text{hash}).$$

$LCS\text{-Gen}((N, a, \text{hash}), T)$ is identical to LCS.Gen from construction 2.

$LCS\text{-Eval}((N, a, \text{hash}), (\omega, T))$: is identical to LCS.Eval from construction 2.

$LCS\text{-Prove}((N, a, \text{hash}), ([\omega], T))$: Computes

$$y := [\omega^{2T}]$$

and sets $(\omega_1, y_1) = (\omega, y)$. For $i = 1, \ldots, t$ computes

$$\mu_i := \omega_i^{2T/2^i},$$

$$r_i := \text{hash}(T/2^{i-1}, \omega_i^a, y_i^a, \mu_i^a),$$

$$\omega_{i+1} := \omega_i^{r_i} \mu_i,$$

$$y_{i+1} := \mu_i^{r_i} y_i.$$

It outputs $(\left[ y \right], \pi = ([\mu_1], \ldots, [\mu_t])).$

$LCS\text{-Verify}((N, a, \text{hash}), ([\omega], T), ([y], \pi))$: Sets $\tilde{\omega}_1 = \omega^a$, $\tilde{y}_1 = y^a$ and for each $i = 1, \ldots, t$, computes

$$\tilde{\mu}_i := \mu_i^a,$$

$$r_i := \text{hash}(T/2^{i-1}, \tilde{\omega}_i, \tilde{y}_i, \tilde{\mu}_i),$$

$$\tilde{\omega}_{i+1} := \tilde{\omega}_i^{r_i} \tilde{\mu}_i,$$

$$\tilde{y}_{i+1} := \tilde{\mu}_i^{r_i} \tilde{y}_i.$$

It outputs accept if

$$\tilde{y}_{t+1} = \tilde{\omega}_{t+1}^2,$$

(4.10)

otherwise it outputs reject.

**Theorem 3.** LCS VDF from construction 2 is correct and statistically sound in random oracle model.

**Proof.** The correctness follows directly by construction.
To prove a statistical soundness, we proceed in the way similar to [Pie19]. We cannot apply Fiat-Shamir transformation directly, because our protocol does not have constant number or rounds, thus we use Fiat-Shamir heuristic to each round separately.

First, we use a random oracle as the hash function. Second, if a malicious prover computed a proof accepted by verifier for some tuple \( ((N, a), ([\omega], T), y) \) such that

\[
[y] \neq [\omega^{2^T}], \tag{4.11}
\]

then he must have succeeded in turning inequality from eq. (4.11) into equality in some round. By lemma 3, probability of such a flipping is bounded by \( 1/2^\lambda \). Every such an attempt requires one query to random oracle. Using union bound, it follows that the probability that a malicious prover who made \( q \) queries to random oracle succeed in flipping initial inequality into equality in some round is upper-bounded by \( q/2^\lambda \).

Since \( q \) is polynomial in \( \lambda \), \( q/2^\lambda \) is a negligible function and thus our protocol is statistically sound. \( \square \)
5. Linear recurrences of higher order

In this chapter we discuss extension of our approach to linear recurrences with order greater than 2.

Definition 18. Let $R$ be a ring and $k \in \mathbb{N}$. The linear recurrence $(s_i)_{i \in \mathbb{N}_0}$ of order $k$ is given by set of initial conditions $b_0, \ldots, b_{k-1} \in R$ s.t. $\forall i \in 0, \ldots, k-1 : s_i = b_i$ and coefficients of linear recurrence $a_0, \ldots, a_{k-1} \in R$ s.t.

$$\forall i > k : s_i = a_{k-1}s_{i-1} + \ldots + a_0s_{i-k}$$

Definition 19. We define the characteristic polynomial of linear recurrence $f(x) := x^k - a_{k-1}x^{k-1} - a_{k-2}x^{k-2} + \ldots + a_0$.

Linear recurrences modulo $p$ are known as linear-feedback shift registers (LSFR) and they are well studied.

Proposition 1 (Galois representation of LSFR). Let $(s_i)_{i \in \mathbb{N}_0}$ be linear recurrence of elements of a finite field $\mathbb{F}$ and $f(x) \in \mathbb{F}[x]$ be its characteristic polynomial. There exists a polynomial $g^{(0)}(x) \in \mathbb{F}[x]$ of degree $k-1$ such that for every $i \in \mathbb{N}_0$ the leading coefficient of $g^{(i)}(x) := x^ig^{(0)}(x)$ mod $f(x)$ is equal to $s_i$.

Corollary 3. The $n$-th element of linear recurrence can be computed in $O(\log(n))$ sequential steps.

Fact 1. Let $p \in \mathbb{P}$, $f(x) \in \mathbb{Z}_p[x]$ be a monic polynomial of degree $k$, $r_1(x) \cdot \ldots \cdot r_\ell(x)$ be the factorization of $f(x)$ to irreducible factors. We denote $d_i = \deg(r_i(x))$. Then

$$\mathbb{Z}_{p,f} \simeq \bigtimes_{i=1}^\ell \mathbb{Z}_{p,r_i} \simeq \bigtimes_{i=1}^\ell \mathbb{Z}_{p^{d_i-1}}^{(+)}.$$

We derive sufficient conditions on factors of $N$ to be able to use our protocol with recurrences of higher order.

First of all, notice that the fact that $f$ has degree 2 is used for proving strength of $(\mathbb{Z}_{p,f}^*)^{(a)}$, but it is no longer needed for protocol security proof. It follows that if we are able to find $p$ and $a < \lambda$, such that $(\mathbb{Z}_{p,f}^*)^{(a)}$ is $\lambda$-strong group for all polynomials of degree $d$ over $\mathbb{Z}_p$, then we are able to apply our protocol to recurrences of order $d$. Fact 1 gives us characterization of primes that satisfy this property.

If we restrict ourselves to recurrences of order $d$ with irreducible characteristic polynomial, then $p$ must be $(\lambda, a, d)$-strong prime (defined below) for some $a \in \mathbb{N}$ to achieve $\lambda$-strength of $(\mathbb{Z}_{p,f}^*)^{(a)}$ and thus $\lambda$-bit security.
Definition 20 (Generalized strong primes). Let \( p \in \mathbb{P} \) and \( \lambda, a, d \in \mathbb{N} \). We say that \( p \) is a \((\lambda, a, d)\)-strong prime, if \( \lambda > a \) and there exists \( W \in \mathbb{N} \) such that \( p^d - 1 = aW \) and every factor of \( W \) is greater than \( 2^\lambda \).

If we want to compute recurrences of order \( d \) for any characteristic polynomial \( f \) and prove values of their terms by protocol 2 for group \((\mathbb{Z}_p^*, f)^{(a)}(\cdot)\) (for some \( a \in \mathbb{N} \)), then \( p \) must be a \((\lambda, a_i, d_i)\)-strong prime for every \( d_i \in \{1, \ldots, d\} \).

Generalized strong primes can be generated by analogue of naive algorithm (algorithm 1). To test \((\lambda, a, d)\) primality, number \( p^d - 1 \) is factorized to \( p - 1 \) and \( p^{d-1} + p^{d-2} + \ldots + p + 1 \). Each of these factors is cleaned from small factors and then its primality is checked.
6. Conclusion

In this thesis we have seen how VDFs can be based on alternative operation than iterated squaring without sacrificing efficiency a lot. There are several natural directions that could be further explored. Here we list a few:

1. Can our VDF be instantiated solely in the RSA modulus avoiding the extension field altogether? This would require a deeper understanding of the properties of Lucas sequences, in particular whether there exists an analogue of signed quadratic residues for Lucas sequence. This is also related to the question of whether our proofs can be made unique since Pietrzak manages to achieve uniqueness by moving to the algebraic setting of signed quadratic residues.

2. There have been recent progress in efficient shared generation of the standard RSA modulus. It is an interesting question whether any of these techniques can be used to sample strong primes required for our purposes or for that matter strong primes that are required in [Pie19].

3. Since Lucas sequences have a lot of structure, it is worth exploring whether this can be exploited to construct VDFs with additional properties like batching or aggregation.
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A. Analogue for Wesolowski’s construction

Since Weselowski’s VDF \cite{Wes19} can be instantiated over an arbitrary group of unknown order, we can construct its analogue for Lucas sequences while using arithmetic of \( \mathbb{Z}[^{\sqrt{D}}] \). Furthermore, it is possible to reduce the adaptive root game assumption (defined in \cite{Wes19}) for \( \mathbb{Z}_N[^{\sqrt{D}}] \) to adaptive root game assumption for \( \mathbb{Z}_N^* \).

**Theorem 4.** Adaptive root game for \( \mathbb{Z}_N[^{\sqrt{D}}] \) is not easier than adaptive root game for \( \mathbb{Z}_N^* \).

**Proof.** We will proceed similarly to the proof of theorem 1. Assume that there exists an adversary \( A \) with non-negligible advantage in the adaptive root game in \( \mathbb{Z}_N[^{\sqrt{D}}] \). We construct an adversary \( A' \) who has the same advantage in the adaptive root game in \( \mathbb{Z}_N^* \).

We construct \( A' \) according to the diagram below.

\[
\begin{array}{ccc}
A & A' & \text{Oraculum} \\
\hline
\leftarrow N & \leftarrow N & \leftarrow \text{Gen}(1^\lambda) \\
\omega := \frac{1}{2}(V_1 + U_1 \sqrt{D}) & Q := \frac{1}{4}(V_1^2 + DU_1^2) & N \leftarrow \text{Gen}(1^\lambda) \\
\leftarrow \ell & \leftarrow \ell & \ell \leftarrow \mathbb{P} \cap [0, 2^\lambda] \\
\epsilon := (V_k + U_k \sqrt{D}) / 2 & C := \frac{1}{4}(V_k^2 + DU_k^2) & C \leftarrow \mathbb{P} \cap [0, 2^\lambda] \\
\end{array}
\]

The algorithm \( A \) uses the identity 3.7 twice. First, when computing deriving \( Q \) from \( (U_1, V_1) \) and second, when deriving \( C \) from \( (U_k, V_k) \). If \( (\omega, \epsilon) \) returned by \( A \) satisfies \( \epsilon^\ell = \omega \), then \( (Q, C) \) returned by \( A' \) satisfies \( C^\ell = Q \). Thus success rate of \( A' \) in Adaptive root game for \( \mathbb{Z}_N[^{\sqrt{D}}] \) is equal to success rate of \( A \) in Adaptive root game for \( \mathbb{Z}_N^* \).
B. Safe primes modulus

In this section we explore how reduce requirements on modulus at the expense of losing statistical soundness. Let $N$ be product of two safe primes $p = 2p' + 1$ and $q = 2q' + 1$. Let $P$ be sampled from uniform distribution on $\mathbb{Z}_N$, $D$ be sampled from uniform distribution on

$$\{D \in \mathbb{Z}_N \mid \left(\frac{D}{N}\right) = 1\}$$

and set $Q := \frac{1}{4}(P^2 - D)$. Since $\left(\frac{D}{N}\right) = 1$, there are two possible cases:

1. $\left(\frac{D}{p}\right) = -1$ and $\left(\frac{D}{q}\right) = -1$ or
2. $\left(\frac{D}{p}\right) = 1$ and $\left(\frac{D}{q}\right) = 1$

Similarly to proof of lemma 2,

$$\left(Z_{N,f}^*\right)^{(a)} \simeq \begin{cases} a\mathbb{Z}_{p-1}(+) \times a\mathbb{Z}_{q-1}(+) & \text{in case [1]} \\ (a\mathbb{Z}_{p-1}(-))^2 \times (a\mathbb{Z}_{q-1}(+))^2 & \text{in case [2]} \end{cases}$$

Since the modulus $N$ is composed of safe primes instead of strong primes, group $(Z_{N,f}^*)^{(a)}$ can contain subgroups of low order in case 1. We show that the protocol remains computationally secure assuming that every polynomial adversary has only negligible chance to solve the following decision problem:

**Definition 21** (Quadratic residuocity problem). Given an RSA modulus $N$ and $a$ sampled from uniform distribution on $\mathbb{Z}_N$ such that $\left(\frac{a}{N}\right) = 1$, decide whether $a$ is a quadratic residue mod $N$.

**Definition 22.** Let $\lambda \in \mathbb{N}$ be a security parameter and $N = \Theta(2^\lambda)$. We say that $\tau$ is a low-order element of $\mathbb{Z}_N$, if there exists a $e = \text{poly}(\lambda)$ such that $\tau^e = 1$.

**Claim 4.1.** If there exists a polynomial malicious prover $P^*$ who is able to break the halving protocol, then there exists a polynomial algorithm $A$ for computing low-order elements in $(Z_{N,f}^*)^{(a)}$.

**Proof sketch.** As long as $y$ and $x^{2^T}$ differ in in some large component, it is statistically impossible that we will get an equality $y' = (x')^{2^T/2}$ at the end of the halving protocol. Therefore $y$ and $x^{2^T}$ can differ only in some small component and the desired low-order element can be extracted as $y^{-1}x^{2^T}$.

Formal version of the claim 4.1 with a complete proof can be found in [BBF18]. There is an enhanced version of this claim in [SB20], which shows a sub-exponential lower-bound on order of element returned by extractor.

**Claim 4.2.** Let $N$ be a safe primes modulus and $D \in \mathbb{Z}_N$ is such that $\left(\frac{D}{N}\right) = 1$. If there exists a polynomial algorithm $A$ for computing low-order elements in $(\mathbb{Z}[\sqrt{D}]^*)^{(2)}$, then there exists a polynomial algorithm $B$ solving the Quadratic residuocity problem.
Proof. For given $N, D$, algorithm $B$ samples a random $P$ and compute $Q := \frac{1}{4}(P^2 - D) \mod N$. $B$ runs algorithm $A$ for group $(\mathbb{Z}_N^{*})^{(2)}$ getting element $\tau$. Algorithm $B$ verifies output of $A$ by verifying $\tau^r = 1$ for random $r \leftarrow \mathbb{Z}_{2^\lambda}$. Let denote order of $\tau$ by $e$. If $e$ is polynomial in $\lambda$, then this test is true positive with non-negligible probability $1/e (=1/\text{poly}(\lambda))$. Otherwise if $e$ is superpolynomial, then this test is false negative with only negligible probability $1/e$.

If $\tau$ passes the low-orderity test, $B$ output 0 ($D$ is not quadratic residuo mod $N$). Otherwise $B$ output 1. We split the computation of success rate of $B$ into two cases.

In case 1, $B$’s success rate is equal to $A$’s success rate times success rate of the low-orderity test ($=1/e$).

In case 2, there are no low-order elements in $(\mathbb{Z}_N^{*})^{(2)}$ and thus output of $A$ cannot be valid. It follows that success rate of $B$ in this case is equal to true negativeness of the low-orderity check, which is $1 - \text{negl}(\lambda)$.

Since these two cases occurs with the same probability, this computation results in

\[ \frac{1}{2}(1 - \text{negl}(\lambda)) + \frac{1}{2}\text{Succ}(A) \frac{1}{\text{poly}(\lambda)} = \frac{1}{2} + \frac{1}{\text{poly}(\lambda)} \]

success rate of $B$, where Succ$(A)$ denotes (non-negligible) success rate of $A$. \qed
C. Strong primes example

Here we provide two examples of 1000-bit strong primes as a proof of concept. Prime $p$ was generated by the naive algorithm \cite{1} and prime $q$ was generated by the enhanced algorithm \cite{2}. Both primes were generated on Intel(R) Core(TM) i5-7300U CPU @ 2.60GHz in order of minutes using a non-optimized implementation in Python language.

$p = 1640859224657626456969932179194674106366656217835106048358267877575793554322862873708216982369324978773065926121853510965672689239644183489757566993714960584987387763811212196871434393810322378148573012944610030112286462802492453882774195755694338092944828353284423385323309124719640161469841327

To enable one to verify strong primality of $q$, we attach factorization of $q-1$ and $q+1$.

$q = 23431087568335585935301753944518420232264392846964012282057899517282832810289793303637646914076483617421398316444310256771412870006989925508595349092442098052175096353477002705383515185734880903077065911359717748233882338570697425399068162914575835200148255301806733310760872426408848064390478655071959378603

$q-1 = 6 \times 118225268749840193323823399253069714597018923011543794566893016478849571514658796977448349380662375232329049950868850487804475801126211387024059597783077341 \times 330316970532963411704212218098730035931473977698446822810166305718575766464335772692853748880996474642896338169747895947003092333681615151545105795187187

$q+1 = 4 \times 9651452526034089853835635691712174068423026703959658983005506958283900066709170980059646617444954691213080784746088584079836423774713032592731835526736407 \times 60693163814285815334827546554817051090377133240560666137156429502250423228898379710243833539001919097028278533426159618911544580589776773053654422893