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Abstract  

Expressive description of the importance of critical infrastructure (CI) has been 

a common trend in the security literature, especially in the immediate aftermath 

of 9/11, when for the first time civilian infrastructure was purposefully targeted 

and the cascading effect so evident at such a scale. The first step in building 

efficient protection is the correct identification of critical assets: the European 

Union (EU) set a respective common approach in its 2008 Council Directive. 

However, it recognises only energy and transport infrastructures as critical and 

does not correspond with the 2016 Network Infrastructure Security (NIS) 

Directive.  

As compared to how much attention CI protection receives, CI sector 

identification is, arguably, a knowledge gap. Natural disasters, blackouts, 

human error, and especially resulting cascading effects are the focus of sectoral 

regulations, but are severely under-represented on the strategic level. The issue 

is that while pragmatic risk assessment may work for individual industries, on 

the state level the identification and designation are ultimately a political 

decision, which is something the existing frameworks do not account for. A 

study of securitisation in these domains could reveal the role of various sectoral 

and political interests, as well as social perceptions in the formulation of CI 

identification strategies.  

The purpose of this research is to determine how the EU Member States utilise 

securitisation in CI identification. A better understanding of what makes states 

identify their particular infrastructures as critical could lead to a harmonised CI 

identification framework which would, in turn, increase resilience of the entire 

society.  
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Introduction 

Expressive description of the importance of critical infrastructure (CI) has been 

a common trend in the security literature, state legislation, and institutional 

reports for the last two decades: from the enabler of “fundamental democratic 

rights” to “the backbone of the country’s economy, security, and health” and 

“the lynchpin to functioning … (of) political systems” (FP Insider 2020; 

Protective Security Act 1996). Such attention is not unwarranted: for instance, 

in a single attack against SingHealth, the largest healthcare group in Singapore, 

1.5 million patient accounts were affected, whereas in Europe the medical IoT 

market is expected to reach $40 billion in 2022 (Markopoulou & 

Papakonstantinou 2021). The very nature of CI makes it a good target: it is 

spaciously spread, sophisticated, and involves a lot of people and money that 

can be lost in a single blow.  

Although the term itself appeared as early as 1990s, the surge of attention 

happened in the immediate aftermath of 9/11, when for the first time civilian 

infrastructure was purposefully targeted and the cascading effect so evident 

at such a scale (Lewis et al. 2012). In the following years, specific focus on 

CI protection (CIP) kept changing in response to the emerging threats and 

ideas: from terrorism to cyber risks, interconnectivity, and resilience, which 

are still high on the decision makers’ agenda (European Commission 2005; 

2008; EU 2016; United States 2001). 

The first step in building efficient protection is the correct identification of 

critical assets (European Commission 2008; EU 2016). The European Union 

(EU) set a respective common approach in its 2008 Council Directive “On 

the identification and designation of European critical infrastructures and the 

assessment of the need to improve their protection” (European Commission 

2008). According to the regulation, the EU recognises only energy and 

transport infrastructures as critical, while the 2016 Network Infrastructure 
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Security (NIS) Directive sets compulsory measures for a much longer list of 

national sectors.  

To add to the regulatory confusion, as compared to how much attention CI 

protection receives from the governments, media, and inter-state organisations, 

CI sector identification is, arguably, a knowledge gap. Natural disasters, 

blackouts, human error, and especially resulting cascading effects are the focus 

of sectoral regulations, making the expert approaches predominantly risk-based 

(Bendiek and Schulze 2019; Cederberg 2018; ECEP 2019; European 

Commission 2020a; Horizon 2020; Knight 2019). However, these topics are 

severely under-represented on the strategic level. The issue is that while 

pragmatic risk assessment may work for individual industries, on the state level 

the identification and designation are ultimately a political decision, which is 

something the existing frameworks do not account for. Therefore, there is no 

structured, publicly available way of verifying how much of the risk is 

empirically substantiated and how much is politically constructed. A study of 

securitisation in these domains could reveal the role of various sectoral and 

political interests, as well as social perceptions in the formulation of CI 

identification strategies.  

Making CI ‘a matter of national security and defence’ seems to be a common 

trend in the ‘Western’ security community: NATO, a purely defence-oriented 

organisation that historically focused ‘traditional’ matters (e.g. international 

terrorism, political instability, and the spread of nuclear weapons) (NATO 2021), 

set quite a precedent in 2010 by including critical energy infrastructure, trade, 

and water scarcity to the context of its new Strategic Concept (NATO 2010). 

This indicates a significant change of discourse after the 2000s’ interventions 

on foreign soil and since the defence budget capacity decreased in the 2008 

economic crisis, thus requiring a strict set of priorities.  

The purpose of this research is to determine how the EU Member States utilise 

securitisation in CI identification. By engaging with the current political 
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discourse, relevant regulations, and empirical evidence, it seeks to identify 

milestones that led to political criticality assignment. France, Sweden, Czech 

Republic, and Croatia were chosen for the case study to represent different 

strategic environments. Following the history of the EU CI legislation and the 

most recent developments, the study tracks the changes using the topics of 

terrorism, cyber security, and elections, since technological accidents and 

natural disasters seem to be confined to the sectoral regulations but not the 

overarching frameworks.  

Ultimately, the study aims to use the observations to provide tentative policy 

recommendations and projections for the EU to strengthen its CIP framework. 

The challenge of reaching consensus where interest meets reality undermines 

the effort of finding the long-advertised ‘common approach’ (European 

Commission 2020a). A better understanding of what makes states identify their 

particular infrastructures as critical could lead to a harmonised CI identification 

framework which would, in turn, increase resilience of the entire society.  

The paper proceeds as follows: first, the Literature Review provides a 

background on both the securitisation theory and the place of CI in the global 

security structure. Next, for each case and the EU as a whole, the history of CI 

regulation is related to the national context to explain the most basic tendencies. 

In the Analysis part, the lists of critical sectors are compared, the regulations are 

tracked against the statistical trends, and the language patterns from the CI 

regulations are processed. Results present the analysis of securitisation applied 

by Member States and the EU to their CIP discourse and the Implications 

section follows with potential improvements. Finally, Conclusions and Further 

Discussion touch upon the highlight of “essential services” during the ongoing 

pandemic and suggest further research directions.  
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Literature review 

Critical infrastructure has been a persistent topic in the security discourse, both 

academic and practical, for more than two decades. CI refers to those sectors of 

the human activity (whether political, social, or economic) that the societies 

need to properly function, which normally includes energy, transportation, 

communication systems, food and water provision and sanitation (Mendizabal 

et al. 2021; Quijano et al. 2018; Turner & Johnson 2017; Zabyelina & Kustova 

2015). Although the notion of infrastructure is not new, its criticality only 

entered the discourse after the Cold War, when with the erosion of bipolar 

militarized threats the risks became perceived as too diverse and overwhelming 

– from natural disasters to terrorist attacks and massive malfunctions of 

infrastructure. Therefore, the need to optimally allocate limited resources 

dictated that the states chose which assets they could leave to the sectoral 

authorities and which required “the protection by the state” (Langenohl 2020). 

As a founding milestone, the 1996 Executive Order 13010 pledged to the 

protection of the infrastructures that are “so vital that their incapacity or 

destruction would have a debilitating impact on the defense or economic 

security of the United States” (Presidential Documents 1996).  

This development can be traced to what Langenohl (2020) calls “a modernist 

imaginary of infrastructure which aligns imaginations of full functionality and 

operability with that of a sovereign guarantee of security”. Infrastructures are 

placed within state strategies to establish and maintain control over a secure, 

demarcated space and outlaw those who act against the state’s objectives 

(Turner & Johnson 2017). Therefore, the political value of CI is understood 

through how states seek to integrate the territorial structures by making them 

dependent on the services and resources only the state can provide. Without 

such equitable provision (roads, communication), the space becomes “de facto 

ungovernable” (Langenohl 2020), and the power asymmetry creates 

preconditions for conflict.  
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The modern conflict dynamics substantiate this theoretical basis. Gone are the 

times of the Clauswitzean battlefield; most victims in violent conflicts 

worldwide are civilians (Security Council Report 2019), and indirect impact 

from the destruction of infrastructure forms a considerable portion of that 

number. The 1991 civil war in Somalia and 2016-2018 conflict in Yemen 

resulted in damaged water systems which, in turn, led to cholera outbreaks 

affecting, respectively, 55,000 and more than a million with about 2200 dead 

(Gleick 2019). Even if not a deliberate attack, the Flint Water Crisis in April 

2014 resulted in household water supply contaminated with lead, which caused 

significant health risks and led the authorities to impose the state of emergency 

(Abernethy et al. 2016).  

Even though international humanitarian law prohibits indiscriminate attacks on 

civilian infrastructure (Gleick 2019), it relates to inter-state wars, while for 

conflicts just below the qualifying threshold (which have been prevalent) IHL 

is mostly a guidance. In the meantime, targeting CI means targeting large groups 

of civilians by definition since the infrastructure is mostly dual-use and does not 

allow for discrimination of targets. Unfortunately, the existing legal constraints 

are not strong enough to impose severe, deterring liability for targeting civilian 

infrastructure, and ‘emerging’ hybrid threats only expand the regulatory gray 

area.  

Under such conditions, it is no wonder that the states feel a considerable popular 

pressure to ensure the civilian protection. This may seem to apply only to the 

structures susceptive to such pressure, i.e. with assertive democratic control; 

Langenohl (2020) adds that criticality of infrastructure characterises “western 

nation-states’ modes of operation and imagination”. However, such North- and 

even state-centric view is limiting. First, a relevant example is China’s One Belt 

One Road project, which is a massive infrastructural initiative (Chatzky & 

McBride 2020) arguably aimed at the projection of China’s political interests 

westward. Secondly, violent non-state actors, such as ISIS, Boko Haram, and 

Colombia’s ELN and FARC, have been known to exercise a degree of 
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governance through the provision of essential services (Mendizabal et al. 2021; 

Varin & Abubakar 2017).  

Therefore, it is better to regard CI through an overarching lens of governance. 

CI is used by actors to forward interests and secure outcomes through relations 

(‘soft’ infrastructures) in a specific space (‘hard’ infrastructures) thus turning it 

in a territory and asserting a territorial mandate (Turner & Johnson 2017). The 

function of such mandate is, thus, dual: immediate service provision and 

ensuring the necessity of an actor in the first place. Supra-national formations 

can construct their own infrastructural mandates, as well, among which the 

European Union (EU) is a vivid example. Integration has been an essential part 

of the European policy; with the principle of equitable resource distribution not 

as pressing as in many other regions of the world, closing infrastructure gaps 

(Langenohl 2020) has been manifested through projects like Trans-European 

Transport Network and Trans-European Network for Energy (European 

Commission 2019).  

Nevertheless, even taking the criticality of inter-state EU infrastructure at a face 

value, it still ultimately serves to enable individual interests of Member States. 

A testament to that is a very uneven regulatory field in CIP and especially the 

identification and designation of critical sectors. The only existing specialised 

regulation for CI identification is the European Commission Directive 

2008/114/EC which establishes criteria for assets qualified as European CI (ECI) 

(European Commission 2008). The scope of the Directive is limited: the criteria 

only apply to the energy and transport sectors and normally for assets already 

deemed critical on a national level (European Commission 2020a; 2020b). A 

comprehensive assessment of the Directive emphasised the generality of the 

provisions but still left the national identification unregulated (European 

Commission 2020a). To compare, an entire agency (ENISA) was dedicated to 

devise identification guidelines for critical information infrastructure, which is 

rather indicative of the sectoral prioritisation (ANSSI 2020; EU 2016; Ford 

2015).  
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Surely, over the last two decades the focus of CIP has evolved in response to 

the emerging threats. First, the 1990s’ focus on social and community 

development made a radical turn in the aftermath of 9/11 when the civilian 

protection was conceptualised and institutionalised through CIP (e.g. the 

establishment of the Department of Homeland Security in the United States). 

Since then, CI has been viewed almost exclusively within sectoral security 

frameworks, the first of which was counter-terrorism (Aradau 2010; European 

Commission 2005; 2008). Over the years, the focus shifted to the automation of 

industrial systems and so-called Industry 4.0, which led to cybersecurity that, in 

turn, raised the challenges of interconnectivity and cross-cutting criticality 

criteria (Andrea & Bernhard 2010; European Commission 2008; Niesen et al. 

2016; Tantawy et al. 2020). Next came the highly unpredictable cascading 

effects bringing attention to resilience in CIP (EU 2016; Joint Staff Suffolk 2014; 

Public Safety Canada 2020). With minor modifications, these concepts are still 

dominating in current regulations and public discourse (Helmbrecht 2017; 

Mattioli & Levy-Bencheton 2014; Mtibaa et al. 2014). 

Predominantly, individual solutions have outpaced the overarching approach: 

there are EU-level regulations for gas supply, satellite navigation, Eurocontrol, 

and Galileo protection (European Commission 2020b; Security Research 2020). 

Following the U.S. example, several states designated election systems as 

national CI (Cederberg 2018; CISA 2020a; ECEP 2019; ENISA 2019; Fischer 

2018; Politico 2018). Recently, climate change and pandemics were added to 

the list (CISA 2020b; European Commission 2020b; Fekete 2011). These 

changes were deemed critical enough to commit time and funding to, yet they 

did not trigger a general policy update; what threshold was used in each case is 

a knowledge gap.  

CI identification, as something evidently risk-informed, should be a pragmatic 

question. Priority criteria could be calculated based on the consequences of 

damage (multi-unit loss of life, resources, utility, economic value, 

demoralisation), the difficulty of protection due to how they are spaciously 
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spread, interconnectivity, and potential cascading effects as seen vividly with 

9/11 (Lewis et al. 2012). The resources and instruments are abundant: sectors 

develop their own databases like the Energy Infrastructure Attack Database by 

Giroux et al. (2013) for Colombia, while the data on cyber attacks and 

vulnerabilities are universally so plentiful that the problem is organisation rather 

than aggregation or access. The existing tools include Agent-Based 

Infrastructure Modelling and Simulation analyses interdependencies in Canada, 

CI Interdependencies Integrator for components restoration in Monte Carlo, 

Fast Analysis Infrastructure Tool for economic impact assessment for different 

sectors, Knowledge Display and Aggregation System for cascading effects, 

CARVER criteria based ranking for single assets, Maritime Security Risk 

Analysis Model, and Model Based Risk Analysis for a network analysis (Lewis 

et al. 2012). The academia suggests using network theory (Lewis et al. 2012, 

Quijano et al. 2018), dynamic risk assessment to cover real-time variation 

during operation (Adedigba et al. 2018; Parhizkar et al. 2020), borrowing data-

driven and model-based risk analysis from transport regulations, E-commerce, 

offshore drilling, biopharmaceutical and other manufacturing, and early 

warning in natural and anthropogenic disasters like flood risks and water 

pollution accidents (Aagedal et al. 2002; Abernethy et al. 2016; Blaauwbroek et 

al. 2018; Hou et al. 2014; Izuakor & White 2016; Molina 2018; Moteff & 

Parfomak 2004; Mtibaa et al. 2014; Niesen et al. 2016; Novotny et al. 2015; 

Rubio-Hervas et al. 2018; dos Santos & Tavares 2015; Tantawy et al. 2020; 

Westerberg et al. 2013; Xu et al. 2019). Others distinguish a less probability-

dependent concept – criticality (Fekete 2011; Mauro et al. 2010; Theoharidou 

et al. 2009). Even alternative theories rejecting strictly material, inanimate 

regard of infrastructure rely on objective indicators to some extent (Aradau 2010; 

Coward 2009).  

Nevertheless, what looks like a good choice out of numerous straightforward 

approaches is not, in fact, such: the mechanisms of asset identification and 

ranking have still not been standardised, neither in the EU nor in the US or 
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elsewhere for where the information is available (Lewis et al. 2012). ‘Too 

much’ or ‘too little’ risk could be attributed to a truly increased number or 

cost of the attacks, massive resources dedicated to the protection and 

deterrence, or a customary understanding that destruction of such magnitude 

is unacceptable (Mauro et al. 2010; Tannenwald 2018). What is more, neither 

human error, nor technical disruptions are as publicly covered as deliberate 

attacks, even if the consequences could be the same (Adedigba et al. 2018; 

Parhizkar et al 2020). In practice, for the EU it means that each Member State 

decides for itself which assets will be designated, both nationally and as ECI, 

and how they will be protected based on its resources and capabilities making 

the starting point, therefore, extremely uneven.   

Although the choice of critical sectors mentioned above is understandable in 

terms of development and humanitarian needs, some states identify sectors 

that are much less self-explanatory in a sense of pragmatic security: values, 

monuments, elections etc. This leads to two questions: how the function of a 

designated critical sector is reflected onto the societal processes and how 

much of the sector criticality is empirically substantiated and how much is 

politically constructed. As for the first, identification of a sector as critical 

also means that the perception of its function has changed: if before the value 

of assets was internal to the sector, now they are seen as providers of 

“mundane and routine” (Langenohl 2020) processes which are only truly 

noticed if missing (Turner & Johnson 2017) and for which the contrast 

between the polar states of function and non-function will come as a shock to 

society.  

In turn, a failure of CI might be perceived as a failure of the enabling actor 

(e.g. a state) thus undermining the actor’s legitimacy, for which CI can be 

outside of the immediate control and not always responsive to the state’s 

pressure as it is (Blaauwbroek et al. 2018; Turner & Johnson 2017). 

Consequently, a sector can be “declared under constant and existential threat” 

(Langenohl 2020) to justify assertive policies towards the owners. This leads 
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to a classical articulation of the Copenhagen School’s theory: by calling 

material assets ‘essential for the very existence of the society’ a speech act is 

performed upgrading those assets to the utmost matter of security under an 

ultimate threat, which constitutes an act of securitisation (Buzan et al. 1998; 

Waever 1996). Indeed, in the absence of any framework for the critical sector 

identification, assigning priority by dramatising a sector as having said 

priority might account for at least part of the identification and designation 

practice: if infrastructure is a threatened object to a point when it is called 

critical, it requires extraordinary protection, a sovereign provider of which is 

the state.  

The securitisation theory is best applicable to the current analysis for several 

reasons. First, securitisation is not supposed to be explained via any ‘objective’ 

risk since the political move itself plays a formative role. Second, Buzan, 

Wæver, and de Wilde (1998) add a certain ‘sectoral logic’ to the theory with 

security as an “integrating force” for the referent objects, which allows for the 

analysis of CI as a whole as well as ‘a structure of structures’. Finally, the cross-

sector effects of securitisation demonstrated by the Copenhagen School 

(Langenohl 2020) relate closely to the issue of interconnectedness found 

frequently in the CIP discourse. 

Langenohl (2020) goes as far as to claim that “the construct of critical 

infrastructure thus denotes a specific perception of vulnerability which is 

derived from understandings of the ways contemporary, highly differentiated, 

and deeply technicised societies are organised”. If securitisation of CI stems 

from the nature of the society itself, applied to the EU the research will have to 

address that it is, ultimately, not a state. Rather, the EU is a supra-national actor 

to which certain issues of security are outsourced by Member States. The 

assignment of criticality as a securitising move requires an audience to accept a 

particular message, and the nature of ‘audience’ for the EU is different from the 

ones of individual Member States.  
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Consequently, several things will be considered in the research. First comes the 

question of identity: the polity has a prerogative to assign criticality, and the 

Euro-polity (Waever 1996) is highly fragmented. Where, then, lies the line 

between national perceptions and ‘the European identity’ as interests for the 

sake of which the sectors are identified as critical? Both value and acceptable 

risk are highly contextual notions, especially when it comes to “threats without 

enemies” like natural disasters (Langenohl 2020), so the already varying 

policies need to stay cohesive and apply just as well to the non-deterrable threats. 

Next, what does the EU see as its sovereignty? How much capacity does the EU 

have to exert control over the audience as opposed to the need to utilise 

securitisation and manipulate risk perception? Finally, the notion of the 

European security would have to be dissected into the security of Member States 

and the EU as an entity external to them, thus distinguishing the security of the 

same political space, yet on the national, regional, and international level.  

 

Methodology 

The broad research question is finding a political threshold that the EU states 

and the EU as a whole use to assign criticality to a sector. Member States are 

chosen according to the EU Macro-Regional Strategies to represent different 

strategic environments with similar political objectives within the EU (Council 

of Europe 2014). Therefore, Croatia represents the Adriatic and Ionian region, 

France – the Alpine, Sweden – the Baltic Sea, and Czech Republic – the Danube 

regions. Surely, the research cannot be fully extrapolated onto the entire EU; 

however, geographical and geopolitical representation recognised by the EU 

itself, as well as the different timing and circumstances of joining the EU allow 

to speak of a fairly representative sample.  

By design, the research is of broadly comparative nature. CI identification 

allows to facilitate protection through specialised coordinating agencies, 

prioritise resource allocation, and through politicising and securitising language 
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might also serve as a deterrent. Therefore, the research leverages a combination 

of historical and discourse analysis to identify securitisation patterns and place 

them into the historical, political, and regulatory context.  

Preliminary analysis of the regulatory literature has shown that the CIP 

legislation developed in waves in response to the terrorist and cyber threats, and 

then the ‘emerging’ hybrid threats like the election interference. It is 

understandable that states review, enhance, and accelerate their CIP efforts in 

the wake of such threats, since CI, by nature, constitutes a valid attack target. 

First, deliberate attacks against CI serve to undermine the state as a holder of 

the infrastructural mandate and convey a political message through 

indiscriminate, maximised civilian damage. Cybersecurity itself has a 

prominent discursive role, but it was after the Stuxnet attack in 2010 that 

brought attention to the potential physical damage from something “virtual”, 

even if it was not the first case (Romanova 2020). The number of cyberattacks 

against SCADA systems has indeed increased in the last decade (Ford 2015), 

while the language describing cyberspace became more and more intricately 

linked to the matters of strategic priority (‘cyber warfare’, ‘cyber defence and 

offence’, even ‘cyber sovereignty’ and ‘cyber diplomacy’) (Dunn Cavelty 2013). 

Cyberattacks and disinformation campaigns are the kind of hybrid threats that 

remain below the threshold of outright (attributable) aggression and so 

complicate the response. Foreign interference in the elections became a topic 

somewhat separate from its ‘cyber’ origin after the 2016 interference in the US 

presidential election, even though, just like with cyberattacks, the case was 

hardly new or one-sided (Dorell 2018). The election criticality was then 

explained as the US priority for “the confidence in the value of people’s votes” 

that relied on the confidence in the enabling infrastructure (CISA 2021a), which 

is reminiscent of the way an attack against the ‘physical’ drinking water 

provision assets could lead to a “loss of public confidence in water supply 

systems” (Copeland 2008). To summarise, attacks against CI are of concern to 

the states since not only are they environmentally damaging, but also disrupt 
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supply chains, state and private revenues, and can damage the image of the 

governing authority, which makes CIP a top political priority.  

The first step is, therefore, to use the Global Terrorism Dataset (GTD) and the 

Significant Multi-Domain Incidents against Critical Infrastructure (SMICI) 

dataset and basic descriptive statistics to check for a correlation between the 

timeline of adopting thematic regulations and the empirical attack trends 

(START 2019; 2020). The strength of such correlation could at least partially 

reflect the extent to which pragmatic risk is used as an indicator for CI 

identification and designation. The rest of the analysis relies on the national and 

EU-level regulations on CI identification and designation for the analysis of the 

securitising language. The use of specific speech expressions and patterns is 

identified and the frequency of their occurrence counted. A study by Langenohl 

(2020) on the securitisation of financial institutions used where and how 

frequently the sector is referred to as critical, in which and how many 

frameworks and handbooks on security mentioned, what agencies are 

responsible for it, when it has become an object “of risk analysis methodologies 

with respect to critical infrastructure worldwide”, and the “collaboration 

between political and financial institutions in the fight against perceived threats, 

or question the foundations on which the state is attributed core financial 

functions” as evidence of the sector securitisation. The present study utilises a 

similar approach as applied to CI and contextualises the discourse by using the 

milestone events for each case.  

Only the regulations where CIP is addressed (even if briefly) are utilised so that 

the study does not diverge into the securitisation of terrorism and cybersecurity. 

With the same requirements, reports and assessments supported by the 

(inter-)governmental agencies (e.g. GCSP) are included, while for the elections 

– to compensate for the comparatively less legislation as a data source – 

coverage by experts and government representatives during the EU-supported 

events (like the GLOBSEC Bratislava Forum). For the threat representation, the 

identified securitising language is only utilised when stated explicitly, even if 
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the linguistic forms can vary. When the same expression is repeated in the same 

document, the usage count is added only if it is applied to a different object to 

expand the study from securitisation analysis in a particular document and cover 

the regulatory filed as a whole.  

Limitations 

For the topic of the research, participative research as a method for expert 

elicitation (e.g. by Kapellmann & Washburn 2019, Niesen et al. 2016, or 

European Commission 2020a) could be more beneficial. Experts could be asked 

why they saw a sector as critical and then, if threats were specified, ask if they 

were familiar with the statistics on these threats. Combined with the discourse 

analysis, such questionnaire could provide a direct reflection of the securitizing 

language on the expert and decision-making community, while a focus group 

discussion could display the group dynamics leading to CI identification. 

However, under the circumstances, especially since the operators of CI find 

themselves under exceeding workload due to the pandemic, it was decided 

against in-person data collection method.  

Next, both GTD and SMICI are only available until 2019, while the regulations 

reach 2021 and the current year has seen some of the major attacks against CI 

worldwide. This drawback, as well as any potential caveats (underreporting, 

unobservable data) in data are not decisive since the trends only serve 

indicatively for the discourse analysis and are not under strong precision 

requirements. Human error is severely underrepresented in the state regulation, 

while different mental states of the designating persons and potentially different 

understanding of the same concepts increases the uncertainty; nevertheless, 

these topics are beyond the scope of this research and the analysis of 

securitisation can still be projected onto them to an extent.  

Finally, it is difficult to isolate a role of one regulation where several instruments 

coexist. Therefore, the analysis included broader legislation covering the topic, 

regardless of its sectoral attribution.  
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Case background: 

 The EU 

In June 2004, the European Council called for the preparation of a strategy to 

protect CI against terrorism. The following Commission Communication on 

Critical Infrastructure Protection in the Fight against Terrorism was the first 

suggestion regarding how to enhance European efforts in prevention, 

preparation for, and response to terrorist attacks involving CI. It also included a 

list of sectors that may be covered under the European Programme for Critical 

Infrastructure Protection (EPCIP): power plants and networks, information and 

communication technologies, finance, health, food, water, transport, production, 

and government (e.g. information networks, property, and even key national 

monuments and sites).  

In 2005, the European Commission organised two seminars to gather the 

existing national approaches to CIP and adopted the resulting Green Paper on 

the CIP Programme, which placed itself in the context post-Madrid and London 

bombings. Although the initial primary focus was on terrorism, the threat 

assessment was later extended. It aimed to “work on reaching agreement on a 

common list of definitions and CI sectors” to protect “the European economy 

as a whole”. The indicative list of sectors was somewhat different from the one 

suggested in 2004 but still comprehensive: energy, ICT, water, food, health, 

financial, public and legal order and safety, civil administration, transport, 

chemical and nuclear industry, space and research. The Paper was quite 

ambitious with questions for future regulatory development: how a common 

framework could best facilitate compliance for the transborder companies 

through at least partial control over the national designation, how risk ranging 

could be harmonised and calibrated, suggested three options for the levels of 

national designation and two – for the multilateral ECI criteria. Finally, the 

paper suggested a single agency overseeing CIP in the EU as opposed to 

establishing national contact points (European Commission 2005).  
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Evidently, CIP has arisen from the counter-terrorism policies. The European 

Convention on the Suppression of Terrorism dates back to 1977, TREVI 

information sharing system existed since 1970s, and the European experience 

with terrorism included, among others, groups in France, Spain (ETA, GRAPO), 

Corsica, Italy (Red Brigades), and the United Kingdom (Anglmayer 2021; 

Bures 2006; Den Boer 2003). Still, only the events of early 2000s led to hands-

on protection measures beyond the cross-border judicial procedures. After the 

2004 Communication, the EU programme on “Prevention, Preparedness and 

Consequence Management of Terrorism and other Security Related Risks” for 

the period 2007-2013 would provide funding for CIP related measures 

(European Commission 2005; European Commission 2006). Arguably, Madrid 

bombings in 2004 served as a wake-up call instead of 9/11: the latter was 

followed with the tried criminalisation path with the 2002 European Arrest 

Warrant, the normative 2001 “European policy to combat terrorism”, and the 

2002 Decision the European Council on Combat against Terrorism (Bures 2006; 

Wilkinson 2005), while only in the 2005 EU Strategy to Combat Terrorism, 

after the tragedies on the European soil, did the policies align for the critical 

asset protection (Bossong 2014; Delpech 2002; Haemmerli & Renda 2010; 

Wilkinson 2005).  

The 2006 Communication on a European Programme for Critical Infrastructure 

Protection established a Critical Infrastructure Warning Information Network 

and a CIP expert group, promised a directive for ECI identification and 

designation and “support for Member States concerning National Critical 

Infrastructures (NCI) which may optionally be used by a particular Member 

State”, already making the national designation regulation non-binding and 

explicitly prioritising the energy and transportation sectors (European 

Commission 2006). The April 2007 Council conclusions on the EPCIP pointed 

out “the ultimate responsibility of Member States to manage arrangements for 

the protection of critical infrastructures within their national borders” (European 

Commission 2008). Thus, year-by-year, the minimum version of the 2005 Paper 
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was adopted: national CIP under the framework was optional, the criteria for 

ECI were chosen to be bilateral (which still resulted in individual agreements 

rather than a common approach), and no single agency was established or 

designated. What is more, the milestone Directive 2008/114/EC on the 

Identification and Designation of European Critical Infrastructures and the 

Assessment of the Need to Improve Their Protection only listed energy and 

transportation (European Commission 2008).  

Instead of the suggested focus on the terrorist threat, the Directive opted for the 

all-hazards approach, and since then counter-terrorism and CIP went separate 

ways. The EU reversed to the judicial practices of early 2000s (Den Boer 2003; 

UNODC 2021). Combatting terrorism remained one of the three priorities in the 

2015 Security Strategy and the 2017 Strategic Assessment listed terrorism as 

one of the existential threats. In the recent years, the focus shifted considerably 

to de-radicalisation and countering terrorist content online (European 

Commission 2018b; European Parliament 2021).  

As for the 2008 Directive, the planned 2012 review had limited added value. It 

found that the general CIP awareness had increased, but the application was 

limited and less than 20 European critical infrastructures were designated 

(European Commission 2017). This should have been expected since the 

national dimension remained unregulated and ECI designation was almost 

voluntary: there was no mechanism to verify which national criteria applied to 

the baseline lists and if two Member States designated everything that the EU 

might deem critical. The review found it necessary to change from sectoral 

expansion to systems and risk-based approach (European Commission 2020a). 

The 2013 CIP framework reflected the findings, but the progress was arguably 

marginal. Emphasis on the interdependence did not change the fact that no 

common methodology was adopted, and the law itself neither rectified the 2008 

Directive nor was consistent with it (European Commission 2020a). 

Nevertheless, some added value was in piloting the 'new approach' to the four 

major pan-European infrastructures: Eurocontrol (the European aviation 
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organisation); Galileo (the European global satellite navigation system); the 

European electricity transmission grid; and the European gas transmission 

network (European Commission 2017).  

A year before the review, the Commission announcement COM(2011)163 

Regarding the Critical Information Infrastructure Protection suggested adding 

the “ICT sector-specific elements to be considered for the review of Directive 

2008/114/EC”, which was not accounted for (European Commission 2017). 

Nevertheless, cybersecurity and CIIP in the EU go a long way back. The 2001 

Convention on Cybercrime and the 2003 Additional Protocol Concerning the 

Criminalisation of Acts of a Racist and Xenophobic Nature Committed Through 

Computer Systems were related to terrorism like most regulations of the time 

(Anglmayer 2021). The European Union Agency for Cybersecurity (ENISA), 

still the closest thing the EU has to a CIP (CIIP) agency, was established in 2004, 

the same year as the CIP Communication was adopted and much earlier than 

such frequently cited milestones as the attack on Estonia (2007) or Stuxnet 

(2010). Over the course of its operation ENISA acquired the capacity to identify 

critical sectors, coordinate CIIP in Member States, and provide technical and 

legislative guidance (ENISA 2014; 2015). It requires the EU Member States to 

adopt cyber security strategies (Helmbrecht 2017), runs the European 

Cybersecurity Challenge (ENISA), organises the Cybersecurity Month 

awareness campaign, and oversees CERT-EU (Communication 2016).  

The 2005 Green Paper suggested a priority for the ICT as well as the first 

definitions of CII and CIIP, but the 2008 Directive only acknowledged its future 

potential designation (European Commission 2005; 2008). Attacks against 

Estonia were reflected in the 2009 CIIP Action Plan, even though it did not 

specify any sectors and was rather broad in scope (European Commission 2009; 

European Commission 2011; Markopoulou & Papakonstantinou 2021). The 

Action Plan was not included in the 2012 review either. As a result, the 2013 

Cybersecurity strategy was also rather generic with no clear focus or innovation. 

The 2016 NIS Directive, however, was a true turning point in the EU CIP 
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regulation. It aimed to protect the ICT elements of the critical assets in seven 

sectors: energy, transport, banking (credit institutions), financial market 

infrastructures, health, water, digital infrastructure (EU 2016). It was service- 

(rather than asset-) based and provided very clear steps, guidelines, and criteria 

for the identification of CII and its protection.  

In the following years, cybersecurity and CIIP did not only retain their priority 

position but became a focus of the CIP in the EU. The 2017 Communication on 

the Fight Against Cybercrime mentioned industrial control systems in CI and 

might have been a reaction to the 2017 WannaCry ransomware attacks (Paris 

Call 2018). In 2018, the European Cybersecurity Industrial, Technology and 

Research Competence Centre and the Network of National Coordination 

Centres were suggested (European Commission 2018). The 2019 Cybersecurity 

Act further reinforced the mandate of ENISA (EU 2019). Most recently, the 

2020 Cybersecurity Strategy covered CIP, the role of IoT devices, and formed 

a part of the Commission’s Recovery Plan for Europe and of the Security Union 

Strategy 2020-2025 (European Commission 2021a). Finally, a reviewed NIS2 

Directive has already been proposed for later this year (European Commission 

2021a).  

A specific direction the cybersecurity took in the recent years is the election 

security. While not formally designated as critical, this sector received huge 

attention in the form of additional regulations, funding, and EU-wide exercises. 

The cases of interference with the electoral systems in Estonia, Georgia, and 

Ukraine were first discussed as a cybersecurity topic, while other examples 

included disinformation campaigns in France and Germany (Dorell 2017), 

meddling with the Brexit and the Catalan independence referenda (Dorell 2018; 

Kirkpatrick 2017). However, it was the infamous interference with the 2016 US 

presidential election that brought separate attention to the matter (van der Staak 

& Wolf 2019). Later the same year, the Joint Framework on Countering Hybrid 

Threats was developed (Maurice 2021) and the Report on “potential and 
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challenges of e-voting in the European Union” was issued (European 

Commission 2021b).  

More concerns arose for the upcoming 2019 elections to the European 

Parliament. They were comprised of 28 independent elections with 300 million 

potential voters in all Member States (Politico 2018). The elections were 

considered vulnerable from the start, with the composition of the European 

Parliament at stake and the diverging voting practices, resources, and 

complicated voting mobility legislation making it a perfect target for cyber and 

disinformation campaigns (European Commission 2021b). Multiple steps were 

taken: ENISA released “Recommendations on EU-wide election cybersecurity” 

(ENISA 2019), the NIS Cooperation Group drafted the Compendium on 

Cybersecurity of Election Technology as part of the package ‘Securing free and 

fair European elections’, and other documents included the Action Plan on 

Disinformation and the Recommendation on Election Cooperation Networks, 

Online Transparency, Protection against Cybersecurity Incidents and Fighting 

Disinformation Campaigns in the Context of Elections to the European 

Parliament (Dunn Cavelty 2013; van der Staak & Wolf 2019). Prior to the 

elections, Member States participated in a simulation exercise to train for an 

attack against the election infrastructure (European Parliament 2019). The 

European data protection bodies were heavily involved (Privacy International 

2019), while Facebook, Google, Twitter, and Mozilla agreed to self-regulate 

through signing the Code of Practice on Disinformation (European Commission 

2018a).  

The elections went without any major disruptions, but the work is not over. In 

2020, the European Commission presented its Action Plan for European 

Democracy and the European Centre of Excellence for Hybrid Threat 

Assessment was established (Maurice 2021). The enhancement of the Code of 

Practice is underway (Privacy International 2019), and the EU participated in 

the development of the Transatlantic Commission on Election Integrity and 

endorsed (so far) President Macron’s call to establish an agency to protect the 
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European democracy (Brattberg 2019). The EU is most likely using a window 

of opportunity to implement more assertive regulation with stricter, more 

universal obligations; however, if this will be enough to designate the elections 

infrastructure as CI remains to be seen.  

As of now, 94 ECIs have been designated with a clear Central and Eastern 

European geographical focus (European Commission 2020d). Both the 2017 

Comprehensive Assessment of EU Security Policy and the 2019 Evaluation of 

the 2008 Directive emphasised the latter’s limited impact, omission of the 

emerging threats (e.g. drones, insider infiltration, hybrid threats), rigid structure, 

and the generality of provisions (European Commission 2020a; 2020b). It was 

also found imperative to harmonise the regulation with the NIS (and NIS2) 

Directive.  

The problem is that the EU is not regulating how the different MSs approach 

the national designation at all: some states use a service-based approach, others 

go sector-by-sector, the criticality criteria differ, and an attempt to rectify these 

exact drawbacks in 2005 was met with scepticism. Such reluctance is 

understandable: not only does the designation mean an obligation to issue 

Operator Security Plans and Security Liaison Officers, but also gives the 

European Community the right to intervene (within reason) should a Member 

State not be capable of the protection itself (European Commission 2008). 

Therefore, designation of just two sectors that applies only to the critical assets 

with trans-border value was the said Community playing safe. More so, mere 

transposition of the regulations that do exist does not equal to their harmonised 

implementation within the existing frameworks.  

 

Alpine Region: France 

The first mention of CI can be found in the list of critical sectors of 1998 called 

“Security of Activities of Vital Importance” (ANSSI 2020). However, the 

current regulation is the Prime Minister’s Order of 2nd June 2006 “Establishing 
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on the List of the Sectors of Critical Infrastructure and Designating 

Coordinating Ministers of these Sectors” (Instruction 2014). As of now, twelve 

sectors are considered critical: civilian activities, legal activities, military 

activities, food, communication, technology and broadcasting, energy, space 

and research, finance, water management, industry, health, transport (SGDN 

2017).  

In 2014, “Operators of Critical Importance” (Opérateur d’importance vitale, 

OIV) were designated in the French Code as “whose damage, unavailability or 

destruction due to malicious action, sabotage or terrorism would directly or 

indirectly seriously compromise the military or economic capabilities, the 

security or the survival ability of the nation or seriously threaten the lives of its 

population” (SGDN 2017). Under these provisions, the operators of information 

systems within the critical sectors are considered OIVs, as well, and follow the 

security obligations under the same code. France uses the concept of ‘vitality’ 

instead of criticality (CIPedia 2021), but still uses the term ‘critical 

infrastructure’ in the transposition of the 2008 Directive.  

The General Secretariat for Defence and National Security (SGDSN) is 

responsible for the national CIP (SGDN 2017). The National Cybersecurity 

Agency (ANSSI) is responsible for the information security within the SGDSN, 

where it protects strategically important institutions, conducts exercises, and 

oversees the national CERT established in 2009. The Information Systems 

Security Strategic Committee is another regulating authority; however, in terms 

of CIP, the only sectoral representative is the SGDSN, with all the other 

members being from the defence and intelligence institutions. France is the only 

of the cases to have an institution for the CIP regionalisation – the Zonal 

Commission for Defence and Security (CZDS) (Instruction 2014).  

Prior to 9/11, France’s counter-terrorism system was already in place (Delpech 

2002). Historically, France has faced attacks from the widest spectrum of 

extremists groups: the far-right Organisation de l’Armée Secrète (OAS) in the 
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1950-1960s, the radical-left Action Directe in the 1980s, Basque and Corsican 

ultra-nationalist separatists, and between 1994 and 1996 the Algerian-based 

Armed Islamic Group (GIA), who carried out a series of bombings against 

transportation infrastructure (Archick et al. 2006; Counter Extremism Project 

2015; Shapiro & Suzan 2003). As a response, a plan VIGIPIRATE was 

established in 1978, under which in case of a threat the government can deploy 

additional police forces to protect embassies, train and subway stations, airports, 

bridges, tunnels, and energy infrastructure, especially nuclear power plants 

since they provide 50% of France’s electricity (Archick et al. 2006).  

Following 9/11, the trend of attacks continued, al-Qaeda publicly threatened 

France, but unjustified “the tranquillity of the population” was observed 

(Delpech 2002; GTD). An internal security law was passed on the 15th 

November, 2001, to legalise additional authority for searches, checks, and 

surveillance (CODEXTER 2016b). France was also one of the only two states 

in the EU (with the UK) to increase their defence budget (Delpech 2002). Under 

the VIGIPIRATE plan, more than 4,000 police personnel were deployed to the 

metro system alone (Archick et al. 2006). In 2002, attacks on a bus with French 

expatriates in Karachi and a Limburg supertanker in Aden were carried out 

(Counter Extremism Project 2015). These and an overall increasing trend were 

followed by the creation of the Council for Internal Security (Le Conseil de 

sécurité intérieure, or CSI) and a force of 1,000-5,000 military personnel to 

respond to a large-scale terrorist attack or a “natural or technological 

catastrophe,” such as damage to a nuclear power plant (Archick et al. 2006).  

In the 2013, the White Paper on Defence and National Security established a 

CIP framework for the first time, while the 2014 Instruction General 

Interministérielle Relative a la Sécurité des Activités d’Importance Vitale 6600 

is recognised as the main CIP strategic document. It is centred around the 

terrorist threat, especially for the CI, and provides a clear algorithm and criteria 

for designation of assets within the sectors (Instruction 2014). The Instruction 

recognised that the 2006 EPCIP did not limit itself to terrorism so a more 
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comprehensive threat assessment is necessary for the compliance (which was 

never attempted).  

However, it was not until the attacks on the French soil that a strong reaction 

from the government followed. The turning point came with an attack on 

Charlie Hebdo and a series of coordinated shootings and suicide bombings 

throughout Paris in November 2015 (130 dead, 493 wounded). Then-President 

Hollande said it was “an act of war” and declared a national state of emergency 

(Counter Extremism Project 2015; Maillet-Contoz 2018). When the other states 

were preparing to adopt the NIS Directive, France was dealing with the worst 

terrorist cases in its history. Although the Bush administration’s reaction to 9/11 

was heavily criticised in France, it responded to the attacks with “drastic 

restrictions of civil liberties” and enforcing the majority of the civil emergency 

acts (including CIP) (Lucke 2016). For instance, Operation Sentinelle, which is 

a domestic military deployment of some 7,000 military personnel, was set to 

protect “sensitive sites and large events” (Maillet-Contoz 2018; U.S. Department 

of State 2019b).  

Cybersecurity in France also has a long history, with the first national CERT-

FR established in 2000 and the Central Information Systems Security 

Directorate in 2001 to provide support to the operators of vital services 

(UNIDIR 2021b). The origins of CIIP can be traced to the Loi no 2004-575 pour 

la Confiance dans l’Economie Numerique (2004). However, it was after the 

cyberattacks on Estonia in 2007 that France considerably heightened its 

defences (Vitel & Bliddal 2015). The 2008 French White Paper on Defence and 

National Security served as a starting point for both cybersecurity and CIIP. It 

first proclaimed cyberspace as a matter of national security and then mandated 

the protection of national infrastructures against cyberattacks. In 2009, ANSSI 

and the Zonal Cybersecurity Observatory (OzSSI) were established under its 

provisions (Brangetto 2015).  
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In the 2011, the first National Cyber Strategy “Information Systems Defence 

and Security: France’s Strategy” was issued. It reinforced the role of ANSSI and 

obliged the OIVs to report cybersecurity incidents, comply with the listed 

technical and organisational measures, and undergo cybersecurity audits by the 

agency (ENISA 2016). In 2012, the government created a Cyber Citizen 

Reserve (ANSSI 2021). Next, the 2013 French White Paper for Defence and 

National Security amended the Code of Defence with provisions of interest to 

CI (ENISA 2016). In a sense, it was a turning point: the State extended its 

responsibility for cybersecurity provision from its own systems to the OIVs. In 

the same year, Article 22 of the 2013 Military Programming Law was devoted 

to CIIP (UNIDIR 2021b), while ANSSI finally articulated a CIIP framework, 

which only applied to the systems considered critical within the already critical 

sectors (ANSSI 2020; Brangetto 2015).  

Even cybersecurity in France is intrinsically connected to the threat of terrorism: 

the January 2015 terrorist attacks in France were accompanied by an 

unprecedented wave of cyberattacks on private and public domains, including 

the TV5 Monde television news channel (Vitel & Bliddal 2015). The 2015 

National Digital Security Strategy put the fundamental interests, resilience 

against the terrorist threat, and “defence and security of State information 

systems and critical infrastructures” on the same level. Objective #1 was to 

ensure “the security of its critical infrastructures in case of a major cyberattack” 

(French National Digital Security Strategy 2015). It was also clear that the 

authors anticipated the adoption of the NIS Directive yet decided not to wait for 

its provisions: “At the right moment, France will specify the operators who are 

essential to its economy according to the orientations of the Directive and will 

participate in the European initiatives intended to reinforce their digital security” 

(French National Digital Security Strategy 2015). In 2016, seven sector-specific 

orders were issued for the information systems security plan applicable to the 

OIVs in the finance, media industry, ICT, health care products, water 

management, and food supply sectors outside of any framework (Jonesday 
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2016). This was quite consistent with the pace of cybersecurity legislation 

adoption that France had set since 2008. The NIS Directive itself was transposed 

by the Law no 2018-133 in May 2018.  

The recent years saw the number of cyberattacks scale up: in 2018 alone there 

were more than 2,000 threat reports, with targets more and more frequently in 

CI sectors such as national defense, health, and research. According to the 

Director General of ANSSI Guillaume Poupard, the agency identifies espionage 

as a top risk: “organized groups are preparing … by infiltrating the 

infrastructures of the most critical systems” (ANSSI 2020; Woollacott 2019). 

This was met with a surge in cybersecurity legislation: France’s International 

Digital Strategy 2017, the 2018 Strategic Review of Cyber Defence (how to 

manage cyber crises), the 2019 Cyber Norm Initiative, the first doctrine for 

offensive cyber operations in 2019, and the 2019-2025 Military Programming 

Law (UNIDIR 2021b).  

France is active in the international cooperation on cybersecurity (less so in 

CIIP): ANSSI has been invited to Poland in 2016 to share its experience of 

cybersecurity and give its feedback on the French approach to CIP (ANSSI 

2016). The Paris Call for Trust and Security in Cyberspace was presented at the 

Paris Peace Forum in 2018. The state is also a prominent advocate in the United 

Nations as well as within NATO where it pushed forward the adoption of a 

Cyber Defence Pledge during the Warsaw Summit in June 2016 – the famous 

pledge recognising cyber space as the next field of operations (France 

Diplomacy 2019).  

A test for the cyber and information security came with the 2017 elections, to 

an extent that often experts (Past 2019) and media outlets claim that France has 

designated the election infrastructure as critical, which formally it has not. 

Similar to other states, the government vehemently condemned the 2016 US 

election interference but even more so the 2017 Democratic National 

Committee hack. The reason was that France itself had an upcoming presidential 
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election in 2017, which was then considered at “high risk of being hacked” and 

“campaign staff have zero training in how to stop it” (Hirst 2017; Vinocur 2017). 

The concerns did not go in vain: the breach of emails of the Macron campaign 

in 2017 became a major scandal (Cerulus 2020).  

Many in the establishment claimed that “unlike the US and the UK, France 

managed to maintain its democratic integrity” and reacted “in the most effective 

way” (Bulckaert 2018). However, the attack happened at the mandated pre-

election time of media silence, so the spread of disinformation was limited 

(Cerulus 2020; CSS 2017). Next, the electronic voting system was abandoned 

altogether as a measure of protection, which is a questionable success in the 

service provision (CSS 2017; Grunemwald 2018). Guillaume Poupard and the 

Ambassador for Digital Affairs Henri Verdier put the election interference on 

the same level as the irresponsible AI development, fake news, and hacks into 

critical infrastructure (Poon & Basu 2019). Yet, only information in the e-

voting systems and statistical websites is considered critical, not the election 

infrastructure itself (Radware 2017).  

A reaction followed as a call for further social media regulation. In July 2017, 

the programme “Defending Digital Democracy” was established to involve 

social media companies in securing the “democratic mechanisms” 

(Grunemwald 2018). France was one of the five states to establish the Global 

Internet Forum to Counter Terrorism and hosted the Christchurch Call to Action 

Summit in Paris (U.S. Department of State 2019).  

Looking forward, counter-terrorism policy remains the government’s top 

priority in 2019, as stated in the new French National Intelligence Strategy 

(2019-2024) (U.S. Department of State 2019b). The ongoing pandemic left an 

imprint: on the one hand, moving restrictions meant less in-person radicalization 

activity, no large gatherings – fewer viable targets, and international travel 

restrictions – fewer foreign fighters. On the other hand, the combination of 

psychologically vulnerable, alienated people (especially teenagers) stuck at 
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home and increased online activity allowed to heighten radicalization through 

digital means (Dettmer 2021). Such a situation allows to expect a new wave of 

recruits.  

France dedicated 500 million euros to enhancing cybersecurity of companies 

and public authorities and announced a new cybersecurity centre to be opened 

in Paris in late 2021 (Cyberwiser 2021a). After the 2021 regional elections went 

without any massive disruptions but with a very low turnout, so the 2022 

presidential election is to be monitored.  

To summarise, due to a consistently high risk of terrorism, CIP, cybersecurity, 

civilian emergency management, and other security related affairs revolve 

around the counter-terrorism framework. Such focus partially explains 

considerable involvement of the military forces, legislation, and assertive 

contingency plans with more restrictive measures than in the majority of the EU 

Member States. On the other hand, France has a tendency to “legislate” against 

terrorism (Maillet-Contoz 2018) rather than issue guidelines for practical CIP 

measures. In 2005, the then-new French Anti-Terror Bill focused on 

surveillance, and so did the new counterterrorism bill for surveillance of 

extremist websites in 2021 presented after the stabbing of a police employee in 

Rambouillet (D’Souza 2021; Steiner 2005). Such approach allows to justify 

harsher measures (which is important for the following securitisation analysis), 

but also creates a somewhat rigid centralised system without an efficient 

mechanism to adopt the best practices bottom-up.  

 

The Baltic Region: Sweden 

The first mention of CI can be found in the Protective Security Act (1996:627) 

that “contains provisions on the protection against espionage, sabotage, 

terrorism and other crimes that may threaten security of the realm, and 

protection in other cases of information covered by confidentiality which 

concerns security of the realm” and places CI identification as a prerequisite for 
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various risk and vulnerability analyses and prioritisation mechanisms (e.g. 

Styrel – the Ordinance for the prioritisation planning of vital societal electricity 

users) (CODEXTER 2014). As of now, eleven sectors are considered critical: 

energy, ICT, financial services, social insurances, public health services, food, 

trade and industry, protection, security, and safety, municipal services, and 

public administration (CIPedia 2021).  

The Swedish Civil Contingencies Agency (MSB) is the central authority 

responsible for the CIP. In 2011, the agency started a national risk assessment, 

which identified 27 particularly serious (national) events and eleven scenarios. 

The MSB has the right to issue regulations for government authorities in 

information security, but not for private companies within specific sectors. Also, 

the MSB does not have the authority to investigate cases of non-compliance nor 

issue binding instructions to public administrations or market operators (unlike 

e.g. the Telecom Authority) (ENISA 2016). Overall, assignment of any sector 

under the authority of MSB in practice means treating it as critical while the 

agency will coordinate the operations and funding, share information, and 

organise exercises within the National Forum for the Direction and 

Coordination of Exercises (MSB 2014). It cooperates with the Security Serivce 

(Sakerhetspolisen 2021) and is part of the Counter-Terrorism Cooperation 

Council.  

The Protective Security Act of 1996 set a beginning of the national CIP (an 

updated SOU 2015:25). The main topic was civilian resilience against terrorism, 

with CII briefly mentioned after the transportation of nuclear waste and 

hazardous substances. In the immediate aftermath of 9/11, a Swedish Royal 

Commission was set up to investigate the impact of the incident on Sweden 

(Norell 2005). The national police established a counter-terrorism service 

responsible for the civilian protection and the 2002 European Union’s 

Framework Decision on Combating Terrorism was transposed into the Act on 

Criminal Responsibility for Terrorist Offences (Polisen 2021). The number of 

terrorist attacks in Sweden remained low; the most notorious case at the time 
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was a plot to assassinate Lars Vilks for controversial Islam-themed caricatures 

(Counter Extremism Project 2020). The Installations Protection Act (2010:305) 

(which was implicitly about the protection of critical assets) and the Act on 

Criminal Responsibility for Public Provocation, Recruitment and Training 

concerning Terrorist Offences and other Particularly Serious Crime were 

adopted in 2010 (CODEXTER 2014). The 2011 MSB’s Report on a Unified 

National Strategy for the Protection of Vital Societal Functions provided a clear, 

detailed guide with step-by-step objectives, implementation dates, and 

responsible actors for CI identification, recommended ISO 31000 Risk 

Management Standard and ISO 22301 Business Continuity Management 

Standard (CODEXTER 2014).  

Although Sweden considered itself a state without much terrorism, between 

2014 and 2018 there was an observable surge in the attacks number and scope. 

First, according to the testimonies of several perpetrators, the attackers sought 

to punish Sweden for intervening as part of the anti-ISIS coalition. Although 

Sweden first sent troops to Afghanistan in 2002 as part of the multinational 

counter-terrorism force, when it sent the military to Iraq in 2015, a surge in 

online activity led to the increased recruitment of foreign fighters from Sweden 

and from 200 known Islamic extremists in 2007 the number reportedly surged 

to “thousands” in 2017 (Counter Extremism Project 2020). Statistically, at least 

a half of the recruited fighters return to Sweden (Counter Extremism Project 

2020). The first time a Swedish court convicted foreign fighter for the crime of 

terrorism was in late 2015. Next, far-right domestic groups like the Nordic 

Resistance Movement (NRM) grew by at least one-third between 2015 and 2016 

and were responsible for violent clashes in Stockholm, Borlange, and Falun, and 

several series of bomb attacks against refugee centres in 2017 (Counter 

Extremism Project 2020). Nevertheless, the most shocking attack happened on 

the 7th of April, 2017, when a perpetrator ran a truck into a crowd of people in 

Stockholm which resulted in 5 fatalities and 15 injured (Counter Extremism 

Project 2020).  
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The 2014 Counter-terrorism strategy highlights risk and vulnerability analysis 

for the most important operations and societal functions adding that “the 

terrorist threat must be more clearly incorporated in this work than is currently 

the case” (Government Communication 2014). Since the biggest concern 

remains about the returning extremists, the tightening of counter-terrorism 

legislation in 2016-2017 concerned criminalisation of “travel for the purposes 

of undergoing military training or committing acts of terrorism abroad,” 

strengthened financial monitoring, and expanded surveillance capacity, but 

nothing closely related to CIP. Even in February 2017 during a specialised UN 

Security Council Open Debate “Protection of Critical Infrastructure Against 

Terrorist Attacks”, Sweden presented a speech about accountability for 

terrorism and financing terrorism, which was closer to the counter-terrorism 

legislation than CIP itself (Counter Extremism Project 2020).  

As for the cybersecurity, in the Protective Security Act information security was 

identified as one of the three fundamental protective security areas 

(CODEXTER 2014). However, as of 2008, Sweden did not have a definition of 

CII, even though the ICT had long been designated a critical sector. The first 

National Cybersecurity Strategy was published in 2010 (Cyberwiser 2021b). In 

the 2011 review of the Protective Security Act information security was 

included into the security context. The question of public image and accurate 

information dissemination can be traced back to the terrorist threat: “A terrorist 

attack does not only cause direct damage but can also lead to great anxiety in 

society … reach out to the general public and the media with well-considered, 

correct and consistent information” (Government Communication 2014 ).  

The Swedish Security Service analyses and investigates the serious electronic 

attacks against CI. The National Defence Radio Establishment (FRA) and the 

Military Intelligence and Security Service (MUST) also participate in the 

provision of information security of the state. In particular, the FRA has 

developed a technical detection and warning system for essential services and 

critical infrastructure. The main authority, as for any other critical sector, is the 
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MSB. In 2011 it tested a pilot version of the Swedish IT support system for 

information warnings (MSB 2011), which was part of the EPCIP’s 

Infrastructure Warning Information Network (CIWIN).  

Since 2016 (potentially, since the adoption of the NIS Directive), the CIIP 

started to evolve faster. The new National Cyber Security Strategy of 2016 

finally referred to digital systems as “[a] critical infrastructure” and discussed 

cybersecurity of critical sectors (National Cyber Security Strategy 2016). The 

Strategy also assigned MSB a coordinating role in cybersecurity, which was a 

reasonable step within the “one agency” approach in CIP. Finally, an 

implementation guide on cyber security for essential and digital services (SOU 

2017:36) was devised in 2017 and came into force in August 2018 transposing 

the NIS Directive. Just like the Directive, the transposing act applied to 8 (out 

of 11 in Sweden) sectors: energy, transportation, banking operations, financial 

infrastructure, health sector, drinking water, and digital infrastructure, leaving 

out the national designation of social insurances, food, protection, security, and 

safety, municipal services, and public administration (Export.gov 2019). The 

reviewed Protective Security Act of 2018 imposed stricter rules for the operator 

of critical IT infrastructures (O’Dwyer 2019).  

Sweden has participated in several international exercises like Cyber Europe 

2010, the US Cyberstorm III, and the Telo 19 attack simulation exercise 

(Telecompaper 2019b). At the national level, the MSB has arranged NISÖ – an 

information security exercise for the public-private cooperation in case of an 

attack. Among other projects is Cybernode – a platform established in late 2020 

for joint agendas and investments in cybersecurity (Cyberwiser 2021b).  

Back in 2011, in the report on the newly adopted CI strategy, among the critical 

areas MSB listed “the functioning of society, democracy, legal security and civil 

liberties and human rights” (MSB 2011). Then, the 2016 Cybersecurity Strategy 

stated that “attacks can also be directed against our fundamental values and the 

democratic functions of society, e.g. through disinformation and influence 
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campaigns” and that there were “information risks undermining confidence in 

our public institutions and challenges the security of society” (National Cyber 

Security Strategy 2016). The International Institute for Democracy and 

Electoral Assistance (IDEA 2019) was set up in Stockholm the same year.  

After the Russian interference in the 2016 US presidential election, Sweden 

found itself preparing to their own election in September 2018. The principle of 

protection was articulated in the whole-of-society election defence approach 

when the election infrastructure was designated critical (Cederberg 2018). 

Without any legislative CIP update the MSB was appointed as a leading agency 

for election coordination. Sweden itself claimed that it was done to mobilise the 

government, the media, and the wider society, as well as to coordinate a 

counterinfluence project (Cederberg 2018). To put the threat into context, the 

Swedish election administration is highly decentralised and paper-based, but 

“more technology is seen as unavoidable in future elections” (van der Staak & 

Wolf 2019).  

Looking forward, in July 2018 the government commissioned an action plan for 

2019-2022 (Goud 2021), while the Comprehensive cyber security action plan 

2019–2022 was issued in March 2019. It includes the steps such as organising 

an annual information security conference, promoting the use of protected 

satellite services for CI (including the importance of the Galileo system for 

water treatment, food, electricity, communications, security services, and 

transportation, as well as the future “wireless applications in smart cities such 

as self-driving vehicles”) (Goud 2021). Although the plan was issued after the 

designation of election systems as critical, they were not mentioned there even 

once.  

Other plans include the development of national and military cyber ranges, the 

Total Defence Exercise 2020 (TFÖ 2020) in cooperation with the MSB, and the 

National Information Security Exercise 2021 (NISÖ). In 2019, the Swedish 

government announced that a new national cybersecurity centre would be 
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established in 2020 (Telecompaper 2019a). It was not yet achieved as of the 

beginning of 2020, but the government announced a further investment of SEK 

440 million (circa €43 million) by 2025 (Goud 2021; Telecompaper 2020).  

To summarise, Sweden started quite early with the concept of critical assets and 

managed to create a comprehensive protection system with a single agency at 

the helm (the MSB). The overall focus seems to be on soft-power approaches 

such as cooperation, education, prevention of radicalisation, open societies, and 

liberties, but added with several very clear and detailed risk assessment and 

business continuity guides. The ad hoc transposition of the EU legislation, 

however, seems to confuse the national level since instead of incorporating it 

into the existing system, Sweden adds it on top without much harmonisation.  

Danube region: Czech Republic 

In Czech Republic, the beginning of CIP can be traced to the Act 240/2000, or 

so called 2000 Crisis Act: although it initially covered general civilian 

emergency preparedness, its 2010 amendment explicitly required the protection 

of selected critical assets, the provision of a CI Subject Crisis Preparedness Plan, 

and a Security Liaison employee (Crisis Management Act 2000). Since the 

initial 2000 provisions were similar to those later established by the 2008 EC 

Directive, the Czech Republic used the Crisis Act and the Government 

Regulation No 432/2010 on the Criteria for Determination of Elements of 

Critical Infrastructure to transpose the 2008 Directive and implement ECI 

protection in its legislative framework (Lukas & Hromada 2011; Rehak et al. 

2016).  

As of now, nine sectors are considered critical: energy, water systems, food 

industry and agriculture, health services, transport, communication and 

information systems, financial market and currency, emergency services, and 

public administration (CIPedia 2021; Novotny et al. 2015). The Crisis Act also 

constitutes the beginning of the cybersecurity legislation, with CII given an 

explicit definition in its amended version.  
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The regulating authority is the General Directorate of the Fire Rescue Service 

of the Czech Republic with its Population protection and Crisis management 

division. In the 2000 Crisis Act, civilian protection covered “crisis situations, 

which are not related to provision of defence of the Czech Republic against an 

external attack … and during their solution and protection of critical 

infrastructure” (Crisis Management Act 2000). Since then, CIP is intrinsically 

embedded into the civilian crisis management, which in itself is understood as 

either preparation for crisis – which is self-explanatory – or CIP (HZSCR 2021; 

Rehak et al. 2016). This observation is important for the following analysis: 

unlike in the other three cases, anything the Czech government calls ‘crisis 

management’ automatically includes CIP.  

Additionally, the Foreign Security Policy Coordination Committee (FSPCC) 

includes Deputy Ministers of Finance, Health, Agriculture, and Industry and 

Trade among others, while the Defence Planning Committee (DPC) includes 

Deputy Ministers of Agriculture, Finance, Industry and Trade, Transportation, 

Labour and Social Affairs, Health, and the Chair of the Czech 

Telecommunications Authority (CODEXTER 2012). Although CIP mainly 

refers to (domestic) civilian crisis management, most critical sectors are 

represented in the bodies responsible for the foreign and defence policy of the 

state, while the General Directorate of the Fire-Fighter Rescue Service remains 

the prime contact and the representative of the Czech Republic’s CIP in NATO 

and the EU (CODEXTER 2007).  

Historically, the former Czechoslovakia possessed a system to prepare the 

civilian economy for a potential war (Vaskova 2015). Prior to 9/11, there were 

no terrorist attacks or other major purposefully disruptive incidents; however, 

in 1997 and 1998 the Czech Republic suffered from several destructive floods 

(Vaskova 2015). These two considerations might explain the focus of CIP: in 

the post-Cold War world, there was no need in extensive military preparation of 

the civilian population, so the emergency laws of 2000, and the Crisis Act in 

particular, created an Integrated Rescue System which was based on different 
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principles and a different structure. The worst disasters of the time being of 

natural kind, the Czech legislation emphasised resilience and civilian 

emergency which included CI, unlike in many EU states where this was first 

considered after 9/11.  

All the above considered, the turning point for CIP was still 9/11 (Vaskova 

2015). In case of the Czech Republic, it meant the articulation of threats to CI, 

which were not specified in the Crisis Act. The National Action Plan to Combat 

Terrorism was presented in April 2002 (CODEXTER 2012). Next came the 

Security Strategy of 2003, but only later the same year did the Committee for 

Civil and Emergency Planning present a “Project Analysis of the principal 

functions of the state, including the protection of critical infrastructure in the 

event of emergencies” which, for the first time since 9/11, explicitly connected 

the ‘new’ threats and the protection of critical assets (Vaskova 2015).  

Most of the following legislation had CIP in their provisions. The National 

Action Plan to Combat Terrorism 2005-2007 had a separate section devoted to 

CIP and a heavy focus on transportation (Ensuring Security of Civil Aviation, 

Crisis Management in Transport), although no ICT among the “new 

technologies related to some aspects of the fight against terrorism” 

(CODEXTER 2007). In the National Action Plan to Combat Terrorism 2007-

2009 there was already a short paragraph on cybernetic threats and a call for a 

comprehensive strategy; however, critical information systems and the public 

administration information systems were extensively covered in the CIP section 

instead (National Counter-Terrorism Plan 2007). 

The next wave of updates came after the new NATO Strategic Concept in 2010. 

The amended Crisis Act came into effect in 2011, but still did not specify any 

strategic threats (Crisis Management Act 2000). To the contrary, the 2011 

Security Strategy stated the political and economic pressure and aggression 

(short of an actual physical attack) as a primary threat long before the notorious 

cases of massive disinformation campaigns and election interference. At the 
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same time, it connected all the security topics: “terrorist groups … are capable 

of directly threatening … critical infrastructure” and “growing dependence on 

information and communications technologies increases the vulnerability of the 

state and its citizens to cyberattacks … (that) may have criminal or terrorist 

motivations” (Security Strategy 2011).  

The focus narrowed down to the energy infrastructure and “supplies of strategic 

raw materials” with the threats ranging from criminal activity to politically 

motivated manipulation of financial and resource flows (Security Strategy 

2011). In the section on cooperation, “the Czech Republic monitors foreign 

investment in branches of critical infrastructure and in strategic companies in 

order to avert the threat that such investment will be misused to promote the 

economic and politic interests of a foreign power at the expense of the Czech 

Republic” (Security Strategy 2011). Evidently, in those years the Czech 

Republic found itself under the threat of resource dependence turned into a 

political leverage, which was perceived as a higher risk than any other.  

This focus in indirectly sustained in the 2013 Counter-Terrorism Strategy. 

Although there was a notorious case of the Prague terror plot in 2006, in 2008 

the Czech Ambassador to Pakistan was killed in Islamabad, and the Strategy 

references “a milestone in the shift towards a possible terrorist attack being 

carried out in the new EU countries”, namely the 2012 incident in Burgas, 

Bulgaria, the strategy claims that the Czech Republic does not suffer from the 

terrorist threat and takes and active stance in solidarity with other states 

(Strategy 2013). That said, the same strategy makes the Czech Republic the only 

state under study to include the EU Stockholm programme on the protection of 

citizens against terrorism into its 2013 strategy (Strategy 2013). It, yet again, 

focuses on transportation and no longer covers cyber threats not to duplicate the 

same-period Cyber Security Strategy 2011–2015.  

The most recent events have put an end to such optimistic stance. An act of what 

was called “state terrorism” was reported by Prime Minister Andrej Babis and 



41 
 

Minister of Foreign Affairs Jan Hamacek about the 2014 case 58 tons of 

ammunition explosions in Vrbetice, which resulted in 2 fatalities, hundreds 

endangered in the immediate vicinity, and the material damage in “tens of 

millions of euros” (Kleckova 2021). According to the announcement, the 

evidence indicated orchestration by GRU (the Russian military intelligence 

service) agents to disrupt a shipment either to Ukraine or Syria (Kleckova 2021). 

This act constituted a breach of the sovereign NATO and EU member’s territory, 

something the Czech Republic stated in the previous strategies as ‘highly 

unlikely’. What followed was an exchange in expelling diplomats in May 2021 

which was added by Slovakia, Romania, and the Baltic states. This came a year 

after the Konev and the Ricin affairs – a series of cyberattacks and an assertive 

disinformation operation aiming to make the Czech public believe there was a 

Russian intelligence officer bringing Ricin to the state (Kleckova 2021). 

Although it was just a hoax, the goal was still aggressive intimidation of the 

Czech public. Any further reaction to the matter is yet to be observed.  

Going back to CIIP, the regulating agency is the National Security Authority 

(NSA); its division, the National Cyber Security Centre, handles CII within the 

governmental CSIRT (GovCERT) (ENISA 2016). Unlike most Member States, 

the Czech Republic provides publicly available thresholds for CII designation: 

“if it causes death to more than 250 people, or the economy of the state is 

damaged of more than 0,5% GDP, or it has serious impact on providing 

necessary services to more than 125,000 people … [or] containing personal 

information about 300,000” (ENISA 2014). However, under the CII definition, 

these only apply to the already established sectors.  

A milestone is considered a cyber offensive campaign in March 2013 directed 

against the media, banks, and mobile operators (Kadlecova et al. 2017). The 

2014 Cyber Security Act and the 2015 Cyber Security Strategy were at least in 

part shaped by these attacks. The identified problems included absent contact 

points in big companies and limited information sharing – the issues highlighted 

later in the 2016 NIS Directive; therefore, the attacks put the Czech Republic 
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ahead of the EU in this regard. The 2014 Cybersecurity Act focused on vital 

systems and their priority protection, the Regulation on Cyber Security 

Incidents and Reactive Measures gave protection guidelines, and the Regulation 

on the Determination of Important Information Systems and Their 

Determination Criteria (IIS Regulation) overcomes the gap between the 

importance of CII and other types of systems (Kadlecova et al. 2017). 

Afterwards, the Cybersecurity Act was amended to comply with the NIS 

Directive, and “the Act newly presents Operator of Essential Service (OES) and 

Digital Service Provider (DSP)” (Kadlecova et al. 2017). These amendments 

led to a certain degree of confusion: OES, according to the definition, is very 

close to CI, their systems comply with similar provisions as CII, and yet they 

are only treated within cybersecurity frameworks and are not connected to the 

crisis management legislation, just like IIS is not formally CII either. The whole 

process resembled patching more than revising.  

In addition to the general provisions, the Cybersecurity Act defined a state of 

cyber emergency similarly to any other civil emergency as “a state, during 

which information security in information systems or security and integrity of 

services or electronic communication networks is seriously endangered and the 

interests of the Czech Republic may thus be violated or endangered”. The 

imposition of this state performs an awareness function, but mostly allows the 

government to intervene into ISP’s operations (Cyber Security Act 2014). In 

2017, the National Cyber Security Centre was replaced by the National Cyber 

and Information Security Agency (NUKIB) which became a primary 

cybersecurity authority, also responsible for Galileo (UNIDIR 2021a).  

The question of cybersecurity was risen again in 2019 when after the 2019 EU 

parliamentary elections the Czech Republic still had an upcoming election 

within a month. The previous experience was not optimistic: in 2017, websites 

of the Czech Statistical Office volby.cz and volbyhned.cz were under a DDoS 

attack “in an effort to disrupt the reporting of the results” of the parliamentary 

election (Auchard 2017). The attack did not affect the election process but was 
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not the first attack against the “political infrastructure” in 2017 (Tannam 2017). 

The same year, emails of senior Czech diplomats were hacked which was 

considered very similar to the attack against the DNC in the US (Tait 2017). 

The Czech Ministry of foreign Affairs was hacked in 2019. No wonder that the 

upcoming elections were called “critical” (van der Staak 2017).  

The problem was seen as cyber as much as disinformation related (Corredoira 

et al. 2021). Political risks have been high on the state security agenda for a 

decade: the 2011 and the 2015 Security Strategies both had a paragraph on 

threats in the form of “hard-line attitudes … against the fundamental values of 

our society”, “casting doubt on the concept of the democratic rule of law and 

denying fundamental human rights and freedoms”, and “the power-seeking 

aspirations of some states that increasingly refuse to respect the international 

order and basic principles of international law” (Security Strategy 2011; 2015). 

And yet, prior to the elections, unlike e.g. Sweden, the Czech Republic did not 

distinguish the elections infrastructure into any separate category, let alone 

designate it critical. On the other hand, the Centre Against Terrorism and Hybrid 

Threats for counterpropaganda and counterterrorism was established within the 

Ministry of the Interior of the Czech Republic to provide research and 

information sharing on disinformation, fake news, foreign propaganda, 

migration, extremism, disinformation campaigns (MVCR 2021).  

To summarise, in the Czech Republic CIP has never been merely an element of 

the security sphere. Rather, being a part of the all-encompassing civilian crisis 

management allowed it to become a backbone of the national security. However, 

while pioneering in theory, it has been slow to react in a binding manner to the 

emerging threats.  

Adriatic/Ionian region: Croatia 

Croatia constitutes an interesting case since it was the last state (to date) to join 

the EU and, more importantly, it joined in 2013 – long after the milestone 

frameworks were adopted. Before joining the EU, Croatia did not have any 
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explicit regulations on CIP; instead, the 1999 Ordinance on Criteria for the 

Designation and Protection of Objects of Special Importance for the Defense of 

the Country in accordance with the Defense Act identified “military and other 

objects of particular importance to the defense of the country” (Mihaljevic 

2018).  

Therefore, the primary milestone for Croatia is the year 2013. As of now, eleven 

sectors are considered critical (in the ranging sequence, unlike in the rest of the 

cases): energy, information and telecommunication technology, transportation, 

health, water management, food, finance, production, storage, and 

transportation of dangerous goods, public sector, national monuments and 

values, and science and education (Vlada Republike Hrvatske 2013; Zakon 

2013). To devise its CIP framework, Croatia had both its own sectoral 

experience and the one of the EU states. In practice, first of all CI designation 

entails monitoring by “the responsible state authorities” (although it is 

unspecified which ones) and the fines ranging between HRK 500,000 and HRK 

1,000,000 (€67,000 to €130,000) for violating the regulatory provisions (Zakon 

2013).  

Historically, Croatia has been a post-conflict country located in an unstable 

region, which explains its initial military focus in CIP. After the Homeland War, 

the only considerable event of physical destruction was a car-bomb attack in 

front of the police station in Rijeka in 2005, which was a classical act of 

terrorism (Peresin 2013). Even if the term itself was formally adopted twelve 

years later, Croatia still recognises 9/11 as the point when CI became an 

essential part of national security for “each country” (Mihaljevic 2018). The 

2002 National Security Strategy served as a general strategic framework for 

combating security risks and listed terrorism as one of the threats (CODEXTER 

2016a). However, neither incident was enough to change the Croatian approach 

to the perception terrorism: the state did not, in its assessments, consider 

terrorism as a considerable threat to national security and did not formulate a 

policy to counter it. Instead, the Criminal code continued to be the only 
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document to clearly define terrorism. During the Croatian presidency at the 

Counter-Terrorism Committee of the UN Security Council in 2008 – 2009, it 

introduced the National Strategy for the Prevention and Suppression of 

Terrorism and an action plan to implement it, which, however, never happened. 

If anything, far-right and far-left groups “are likely to pose a greater risk of death 

and injury, despite being poorly organised” (Crisis24 2021).  

The very first National Strategy for the Prevention and Countering of Terrorism 

in 2008 included a threat of “attacking critical national infrastructure” to 

maximise the scale of an attack, with the listed examples of transport, energy, 

communications, industrial, financial and administrative. The 2010 Protection 

and Rescue Plan mentioned CI, too, without giving it a definition as part of the 

resilience against natural disasters, same as the 2010 Private Protection Act 

(Mitrevska et al. 2019). The need to work on a single strategy was emphasised 

in the National Strategy and Action plan for the Non-Proliferation of Weapons 

of Mass Destruction (2013), Risk Assessment of the Croatian Natural and 

Technical and Technological Disasters and Major Accidents (2009), a study on 

connectivity criteria for the energy sector as “critical infrastructure” (Simic et 

al. 2009), and a few other documents; the government was aware of the issue, 

but the approach was relatively decentralized and not very urgent.  

Right before joining the EU in 2013, Croatia was undergoing the baseline 

research which presented peculiar observations, especially on the specific 

routine issues. For instance, the unwillingness to share information regarding 

the threats to CI attributed to “some intolerance and stereotypes in a particular 

group of senior police officers and private security employees” is often implied, 

but rarely articulated this way in state-level documentation (Mihaljevic 2018). 

The Critical Infrastructure Act was issued in 2013 defining the process for 

identifying critical assets within the sectors established in the Decision on 

Designation, where they are ranked by criticality criteria (Vlada Republike 

Hrvatske 2013; Zakon 2013). Unlike the first CI legislation in the other cases, 

the Act did not explicitly focus on terrorism, since it was not the reason of 
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adoption. Instead, it focused on the creation of the Critical Infrastructure 

Security and Resilience System (CISR) (Mikac & Cesarec 2016). Within it, the 

National Protection and Rescue Directorate was established as the national, EU, 

and international point of contact (Mihaljevic 2018; Mikac & Cesarec 2016). 

Lower-level regulations were adopted in the Rules on the Methodology for 

Drafting Business Risk Analysis of Critical Infrastructure (Mikac & Cesarec 

2016).  

Even though the Act was adopted to comply perfectly with the EU regulations, 

relative inertia in establishing a functional CIP network, the lack of research, 

and “no publicly available insights into the current problem of systematic CIP” 

kept the actual progress limited (Mihaljevic 2018). As of 2016, CI was still not 

identified and Croatia was yet to implement even the dual CI/ECI approach 

(RECIPE 2015).  

In 2015, the same year as a Croatian citizen Tomislav Salopek was abducted and 

killed by ISIS (U.S. Department of State 2019a), the National Strategy for 

Prevention and Countering Terrorism was adopted. This time, CI was strongly 

represented, largely as the result of the intensive advocacy by the National 

Protection and Rescue Directorate. The Strategy recognised terrorism and 

potential attacks on national CI as serious threats to “national security, the health 

and lives of people, property and the environment, security and economic 

stability and continuous functioning of government” and included cybersecurity 

into the list of measures required to protect CI (Mitrevska et al. 2019).  

In fact, cybersecurity is something that Croatia started regulating quite early on, 

especially considering the lack of the EU legislation to enforce it. The National 

Information Security Program of 2005 contained nothing similar to CI or CIIP 

provisions, but the first marginal changes can be traced to the Security and 

Intelligence System Act 2006 (BSA 2014). Then, a comprehensive Information 

Security Act was issued in 2007 which addressed only the access to classified 

information in the public sphere (The Croatian Parliament 2007). Importantly, 
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though, it mandated to have Information Security Advisers available for the 

systems processing and storing such information and established the 

Information Systems Security Bureau (ZSIS) (www.zsis.hr) as the national 

information security authority (Vukina 2020). The following Strategy for the 

Development of Electronic Business in the Republic of Croatia for the period 

2007-2010, the Operational Plan for Implementation of the e-Croatia 2007 

Program, and the Regulation on Information Security Measures 2008 

introduced further security measures that will be later present in, for example, 

the NIS Directive (risk assessment, operator security plan etc), even though they 

still did not apply to any other systems but the ones processing classified 

information. The National CERT (www.cert.hr) was established in 2009 and 

connected to ZSIS (BSA 2014).  

In 2013, the Critical Infrastructure Act did not take cybersecurity of critical 

assets into account (Mitrevska et al. 2019). A major change was the 2015 

Cybersecurity Strategy that Croatia adopted ahead of the upcoming NIS 

Directive, which recognised that “the security of the cyber space is critical to 

the security of the critical infrastructure as a whole” (Official Gazette 2015). A 

great deal was dedicated to critical communication and information 

infrastructure, as well as the management of cyber crises. Its first objective was 

to determine the criteria for CII identification, added by cooperation in risk 

management for ECI (Official Gazette 2015). Overall, the Strategy and the 

Action Plan to implement it provided more guidance on CIP than any other 

national strategy and/or assessment at that point (Cesarec 2020).  

The 2017 National Security Strategy opened with the national context and 

“contemporary threats such as terrorism, illegal migrations, ideological and 

religious extremism, abuse of the cyberspace and different forms of asymmetric 

and hybrid threats to our stability and security” (SOA 2017). Unlike the 

previous strategies, this one was focused on terrorism, if maybe rather 

migration-related. It also recognised effective CIP as a pre-requisite for national 

cybersecurity and placed it (CIP) as the top strategic goal (SOA 2017). The 
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Strategy claimed that as part of the EU Croatia is unlikely to experience war, 

therefore it prioritised civil emergency preparedness to the natural disasters 

along with tourism (!) as an important industry (SOA 2017). The same year, the 

Homeland Security System Act listed CIP as one of the six key provisions, while 

the Annual Work Plan of Coordination for the Homeland Security System of 

the Republic of Croatia in 2018 and 2019 re-iterated “the need to identify and 

designate critical national infrastructures” (Mitrevska et al. 2019).  

The 2018 Cyber Security Law for Key Network Operators and Digital Service 

Providers nearly word-by-word transposed the NIS Directive and included an 

annex with the “criteria for determining the incidents with significant impact on 

essential service provision” (Cyber Security Law 2018). Lastly, the same year, 

a proposal for a new Critical Infrastructure Act suggested the establishment of 

National Infrastructure Protection Centre with additional focus on CII, as well 

as the energy and transport sectors, which would be consistent with the EPCIP 

(Mitrevska et al. 2019).  

As for the election infrastructure, the regulation is provided by the Republic of 

Croatia European Parliamentary Elections Act, which has no provisions on 

cybersecurity or disinformation campaigns as the threats (Sabor 2021). The 

overall trend is as follows: to date, Croatia has not suffered any visible 

interference with its elections and generally considers itself a “low tech” state, 

especially in the electoral processes. Historically, the issues were identified in 

the minority representation, the media participation, and inequalities for the 

candidates (IRI 2000). In 2020, the trends changed to the electoral code, 

constituency boundaries, and the equal participation of women, but still no risk 

of disruption (OSCE 2020). Before the 2020 presidential elections, the majority 

of warnings were about demonstrations and rallies, asking the citizens to 

“refrain from discussing political subjects in public or on social media”, and the 

security of voters during the pandemic (GardaWorld 2019; IFES 2020).  
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Nevertheless, cybersecurity of elections is indeed proclaimed important for 

Croatia, since such attacks have been observed in many EU Member States. 

During the 4th Croatian Internet Governance Forum in 2018, out of 15 messages 

from the Resistance of Democracy panel 5 concerned cybersecurity and 

disinformation, including in the electoral processes (IGF 2018). During the 2019 

EU parliamentary elections, the State Electoral Commission was also reported 

to work with the Information Systems Security Bureau against cyber threats 

(IFES 2020).  

Croatia actively participates in international cooperation platforms: RACVIAC 

– Centre for Security Cooperation which is a representative body for the defence 

and security sectors in south-eastern Europe based in Croatia; the Balkan 

Security Agenda Cyber Defence and Cybersecurity Initiative, Balkans Regional 

Cyber Defence workshops co-hosted with Slovenia, and the Visegrad 4. It also 

takes part in exercises such as Cyber SOPEx and Cyber Europe 2018 where it 

faced the scenario of intense cyber-security incident at the airport as part of the 

CI (Balsec; Blueprint Energy Solutions 2019).  

To summarise, a version of the CI concept existed in the Croatian national 

legislation long before it joined the EU. The transposition started from carte 

blanche, which is why it seemed textbook clear and cohesive. In practice, 

although the prior defence-centred approach was well-developed and 

established, the transition was not harmonised. The defence protection system 

was not replaced, which led to the assets designated as ‘critical’ and ‘of 

importance to defence’ at the same time, confusing the coordinating authorities 

and requiring both representing security specialists to be on-sight (Mitrevska et 

al. 2019). The draft of the new Long-Term Development Plan of the CAF 2015 

– 2024 started with the defence strategy, but included nothing on the CI, for 

which such long-term plan has not yet been developed (U.S. Department of 

State 2019a). Additionally, NPRD has a responsibility over CIP, but not the 

threat assessment which is exacerbated by the poor cooperation with security 

sector agencies (Mitrevska et al. 2019). In the recent years, CIP has been more 
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and more included in the strategic documentation of the state. However, despite 

the perfect opportunity to avoid confusion and duplication, the lack of the 

political will has inhibited progress based off a great – in theory – framework.  

 

Analysis 

Bossong (2014) argued that the 2005 Green Paper was too ambitious in 

including eleven critical sectors since the divergent understanding of what 

constitutes an ‘essential service’ would be difficult to match among Member 

States. However, a look at the national CI designation by sector reveals that it 

was not as much the case as to agree on only two sectors in the end:  

Table 1 

France Sweden The Czech 

Republic 

Croatia The EU The EU (NIS 

Directive) 

Energy Energy Energy  Energy Energy Energy 

Transport Transport Transport Trans-

port 

Trans-

port 

Transport 

Communica-

tion, 

technology, 

broadcasting 

ICT ICT ICT  Digital 

infrastruc-

ture 

Finance Financial 

services 

Financial 

market and 

currency 

Finance  Financial 

market 

infrastruc-

tures 

Health Public health Health 

services 

Health  Health 
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All the states (except for Croatia since it was not an EU Member State in 2008) 

had already established their lists of critical sectors by the time the ECI Directive 

rolled out, and they happened to coincide in ICT, health, food, water 

management, military and security services, and public administration 

designation as opposed to only energy and transportation. The NIS Directive 

partially rectified the gap and it is understandable that Member States would not 

perceive any external regulation over their state administration and military 

feasible. However, the Directive adoption did not go without caveats either. The 

following table shows the sectoral picture of the NIS Directive transposition: 

Table 2 

France Sweden Czechia Croatia The EU (NIS 

Directive) 

Energy Energy  Energy Energy Energy 

Transportation Transportation Transport Transport Transport 

Digital 

infrastructure 

Digital 

infrastructure 

Digital 

infrastructure 

Digital 

infrastructure 

Digital 

infrastructure 

Financial 

market 

infrastructure 

Financial 

infrastructure 

Financial 

market 

infrastructure 

Financial 

market 
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Health Health sector Health sector Health sector Health sector 

Drinking water 

supply and 

distribution 

Drinking water Drinking 

water 

management 

Drinking 

water supply 

and 

distribution 

Drinking water 

supply and 

distribution 

Banking Banking 

operations 

Banking Banking Banking 

Logistics 

systems 

 Chemical 

production  

Business 

services for 

state authorities 
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Financial 

services 

    

Insurance     

Social services     

Employment 

and professional 

formation 

    

Education     

Restauration     

 

As evident, each Member State included all the recommended sectors in their 

transposing legislation; however, neither formally added banking as a separate 

sector in amended acts or all their own national sectors into the transposition 

(which might mean they only wanted to transpose it strictly formally), while 

each state but Sweden took it as a creative opportunity to add sectors on top 

(neither of which correspond with their initial designation). Consequently, in all 

four cases, Member States have two independent lists of critical sectors – one 

in a CIP and one under the cybersecurity/CIIP framework.  

As an illustration of what CI designation means in the EU, a Member of the 

European Parliament Aldo Patriciello asked the European Commission if the 

EU was going to create a list of critical dams and provide assistance to the 

operators of hydroelectric power plants after the 2016 and 2017 earthquakes in 

central Italy, the answer of the Commission being that the dams did not fall 

under the jurisdiction of the 2008 Directive and such provisions were not 

provided by the specialised Floods Directive 2007/60/EC either (Anglmayer 

2021). The basis of the securitisation of CI, therefore, is the promise by the 

respective authority to protect the valuable resources and services even though 

they are defined by the transborder flows that surpass a particular polity 

(Langenohl 2020; Turner & Johnson 2017). Since the average level of social 
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welfare in the EU is high and a major disruption of something as taken-for-

granted as drinking water supply would come as even more of a shock, the EU 

as a securitising actor can apply extraordinary measures (Waever 1996) 

including partially infringing a state’s sovereignty by taking over the matters of 

security. At this point, it is important understand whose interests the EU fights 

for (its own as a supra-national formation, the EU citizens, Member States, their 

citizens separately) and what constitutes an audience for its securitising speech.  

To provide an empirical basis for the further analysis, the timeline of adopting 

relevant CIP regulations is checked against the attacks statistics from GTD and 

SMICI. This will allow to verify on the initial step whether and risk dynamics 

are a major factor in the CI securitisation. The timelines of regulations are 

presented in Annex A, full-size graphs – in Annex B.  

 

         a)              b) 

 

        c)            d) 
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e) 

Graph 1: a) the EU, b) France, c) Sweden, d) the Czech Republic, e) Croatia 

The 2019 evaluation showed that the questionees perceived the cyberattacks as 

posing the biggest threat to CI in the EU, then the energy supply disruption, 

natural disasters, and terrorist attacks (European Commission 2020a). By setting 

targsubtype1_txt of the GTD dataset to cover the sectors from the NIS Directive 

(since it reflects the best consensus by Member States to date), the following 

proportions of targeting CI in terrorist attacks was drawn: 

Table 3 

State Total attacks Attacks against CI Portion  

The EU 2,401 339 14.1% 

France 477 37 7.7% 

Sweden 91 1 1.1% 

Czech Republic 21 4 19% 

Croatia 11 2 18% 

 

In neither case did the attacks against CI cross the threshold of 1 out of 5. In 

Czech Republic and Croatia, the level is the highest, but these are also the states 

with the lowest rate of terrorism. Although the statistic does not reflect the 

magnitude of attacks, the focus of counter-terrorism policies on CIP does not 

have a strong representation in the empirics. The same can be seen on Graph 1: 
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CIP regulation started after 9/11 and accelerated after 2004 (Madrid bombings), 

but then the representation stopped altogether until 2013 (which might 

correspond with the rise of ISIS, although the regulatory trend did not last 

anyway). The number of cyberattacks has indeed been on a rise for the past 8 

years; the regulation, however, has been consistent since 2005 (the securitisation 

of cyber).  

In France, the terrorist threat has been persistently high, but CIP regulation is 

not truly correlated with it. If anything, CIP in cybersecurity shows correlation 

with the terrorist trend instead of the cyberattacks against CI, especially since a 

new wave started in 2010-2011. A similar picture is observed in Sweden: 

counter-terrorism regulations correlate more with the ones by the EU than the 

actual attacks, while CIP in cybersecurity started in 2007 (Estonia) and follows 

the trend closely. In Czech Republic, although the 2014 incident is called ‘state 

terrorism’ by the media, the circumstances have just recently been revealed and 

are yet to take effect which will most likely be strictly diplomatic. Otherwise, 

the number of attacks has been indeed consistently low; nevertheless, the CIP 

trend started with the first EU policies in counter-terrorism regulations and then 

followed with a certain regularity, as well as coincided at least three times with 

CIP regulations themselves. The beginning of CIP in cybersecurity also 

coincided with the EU regulations but accelerated after 2013 (the 2013 

cyberattacks). Finally, in Croatia all the regulations started a few years before 

joining the EU, while several cybersecurity regulations in a row after 2007 were 

likely released due to the attacks in Estonia. The following regulations are 

grouped within several years after becoming a Member State; with the national 

frameworks harmonised and the next ECI Directive not released yet, CIP has 

been almost absent from the Croatian discourse for the past few years.  

To summarise, with the exception of the Czech Republic’s reaction to the 2013 

cyberattacks and the surge of cyberattacks in the EU, for all the talk about 

‘increasing threats’, national trends and thresholds do not seem to correlate with 

the timeline of CIP regulations adoption in any Member State or the EU in 
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general. The frameworks adopted in the early 2000s do seem to have 

encouraged some national response. Since then, the regulations were issued 

either in a regular manner or as a reaction to milestone events (mostly Madrid 

and Estonia, so not even on the states’ own soil).  

The analysis of the CIP regulatory documentation allowed to identify the 

following topics and their occurrence (the values are the number of documents 

mentioning an expression):  

Topics/Country FR SW CZ CR EU 

Threats to the entire society/societal functions 1 5 4 4 1 

Vital to growth/development/economic stability/prosperity 1 2  2 6 

Threat to democracy/democratic society 5 2 1 2 14 

ICT used as means for (physical/terrorist) attacks/unconventional means 4 1 2 2 3 

Fundamental interest/issue/freedom 3 3 3  2 

Application in future technologies  2   3 

Confidence in public institutions 1 1 3  7 

The 2016 US presidential election 1 1   9 

The 2017 DNC hack 2     

The 2019 EU elections    1   

Threat to international/global peace/security 2 1 2  2 

A global phenomenon/threat/globalisation/connected world  1 2  1 1 

Different actors/contexts/complex environments/increased sophistication 3 1 2 2 2 

Everyone’s interest/responsibility/cannot solve 

alone/solidarity/international cooperation is necessary/collective  
 2 2 2 12 

The most/one of the biggest changes/challenges/attack  1 2  3 

Cost-benefit/perceived cost of interference 2 1   1 

Russia’s attacks 4  4  10 
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Unexpected/cannot be predicted fully/as opposed to expected risks/beyond 

control (frequently connected to a proactive approach/proactivity) 
 1 1  1 

Difficult to recover from 2 1   1 

Limited resources  1    

Transparency/a unified stance/message/harmonised/consistency  1   3 

Clear criteria   1 2 2 

Increased/growing/critical dependence on ICT = increased vulnerability 2 2 4 2 4 

Strategic/key/primary interest(s)/priority 5 2 6 3 6 

Asymmetric/emerging/not emerging/new 1 1 2 2 4 

Political leverage/at the expense of the state 1  1  1 

Vital/essential/crucial/substantial/serious(ly)/particular/high level 

of/special/constant/long-term/dominant threat/vulnerability/incontestable 

importance (when not in the definition)  

8 3 7 9 18 

Critical elections/’red zone’/as an emerging threat 3  3 1 2 

Basic/daily functions/services/infrastructures/needs    3  2 

No borders/far-reaching/transnational/transborder/cross-border 

implications/pan-European  
3  2 1 12 

Appalling/terrifying/brutal/deadly/devastating/severe/heavy 

(casualties)/hateful/violent/shocking/tragic/barbarism/destructive/massacre

/atrocity(ies)/nightmare/dramatic/striking/anarchy/unique  

9  5 2 3 

Euroscepticism/putting individual interests above those of NATO and the 

EU/Brexit 
  2  5 

Potential spillover of conflicts beyond the EU border/neighbouring 

countries (within the EU)/cascading 
  1 1 9 

Backbone/linchpin/keystone/underpinning/epicentre 3   1 2 

Core values    1  

Interdependence/interoperability 2 1 1 1 10 

Significant for both/bilateral    1  
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Large-scale destruction/attack/damage 2   1 1 

The Madrid bombings  1    4 

Can be us next/not naïve anymore 4    4 

A wake-up call/turning point/milestone 1    1 

The 2007 crisis/incident/attack in Estonia  1  1  5 

Dynamic 1 2 2 1 2 

The Covid-19 pandemic     4 

Internal/single market     3 

Gaps/differences between/fragmented national approaches/criteria are an 

issue 
    7 

The failure of electricity grids in 2003, 2006      2 

A leading role of the EU     2 

The 2017 cyberattack in France      3 

 

The analysis of the topics allows to find several distinct groups of expressions 

and patterns of their use. First, the consequential chains ‘fundamental interests 

– increased sophistication and complexity – more difficult to protect’, ‘complex 

environment + dynamic + difficult to recover from + unexpected – inevitable’, 

‘transborder + globalisation + a threat to the international security – in 

everyone’s interest’, and ‘Russia – US – democracy – confidence’ are the most 

common.  

Overall, the ‘strategic interest’ and the ‘vital’ securitising groups are used a lot. 

A distinct group consists of comparing the situation to the crises that already 

happened: the US presidential election, the attack on DNC, Estonia 2007, 

France 2017 (except for France itself), Madrid 2004 (London 2005 only once). 

A general conclusion is that a threat is less of a fundamental issue until it 

happens to someone, which is a classic case of positive risk underestimation. 

‘Threats to the entire society’ and ‘fundamental interests’ are related to a notion 
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that CI is part of the nature of the modern society, where millions of people are 

served by the same networks (Langenohl 2020); therefore, the threat is 

existential and inevitable.  

There is distinct group of highly emotional language: words like appalling, 

terrifying, brutal, shocking, tragic, barbarism, nightmare, striking, and unique 

are rather ‘loud’ even by the securitisation standards. A peculiar piece of 

research might help explain the value of such language. The most frequent 

emotional reaction to an attack is anxiety or anger (Huddy & Feldman 2015). 

Here, ‘we can be next’ reflects anxiety; however, it was rather anger in the 

American populace that made the people support a foreign invasion. After the 

2015 attacks in Paris, a study showed that only a small part of the population 

felt vulnerable, like the next victims. Instead, the attack was seen as an attack 

on the nation, which resonated with national identities and elicited anger (Huddy 

& Feldman 2015). Even the academic literature in the break between 9/11 and 

London and Madrid was highly emotional, while afterwards it became much 

more pragmatic (Wilson 2004). Securitising by appealing to the anger is a 

powerful political justification tool.  

There are also observable case-specific patterns. First, one distinct group is used 

predominantly by the EU: France 2017, the 2003 and 2006 electric grid failures, 

gaps/differences between/fragmented national approaches/criteria, threats to the 

internal/single market, and the Covid-19 pandemic. As for the latter, the EU is 

the only actor to have highlighted the increased vulnerability to what we 

consider as low-probability events (European Commission 2020d). Next, 

comparison to Estonia is often added by the examples of Ukraine and Georgia. 

This might be explained by the wider political neighbourhood that is of concern 

to the EU but not so much the Member States. The national use of 

‘interdependence’ is added by the ‘interoperability’, ‘no borders’ and 

‘everyone’s interest’ combine into ‘no one can solve it within their national 

context’, ‘everyone’s interest’ turns into ‘everyone’s responsibility’, and the use 

of ‘globalisation’ and ‘threats to the international security’ is rather rare, which 
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might indicate the priority of the EU. ‘Democracy’ is used twice as much as 

‘confidence’ – a combination jointly utilised by Member States to explain the 

value of democracy, while in the EU it appears a reason enough in itself. Finally, 

as opposed to Member States (more so in France and Czech Republic), the EU 

does not use much of the emotional language; instead, the trends are ‘the US’, 

‘confidence’, ‘the collective interest’, ‘cross-border’, and ‘interdependence’, 

but little of ‘consistency’ and ‘a unified message’, likely not to impede the 

recognition of diverse approaches. ‘Russia’s attacks’ is frequent too, while the 

‘potential spillover’ is used more than by anyone else and might be a reflection 

of the famous cascading effect.  

As for the national patterns, Czech Republic is the only other state to use 

‘Euroscepticism’, even if in the EU it mostly takes a form of ‘the tragedy of 

Brexit’. By the distribution of expressions, France is the closest to the EU with 

a predominant counter-terrorism focus (‘ICT as physical threat’, ‘threats to 

democratic societies’, mostly from terrorism, and ‘the first major/suicide/the 

deadliest attack on French soil’) and more emphasis on the DNC hack than the 

presidential election. Both France and Czech Republic, having suffered from 

cyberattacks, openly attribute them to Russia, while Croatia and Sweden do not. 

After all, in the election interference assigning blame for an attack is, ultimately, 

a political decision. On the emotional language, France uses it for political 

pressure against disinformation and cyberattacks, Czech Republic – the 

economic and resource dependence (also the only one to use ‘basic functions’), 

Sweden does not use it much at all except for the threats ‘to the entire society’ 

and ‘democracy’, while unique to Croatia is ‘core values’, which might correlate 

with their designation of national values and monuments as critical and the focus 

on tourism, as well as the Cold War past (likely reminiscent of the predominant 

Czech combination of ‘asymmetric’ and ‘strategic’). Said explicitly in France, 

in Czech Republic ‘can be us next’ takes a form of ‘show of solidarity’ to 

indicate that the mentioned threats are not personal.  
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Common to all states, a pair ‘emerging/not emerging’ is in one case used to 

indicate a threat that is unpredictable and beyond the ‘safe’, known risks, while 

in other it is used to almost shame the establishment for lacking in the defence 

against the threats that are not new at all. ‘Elections’ and ‘fundamental’ seem to 

be put together more and more. Finally, cybersecurity as a concept seems to 

work as a discursive practice with a unique threat representation. Dunn Cavelty 

(2013) argues that the very image of space as in ‘cyberspace’ reflects the 

concept of lawlessness and disorder that needs to be organised. The complexity 

of ICT systems, both technical and logistical, as well as the message that the 

development of technology is beyond our control, is something the public 

speech capitalises on to create the ‘too complex – cannot be predicted or 

completely secured – need more protection’ securitising chain. The ‘increased 

dependence = increased vulnerability’ stems from there too, as do ‘no borders’, 

different expressions on the lack of attributability, ‘a basic/daily function’, 

‘cost-effectiveness’ and others. When technology is seen as a pre-requisite for 

the modern life, threats to technology become threats to the entire society 

(another securitising expression). Additionally, the cyberspace rhetoric is 

increasingly linked to the defence community. The ‘can be us next’ expression 

sometimes takes it to an extreme: attacks are either presented as ‘devastating’ 

or as “Cyber 9/11” and “Electronic Pearl Harbour” (Dunn Cavelty 2013). The 

idea is simple and reflected in the move by NATO to recognise cyberspace as 

another operational domain: domain is a space, our space is a territory, and the 

territory needs to be secured by all means necessary.  

 

Results 

First of all, a few observations are worth noting. A distinct pattern among 

Member States is designation through institutionalisation: in Sweden, anything 

placed under the authority of MSB becomes de facto critical, similarly to the 

National Protection and Rescue Directorate that coordinates CIP in Croatia. The 
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Copenhagen School authors claim that securitisation can be institutionalised, 

too, so that a securitising move does not have to justified every time as long as 

it falls within the current political reality (Buzan et al. 1998). In the case of the 

EU, the 2005 Green Paper suggested establishing a single agency to coordinate 

the European CIP, which was later rejected. The only viable example is ENISA 

which, considering the increasing securitisation through cybersecurity, is 

getting more and more regulatory power.  

Another pattern is an origin in the defence sector: attacks on food and water 

supply are sometimes considered in terms of spreading poisoning and other 

CBRN effects, cybersecurity is essential for the “legal entities subject to special 

regulations concerning critical infrastructures and defence”, and in Czech 

Republic and Croatia CIP explicitly started as a military matter etc (Crisis 

Management Act 2000; Official Gazette 2015). Some Member States came out 

of the Cold War era preparing for a conflict which is considered unlikely in the 

EU. Even France with a tendency to ‘legislate’ against the threats regulates the 

majority of matters through the Defence White Papers and Military 

Programming Law, while the explicit CIP documentation is almost absent as 

evident from the regulations timeline (Annex A).  

More specific trends can be only explained within the national contexts. For 

instance, Sweden sees itself as part of the EU but even more so the Nordic 

strategic environment. The Counter-terrorism strategy of 2014 emphasises the 

importance of the Nordic cooperation (Government Communication 2014), the 

2017 seminar in Helsinki involved the cooperation on CIP between Finland, 

Norway, and Sweden, where they consider ICT, energy, food, transport, 

financial infrastructure, and the health sector critical (Aula et al. 2020), and 

Sweden participates in the Nordic-Baltic Eight (NB8)-US Roundtable on Cyber 

Security where it specialises on the critical supply chain (Critical Nordic Flows 

2020; Cyberwiser 2021b). Nordic States are comparatively small economies 

with advanced digital and infrastructural networks, which makes them difficult 

to maintain especially in terms of retaining skill and personnel. A shift to new 
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energy sources creates some economic balance but requires further coordination. 

Betting on minimal complexity might be the Swedish strategy, considering that 

the NIS Directive transposition was not harmonised with the national 

regulations, while the national counter-terrorism legislation highly correlates 

with the timeline of the EU regulations adoption. This might mean that for 

Sweden a wider designation will mean more (unwelcome) requirements, but 

possibly also more external funding.  

To expand on terrorism, which closely correlates with the use of emotional 

language, it is commonly viewed as a communication strategy (Rashid & 

Olofsson 2021), so the securitisation is basically inherent to the matter. In case 

of Sweden, the state did not suffer from terrorism in the late 20th century, which 

left it rather unprepared for the 9/11 events in the regulatory sphere. Therefore, 

terrorist attacks against CI are not a trend. Although in the immediate aftermath 

of 9/11 the public opinion converged with the others, the threat remained low 

and it plummeted to 3% of the respondents in various studies perceiving the 

terrorist threat as ‘very high’ (to compare, in France it was 54% and in Germany 

– 31%) (Rashid & Olofsson 2021). Although higher now, it is also still lower 

than in all the Western Europe. Consequently, securitisation of the terrorist 

threat to CI is reluctant, which correlates with basically lack of the highly 

emotional language in the discourse.  

Similarly, the Czech Republic had no terrorist attacks or other major physically 

disruptive purposeful events prior to 9/11; the only related risk comes from 

being involved in the counter-terrorism efforts (CODEXTER 2007; Strategy 

2013). As can be seen from the use of ‘basic functions/services’, ‘dependence’ 

tied to ‘strategic interests’ and emotional language (and less so ‘democracy’, for 

example), dependence on the resource supply is a more securitised risk. 

Geographical position in the middle of the EU makes the state a transit hub, 

therefore they see resource dependence as a political lever and securitise 

‘asymmetric’ threats (Centre Against Terrorism and Hybrid Threats for 

counterpropaganda and counterterrorism together), including Euroscepticism or 
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putting individual interests before the interests of NATO and the EU as a 

strategic threat back in 2011. The extensive use of ‘spillover’ might point to the 

2014 crisis in Ukraine: the gap between the first two Security Strategies of 2003-

2011 was replaced by a much shorter 2011-2015. Furthermore, in early 2000s 

the emergency response legislation was updated almost every year, which was 

replaced by bi-annual Counter-Terrorism Action Plans. Recently however, or 

more precisely since the 2013 cyberattacks, cybersecurity is developed not only 

through its own sectoral regulations, but in all counter-terrorism and security 

strategies (the use of language, especially before the elections, also points to the 

clear priority). Consequently, since Czech Republic had quite a developed CIP 

framework before 2008 and CIIP before 2016, the NIS Directive was likely 

welcome, but not necessarily in such a tight regulatory schedule. What Czech 

Republic is likely to support is the designation of the supply chain as CI.  

Moving forward, Croatia constitutes a separate case since the security sector 

reforms were first carried out as part of the NATO Membership Action Plan 

(MAP) in 2002 (Peresin 2013). The state did not, however, retain most of the 

military focus: the topics both before and after joining the EU include ‘society’, 

‘democracy’, and ‘interdependence’. Arguably, Croatia had to adopt CIP 

regulations instead of arriving to this question itself, which can manifest in the 

current lack of interest and political will for development. In fact, the 2013 CI 

Act is a copy of the 2008 Directive transposed to the national context except for 

the identification part, which hardly counts as harmonisation. This case might 

be projected at the other states joining the EU in the future: there is no 

mechanism to verify if the regulations are simply transposed or harmonised 

within the national frameworks, while the states will seek the EU legislation 

rather than technical guidance, and some only when it is compulsory.  

In Croatia, terrorism is also considered a low probability which led to a very 

formal counter-terrorism policy. To be considered safe means to attract tourism, 

as claimed in the Security Strategy, which might explain the use of ‘core values’ 

and the designation of symbols and monuments as CI. The border control is a 
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trend since the state considers itself a southern EU frontline. This explains the 

use of ‘spillover’ similarly to Czech Republic, and the only other one at that. 

The situation with “the Republic of Croatia and the neighbouring countries” 

(SOA 2017) is non-trivial: Croatia and Albania signed a Declaration for the 

construction of the Ionian Adriatic Pipeline (IAP) (Blueprint Energy Solutions 

2019), but then, although Slovenia and Croatia have common trans-European 

roads, they designated no ECI because found “nothing significant for both 

countries”, while Hungary claimed that “their first priority … (is) carrying out 

the processes of identification and determination of their national CI prior to 

discussing cross-border impacts” (Mikac & Cesarec 2016). For all the 

‘spillover’, ‘cross-border’, and ‘bilateral’ language, this showcases another 

drawback of the 2008 Directive, which the current proposal for a new directive 

is repeating: the EU established the bilateral criteria to identify assets critical to 

the EU. Some roadways and energy systems can hold value for the entire 

formation of the EU, but if two designating states do not consider that they meet 

the bilateral criteria, they will not be designated as ECI.  

Unlike the rest of the cases, France has been a major victim of international and 

domestic terrorism for decades. Its response has been consistently two-fold: the 

public criminalisation and the military response. Even so, policies of 

indiscriminate detention and surveillance introduced in early 1970s were then 

fiercely criticised by the public (Shapiro & Suzan 2003), and only became 

tolerated post-9/11. France uses the ‘Madrid bombings’ as a milestone more 

than any other case; however, judging by the regulations timeline (Annex A), 

even then did they continue to focus on criminalisation and surveillance, while 

CIP was meaningfully added to the framework after the 2015 bombings, and 

already together with CIIP and disinformation, since media campaigns and other 

use of technology was a highlight (and continues to be) of the counter-terrorism 

strategies. The language representation is somewhat territorial: “Security in 

digital spaces must, therefore, be provided with as much determination as in our 

cities and all our territories” (Vitel & Bliddal 2015) and “if it’s forbidden on the 
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streets, it’s forbidden online” (Poon & Basu 2019), which is reminiscent of the 

‘worst/first attack on the French soil’ rhetoric about the 2015 bombings. 

Therefore, the French CIP policy is rather reactive and the language is highly 

emotional. The same way it is used to justify deployment of troops to the nuclear 

power stations, it supports an intrusive, assertive mandate of the ANSSI. Any 

‘soft’ EU governance is unlikely to add value in this regard, as much as the 

funding is unlikely to impress the operators who are forced to spend a lot of 

money (by French standards) on CIIP to meet the requirements. However, after 

the 2017 hack and other interference, especially considering how it correlates 

with the activity in social media (Saragerova 2020), France is likely to keep 

pushing for (somewhat controversial) online content regulation.  

As for the EU CIP in counter-terrorism, a year after 9/11 the perception was that 

the response, especially military, was not by the EU, but rather through the 

initiatives of individual Member States (Walker 2001). While they employed a 

fragmented approach, the EU went from the counter-terrorism proposal straight 

to CIP. For instance, back in 2001-2002, France supported the judicial 

mechanisms but not the CIP protection. While now their approach is more 

comprehensive, it is still jurisdiction- and surveillance-based, so deriving CIP 

from the counter-terrorism policy miscalculated Member States’ position from 

the start.  

It should not come as a surprise that the initial enthusiasm for a common 

framework slowed down. A certain historical moment was not accounted for 

either: since a large part of the EU used to suffer from terrorism in the 20th 

century, the question itself was politically sensitive. The difference between 

‘modern’ and ‘new’ terrorism (indiscriminate rather than selectively political) 

was precisely what initiated the CI securitisation (Argomaniz 2011). Yet, the 

strategic documentation followed rather than preceded the counter-terrorism 

policies, and while the EU could have managed at least one of the issues (either 

CIP or counter-terrorism), the hurdled approach to accommodate divergent 

national visions only created suspicion and unwillingness to surrender part of 
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the regulating authority. An exception is France which has lived so long under 

the threat of terrorism that neither state officials nor the public view the problem 

as passable. Since the overarching idea is to minimise the risks rather than 

eliminate them, (Shapiro & Suzan 2003), France is likely the EU’s best bet in 

finally harmonising counter-terrorism and CIP approaches.  

Transparency and the culture of relations between the state, the sectors, and the 

public also vary. In France operators themselves decide what their critical assets 

are and use ministerial criteria, e.g. the 2016 separate sectoral orders for the 

critical sectors, while in Czechia the criteria are more universal and publicly 

available, set in the regulations for the operators. The imposition of unified 

criteria in more sectors will work differently in such varying environments.  

As for CIP in cybersecurity, ICT was de facto considered critical from the start, 

even if it was not included in the 2008 Directive. To impose at least somewhat 

comprehensive sectoral regulations on the national governments, the EU 

adopted the NIS Directive, but with a different list of sectors. Coincidentally 

enough, all four states released a national cybersecurity strategy within a year 

prior to the NIS Directive, which begs a question regarding the poor timing (a 

year after harmonised amendments were unlikely) or communication (how 

many of the resulting provisions did Member States expect?). The Directive is 

still the most comprehensive EU CI (CIIP) regulation, but Member States ended 

up transposing it as if in a regulatory vacuum, even though all the respective 

strategies contained CIIP provisions and securitised the matter through the 

majority of the ‘vital/essential’ group, ‘backbone’, ‘keystone’, and ‘linchpin’. 

As it stands, while Croatia is still working towards a unified regulatory system, 

Sweden and Czech Republic have expressed their expectation for the NIS 2 

Directive in the late 2021, and France is likely to remain self-reliant unless the 

disinformation topic is added to the case.  

Finally, the election interference has been called an emerging threat and after 

the 2016-2017 incidents in the US experts started wondering if those were a new 
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norm (CSS 2017), which is not, in fact, new at all. In 2006, Harri Hursti 

demonstrated a cyberattack to influence the voting system in Florida 

(Grunemwald 2018). Since then, cases have happened in Brasil, the United 

Kingdom, Costa Rica, Nicaragua, and other Latin American states, Philippines, 

and Australia among others (Radware 2017). Judging by the language and the 

establishment of ANSSI in 2007 right after the attack against Estonia (Vinocur 

2017), this case is considered a milestone. Nevertheless, it was the US elections 

that shocked the European community, quite possibly precisely because ‘the 

backbone’ of democracy failed. As a measure of precaution, some states simply 

rolled back to the manual procedures: Sweden, Ireland, Netherlands, France, 

Finland, and Germany (Dunn Cavelty 2013). In this case ‘security’ was 

prioritised over the ‘innovation’.  

The topic first appeared in the cybersecurity discourse (Helmbrecht 2017), but 

more and more of the ‘political’ language moved it to a separate realm. Only 

Sweden decided not to wait until the next attack and designated the elections 

infrastructure as critical. It was France, however, whose elections were the 

closest from the 2016 case, so it was the first to face a potential trend as it was 

trying to avoid “a nightmare scenario” of the DNC attack just a few months 

prior (Chebil 2017). At the time, the US attacks were securitised enough in the 

discourse, so it was likely the lack of time before the elections that made the 

following Macron’s campaign hack treated as inevitable or at least expected.  

When in 2018 the next-year elections were closing up, the ‘us next’ narrative 

became pervasive. The states managed to agree on a number of things: the EU-

led security network for electoral commissions, action plans, budget plans, 

communications, declarations, a compendium on cybersecurity of elections, and 

a voluntary code of practice (van der Staak 2021). Ahead of the elections, even 

private companies agreed under a non-binding obligation to take protective 

steps; the German Marshall Fund began tracking Russian efforts to influence 

U.S. public opinion through Twitter (Dorell 2018), while Facebook and Google 

monitored their content and activity (Brattberg 2019; Cerulus 2021). An extent 
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of the policy is the project “Countering Elections-related Cyber Threats and 

Disinformation Campaigns in Ukraine” (ECEP 2019), where the EU followed 

the neighbouring state’s presidential election almost at the same time as theirs. 

Positively, the election-devoted disinformation framework led to the 

establishment of ENISA’s permanent mandate and, for the first time, a 

certification framework for the protection of CI (Bendiek & Schulze 2019).  

In the retrospect, the elections went as well as was possible. Neither a record-

high turnout (50.66%) nor almost 14 million of the voters eligible to vote in a 

Member State other than their nationality (European Commission 2020c) led to 

any major disruption. The consensus was that the cybersecurity efforts paid off. 

However, political parties remain the weakest, unregulated link, especially 

considering that they are not usually willing to share information about security 

breaches and especially information leaks (van der Staak 2021). The top-level 

problem is that spending the EU funding on the governmental systems is one 

thing, but spending on the political parties is completely another. All things 

considered, the danger is not over. The panel discussion in (Dempsey 2019) 

presents an interesting case. Out of 14 experts discussing cybersecurity of 

elections and disinformation, the highlights were supported by: the problem is 

not just the external interference but rather based on the internal pre-disposition 

– 7, an agency will not fix everything – 3, failing democracy – 3, risks of 

regulating speech – 3, media should be designated as CI nationally and in the 

EU – 1, crisis of trust and confidence/Euroscepticism – 4, on the level of 

Member States the defence of democracy is the weakest – 4, cybersecurity is 

key – only 1 (Dempsey 2019). Therefore, expert consensus is that the threats to 

democracy are not per se election interference, which is presented as emerging, 

but rather the very much ‘conventional’, known, ‘old’ threats, enabled by 

technology like anything else. Without addressing these inward-looking issues, 

the elections and democracy will remain in risk.  

The inertia is already evident: France, as a victim to frequent attacks, is 

advocating for the European Democracy Action Plan. It might be joined by 
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Czech Republic after the 2014 explosion revelations considering how harsh the 

reaction language was: “state terrorism that goes far beyond the Salisbury 

incident”, “appalling crime holds two terrifying primacies”, “the biggest attack 

on the country in its history”, “the most violent breach of the sovereignty of the 

EU and NATO members since the end of the Cold War”, “the tip of the iceberg 

of all the influence operations the Kremlin is conducting in the Visegrad 4 

countries”, and “it does not think twice to meddle with their internal affairs 

brutally” (Kleckova 2021). However, Sweden and Croatia remain silent about 

the elections and disinformation, whereas the EU is still going through the 

elections and disinformation framework on the remnant energy. Surely, some 

might simply think that if nothing happened this time, then the threat is less 

serious than it really is, while others do not see the threat as realistic at all or are 

careful not to antagonise Russia.  

 

Implications 

If infrastructure is what turns a space into a territory by enabling relations 

between the actors (Turner & Johnson 2017) and one of the key elements of 

securitisation is an audience, then to answer the research question we need to 

identify what the EU considers as the space to control and the audience to 

address.  

An observation might support the answer: in the recent CIP programme (EC 

CIP), in the context where the states themselves use ‘the society’ (“threats to” 

or “interests of”), the EU indicated ‘Member States’ instead. Additionally, the 

analysis has shown a considerably less frequent use of emotional language by 

the EU as opposed to the states. Certainly, the EU strives to protect the citizens, 

but ultimately, its primary interest is to secure itself as a supra-national 

formation: the audience are Member States. It means that while the EU 

acknowledges the ‘mainstream’ threats (terrorism, cyberattacks), their 

implications are unique to the actor. For instance, election interference might 
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result in unfair outcomes, but the EU’s ability to fill in the Parliament’s seats 

ensures its political value as a formation and, therefore, existence. Similarly, 

Euroscepticism might be indirectly damaging to a state if the government’s 

policies align with those of the EU, but for the EU itself it is a question of 

survival. The EU securitisation problem in a nutshell is that for a state, survival 

means sovereignty (Waever 1996), while for the EU it is a combination of 

sovereignty, political and social identity, and integrative function. Since any EU 

regulation basically involves some infringement of a Member State’s 

sovereignty, the important questions are how exactly the EU can do it and where 

Member States draw the line of tolerance.  

Aradau (2010) claims that the securitisation of CI is primarily “about the 

protection of objects”. For the EU, though, it is predominantly about the 

protection of interests. First, in a sense, ‘criticalisation’ depoliticises a sector 

(security of the society is above politics), which allows to easier manage the 

conflicting interests of Member States. Next, formally designated critical 

infrastructure falls under the protection of international law (Eichensehr 2017); 

thus, the EU can exercise its mandate to impose legal consequences in a more 

guaranteed, pragmatic manner. If there is something the EU is successful at, that 

is an “extensive capacity for institutionalisation, normalisation and regulation” 

(Neal 2009), which is, as observed in the Analysis section, already a trend in 

CIP.  

A comprehensive policy recommendation is beyond the scope of this 

dissertation. What follows is a set of observations related to generic potential 

actions. While covering France, Sweden, Czech Republic, and Croatia as case 

studies cannot represent the entire EU, it provides a vivid sample of 

fragmentation among Member States’ contexts and interests. First the treatment 

of risk in the discourse should be considered. In the EU, a conventional military 

attack is considered unlikely, so any exhibition of physical destruction is used 

as a securitising case to attract funding. The states decide what they have enough 

reasons and resources to be afraid of: France is a strong economy with a 
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terrorism problem, to an extent where it would engage the military to protect its 

critical assets. Sweden does not consider terrorism as much of a threat, but their 

extensive ICT networks require protection, so the CIIP is a more relevant topic. 

Then, there is political vulnerability highlighted by Czech Republic, so if the 

EU could clearly link strong infrastructures (specific sectors) to the political 

stability, Czech Republic would follow suit. Lastly, Croatia can serve as a case 

for the states to join the EU in the future, so the system needs to be 

comprehensive enough to be considered for the harmonisation at all, but also 

dynamic to allow for the adjustment to national contexts.  

As it stands, the infrastructural mandate of the EU balances between the 

necessity to secure the transnational infrastructures and the aversion of Member 

States to overregulation, all without any standard to substantiate it. One of the 

problems is Member States’ scepticism over the added value from the EU-level 

CIP. As mentioned above, the EU does not use emotional language extensively, 

since for the states it is not sufficient to label something vital’ and ‘fundamental’. 

CI designation usually expected to ensure consistent attention and dedicated 

resources, but in practice the EU does not have such an obligation. Without 

evident benefits of designation, a longer list of sectors and stricter requirements 

in the new Directive will only lead the states to do a formal bare minimum, 

especially with the EU’s further actions unclear, the sectors seemingly protected, 

and since the new Directive is not supposed to replace the domestic legislation. 

A reciprocity mechanism could greatly benefit the situation: there are already 

existing funding projects (e.g. Horizon 2020) dedicated to CIP. Reluctance of 

Member States might be decrease if the projects were organised under a single 

CIP framework. From a securitisation standpoint, the states do use the language 

of ‘consistency’ and ‘long-term commitments’, which is precisely what the EU 

could project. By designating CI, the EU should not just assign, but also assume 

responsibility.  

The EU does not use the ‘international’ language much and understandably so, 

since overly high attention to the outside feeds Euroscepticism. However, states 
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seem to prioritise the same national-foreign-international events pattern: France 

reacted very strongly to the 2016 US election but introduced its measures after 

the 2017 incident of its own. The states condemned 9/11 attacks, but most of the 

counter-terrorism frameworks mention Madrid as a turning point. Other 

examples include Ukraine, Estonia, Georgia, France, and the United Kingdom. 

The ‘us next’ language seems to have worked well enough to mobilise the 

protection of the 2019 elections. An effective way to translate international 

events into the EU context could be beneficial, as well as clear communication 

of vulnerabilities when their cross-border effects are not as evident as, for 

example, for energy and transportation.  

Insufficient data is now rarely a problem, it is rather a lacking capacity to 

process it. According to Kapellmann and Washburn (2019), practitioners in CIP 

prioritise quality of data in information sharing over anything else, while the 

question about a list of dams shows an example of interest. The EU could make 

it explicit that designation of a sector would entail access to the best-quality 

information – timely, specific, operationalised, attributable, and gathered in one 

place. ENISA, for instance, is not an intelligence agency and would not risk the 

same information sharing repercussions, which can be utilised to everyone’s 

benefit.  

Finally, attention should be paid to the securitising language used by Member 

States and its correlation with the pragmatic risk to find a way to support the 

nationally designated sectors (what Member States consider critical and not vice 

versa). Surely, funding opportunities might lead to oversecuritisation, but if the 

upcoming Directive manages to introduce the proposed common methodology 

for risk assessment, the EU will have a collectively agreed on verification 

mechanism.  
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Conclusions and Further Discussion 

The present research paper aimed to analyse how and why the EU Member 

States use securitisation in their national CI identification and designation. On 

the cases of France, Sweden, Czech Republic, and Croatia the analysis has 

shown that the states do not use empirical trends to designate certain sectors as 

critical as much as resounding, ‘securitisable’ events to launch policies, which 

is not reflected in the current EU CIP common approach.  

For all its drawbacks, the 2008 Directive did raise awareness and improved 

collaboration on the matter: half of the MSs did not have a definition of CI and 

ten did not have a mechanism for CI-related information sharing prior to 2008 

(European Commission 2020a), and as compared to twelve in 2012, today all 

Member States have a formal cybersecurity strategy (Helmbrecht 2017). If 

anything, the Directive made CIP a matter of the EU-level importance. 

Nevertheless, the actual ECI designation was very fragmented and uneven, 

while Member States with CIP frameworks developed by 2008 did not see much 

added value in the Directive (European Commission 2020a). Is good enough 

result good enough when it comes to something as ‘vital’ and ‘fundamental’, as 

Member States themselves put it, as CIP? Are the short-term measures, like the 

rollback on e-voting, to become a trend of technologically regressive decisions?  

Looking forward, in the upcoming months we will observe the run and 

regulation of the elections in Germany (26th September) and Czech Republic (8-

9th October) (Anderson 2021). Another interesting case for further discussion is 

the way that the concept of CI was handled at the beginning of the ongoing 

Covid-19 pandemic, more specifically – the formal use of the expression 

‘essential workers’ when in early 2020 the states started to restrict the popular 

mobility within their borders. The US issued a guideline “Identifying Critical 

Infrastructure during Covid-19” providing a clear list of sectors to which certain 

limitations did not apply and referencing the official national CI list (CISA 

2021b). In neither of the studied states did the list of essential workers directly 
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correlate with the national CI designation, even though ‘the provision of 

essential services’ sounds exactly like the definition of CI. What is more, as 

highlighted in the analysis, criticality of the elections morphed out of (and is 

still closely related, although not limited to) cybersecurity; both the latter (e.g. 

Deloitte 2021), CII, and the role of disinformation arisen very quickly as the 

topics within the pandemic discourse.  

The relation between infrastructure and the pandemics is a topic that requires 

further research. Normatively, as an enabler of flows, CI facilitates not only the 

establishment of relationships and the movement of goods, but also the spread 

of malicious things like drugs and, in this instance, diseases. As a precedent, 

historians agree that the road connection played a defining role in the spread of 

the Black Death (Turner & Johnson 2017). The ongoing pandemic, however, 

was the first such ‘reality check’ since the formal introduction of CIP in early 

2000s. Time might have to pass for the quality data, to appear, but the seemingly 

ad hoc nature of the ‘essential services’ designation, the use of the term 

separately from the CI itself, and more broadly the use of securitisation by 

Member States during the pandemic could provide interesting insights.  

Amidst the pandemic, a proposal was issued for a new CI Directive. While it is 

much more comprehensive and rectifies many drawbacks of the previous 

regulations, it still does not take into account all of the suggestions from the 

2019 Evaluation Report, especially in the way it falls short of the provisions 

suggested in the NIS2 Directive proposal. Furthermore, in its current form 

(which will not necessarily reach the adoption), the proposal addresses national 

CIP but not the way its provisions should be harmonised with the national 

legislation, and if Member States’ approach has not changed, there is no 

guarantee that the new directive will not end up outside of the national CIP 

framework.  

In individual cases (the NIS Directive, Galileo) Member States have shown 

considerable preparedness to cooperate. Certainly, it is a compromise between 
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politically and practically feasible solutions and innovative drives, so first 

problem the EU needs to tackle is scepticism towards ambitious cooperation 

projects. When combined with the political interest, CI securitisation did 

stimulate progress; for the strong future policies, the EU could empower 

regional groups of like-minded states to lead in resilience from what they 

perceive as threats: terrorism for Spain and France, interdependence for the 

central region etc. Since CI identification is still voluntary, a political process 

should include a transformation of threats to individual homelands into a 

common interest.  

The ultimate question is, for all the emphasis on ‘the EU leadership’, if the EU 

sees itself as a governing security actor. If not, if it is to remain a fragmented 

security community (Wilson 2004), then patching regulations that, in practice, 

do not fit in the national frameworks as much as the broader EU picture will 

only serve to create confusion. As Delpech (2002) put it in 2002, “It must be 

hoped that it will not take another catastrophe on European soil to rouse Europe 

from its current slumber.”  
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Annex A – Regulation Timelines 

The EU  

Year/topic CIP Security/Defence Terrorism Cyber Elections 

2002   Council Framework 

Decision on Combatting 

terrorism 

  

2004   Communication on Critical 

Infrastructure Protection in 

the Fight against Terrorism 

  

2005 Green Paper on a European 

Programme for Critical 

Infrastructure Protection 

 The European Union 

Counter-Terrorism Strategy 

Council Framework 

Decision 2005/222/JHA of 

24 February 2005 on attacks 

against information systems 

 

2006 Communication on a 

European Programme for 

Critical Infrastructure 

Protection 

  Communication from the 

Commission to the Council, 

the European Parliament, the 

European Economic and 

Social committee and the 

Committee of the Regions - 

A strategy for a Secure 

Information Society - 

“Dialogue, partnership and 

empowerment” 

 

2008 The 2008 Directive on the 

Identification and 

Designation of ECI 

    

2009    Commission adopted a 

Communication on Critical 

Information Infrastructure 

Protection – ‘Protecting 

Europe from large scale 

cyber-attacks and cyber 

disruptions: enhancing 

preparedness, security and 

resilience’ setting out a plan 

(the ‘CIIP action plan’) 

 



 
 

2010    The Digital Agenda for 

Europe 

 

2011    Critical Information 

Infrastructure Protection 

‘Achievements and next 

steps: towards global cyber-

security’ 

 

2012 Review of the 2008 Directive     

2013 The New CIP Framework   Cybersecurity Strategy of the 

European Union: An Open, 

Safe and Secure Cyberspace 

 

2014    Methodologies for the 

identification of Critical 

Information Infrastructure 

assets and services  

 

2015  European Agenda on 

Security 

Directive on Combatting 

terrorism 

Guideline on Threats and 

Assets (CIIP) 

 

    Digital Single Market 

Strategy 

 

2016    Communication on 

Strengthening Europe’s 

Cyber Resilience System and 

Fostering a Competitive and 

Innovative Cybersecurity 

Industry 

Joint Communication and a 

Joint EU Framework for 

Countering Hybrid Threats 

(elections?) 

     Report of the constitution 

committee of the European 

Parliament (AFCO) on 

'potential and challenges of 

e-voting in the European 

Union 

2017  Comprehensive Assessment 

of EU Security Policy 

Directive on Combatting 

Terrorism 

Communication by the 

European Commission 

(ICAS) 

 

2018     Compendium on 

Cybersecurity of Election 

Technology  



 
 

     Code of Practice on 

Disinformation 

     Recommendation on 

Election Cooperation 

Networks, Online 

Transparency, Protection 

against Cybersecurity 

Incidents and Fighting 

Disinformation Campaigns 

in the Context of Elections to 

the European Parliament 

     Securing free and fair 

European elections  

2019 The Green Paper on a 

European Programme for 

Critical Infrastructure 

Protection 

  Cybersecurity Act  

 Review of the 2008 Directive     

2020    Cybersecurity Strategy The Action Plan for 

European Democracy 

 

Alpine: France 

Year/topic CIP Security/Defence Terrorism Cyber Elections 

2001   Internal security law on 

November 15th 

  

2004    Loi no 2004-575 pour la 

Confiance dans l’Economie 

Numerique 

 

2005   Anti-Terror Bill   

2008  The White Paper on Defence 

and National Security 

   

2011    The Information Systems, 

Defence and Security 

Strategy 

 

2013  White Paper: Defence and 

National Security 

 Military Programming Law  



 
 

    CIIP Framework  

2014 Instruction General 

Interministérielle Relative a 

la Sécurité des Activités 

d’Importance Vitale 6600 

  Classification Method and 

Key Measures: 

Cybersecurity for Industrial 

Control Systems 

 

    Cyber Defence Pact  

2015    French National Digital 

Security Strategy 

 

2017  Strategic Review of Defence 

and National Security 

 International Digital Strategy  

2018    French Security Act 2018-

133 (transposition of the NIS 

Directive) 

 

    Strategic Review of Cyber 

Defence 

 

2019    The Military Programming 

Law 2019-2025 

 

    Cyber Defence Policy  

    Cyber Norm Initiative April 

2019 

 

 

Baltic: Sweden 
Year/topic CIP Security/Defence Terrorism Cyber Elections 

2003 The Civil Protection Act 

(2003:778) 

 The Act on Criminal 

Responsibility for Terrorist 

Offences (2003:148) 

  

2006 The Emergency 

Preparedness and 

Heightened Alert Ordinance 

- 2006:942 

  Regulation 2006:949 

(Cybersecurity) 

 

2007   The Government 

Communication National 

responsibility and 

international commitment – 

A national strategy to meet 

the threat of terrorism (Govt. 

Comm. 2007/08:64) 

  



 
 

2009    The Swedish Civil 

Contingencies Agency's 

Regulations on Government 

Agencies' Information 

Security  

 

2010 The Installations Protection 

Act (2010:305) 

 The Act on Criminal 

Responsibility for Public 

Provocation, Recruitment 

and Training concerning 

Terrorist Offences and other 

Particularly Serious Crime 

(2010:299) 

The first National 

Cybersecurity Strategy 

 

2011 (March) MSB presented the 

National Strategy for the 

Protection of Vital Societal 

Functions  

 Responsibility and 

commitment – a national 

counter-terrorism strategy 

(Government 

Communication 2011/12:73) 

  

 (December) A functioning 

society in a changing world – 

The MSB’s report on a 

unified national strategy for 

the protection of vital 

societal functions 

    

 (month) the Ordinance for 

the planning of the 

prioritization of vital societal 

electricity users (2011:931) 

    

 A guide to be implemented in 

2014 to identifying VSF & 

CI and assessing acceptable 

downtime for VSF & CI 

(unclear report) 

    

2014 (July) The Action Plan for 

the Protection of Vital 

Societal Functions & Critical 

Infrastructure 

 Government Communication 

2014/15:146 Prevent, 

preempt and protect – the 

Swedish counter-terrorism 

strategy 

  



 
 

2015 The report on A new 

Protective Security Act 

(SOU 2015:25) 

 The Government 

Communication Actions to 

make the society more 

resilient to violent extremism 

(Communication 

2014/15:144) 

The report Cyber security in 

Sweden (SOU 2015:23) 

 

    A Strategy for Societal 

Information Security 2010-

2015 

 

2016  Sweden's Defence Policy 

2016 to 2020  

 A national cyber security 

strategy Skr. 2016/17:213  

 

    Cyber security for essential 

and digital services (SOU 

2017:36) 

 

2017     Election infrastructure 

implicitly recognised as CI 

2018 The Protective Security Act 

(2018:585) 

    

 The Protective Security 

Ordinance (2018:658) 

    

2019    (March) Comprehensive 

cyber security action plan 

2019–2022  

 

2020 (March) The report Critical 

Nordic Flows – 

Collaboration between 

Finland, Norway, and 

Sweden on Security of 

Supply and Critical 

Infrastructure Protection  

    

 

Danube: Czech Republic 

Year/topic CIP Security/Defence Terrorism Cyber Elections 

2000 The Crisis Act     

2002   National Action Plan to 

Combat Terrorism 

  



 
 

2003 The Committee for Civil and 

Emergency Planning 

material titled “Project 

Analysis of the principal 

functions of the state, 

including the protection of 

critical infrastructure in the 

event of emergencies” 

The Security Strategy of 

Czech Republic 

   

2004 The Emergency 

Management Training 

Concept 

    

 Proposal of Protection 

Levels of the Information 

Systems Necessary for 

Functioning of the Critical 

Infrastructure in the Czech 

Republic 

    

2005 (July) The Strategy of Crisis 

Management in Transport 

Until 2013 

 The National Action Plan to 

Combat Terrorism 2005-

2007 

National Strategy of 

Information Security of the 

Czech Republic 

 

2007   The National Action Plan to 

Combat Terrorism 2007-

2009 

  

2010 The Government Decree 432 

on Criteria for (the) 

Identification and 

Designation of Critical 

Infrastructure Elements  

 The Czech Counter-

Terrorism Strategy 2010-

2012 

  

2011 Crisis Management Act The Security Strategy of the 

Czech Republic 

   

2012    Strategy of the Czech 

Republic in the field of 

cybernetic security for 2012 

– 2015   

 

2013 (January) Updated 

Information concerning the 

Implementation of the 

National Programme for the 

 The Strategy of the Czech 

Republic for the Fight 

Against Terrorism 

  



 
 

Protection of Critical 

Infrastructure 

2014    Act on Cyber Security/ 

Cyber Security Strategy of 

the Czech Republic 2015-

2020 

 

2015  The Security Strategy of the 

Czech Republic 

 Action Plan for the National 

Cyber Security Strategy 

2015-2020 

 

  The Long-Term Perspective 

for Defence 2030  

   

2018    Cyber Defence Strategy of 

the Czech Republic 2018-

2022 

 

2019    Report on the State of Cyber 

Security in the Czech 

Republic in 2019 

 

2021    National Cyber Security 

Strategy of the Czech 

Republic 2021-2025 

 

 

Adriatic/Ionian: Croatia 

Year/topic CIP Security/Defence Terrorism Cyber Elections 

2002  The National Security 

Strategy 

   

2005    The National Information 

Security Program 

 

2006    The Security and Intelligence 

System Act 

 

2007    Information Security Act   

2008   The National Strategy for the 

Prevention and Countering 

of Terrorism 

The Regulation on 

Information Security 

Measures 

 

    Rulebook on Standards of 

Organisation and 

 



 
 

Management of Information 

System Security Areas 

2009 Risk Assessment of the 

Croatian Natural and 

Technical and Technological 

Disasters and Major 

Accidents 

    

2010 Protection and Rescue Plan 

of the Republic of Croatia 

    

 Private Protection Act     

2013 The Critical Infrastructure 

Act 

    

 The Decision on designation 

the sectors from which the 

central state administrative 

bodies identify national 

critical infrastructure and 

lists of the order of the 

sectors of critical 

infrastructures 

    

 Rules on the methodology 

for drafting business risk 

analysis of critical 

infrastructure 

    

 The Ordinance on Risk 

Assessment Methodology for 

Critical Infrastructure 

Protection 

    

2014  The Croatian Armed Forces 

Long−Term Development 

Plan 2015−2024 

 Law on State Information 

Infrastructure 

 

2015   National Strategy for the 

Prevention and Suppression 

of Terrorism 

The National Cyber Security 

Strategy of the Republic of 

Croatia and an Action Plan 

for its implementation 

 

    Regulation on Organisational 

and Technical Standards for 

 



 
 

Connecting to the State 

Information Infrastructure 

2017  The Republic of Croatia 

National Security Strategy 

   

  Homeland Security System 

Act 

   

2018    Act on Cybersecurity of 

Operators of Essential 

Services and Digital Service 

Providers 

 

2019     The Republic of Croatia 

European Parliamentary 

Elections Act 
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