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Abstrakt: Insulinovy hexamer je alostericky protekiery mizeme nalézt veidéch
raiznych konformacich (T6, T3R3, R6). Tvorbu a konfaoninzulinového hexameru
muzeme ovlivnit nafiklad vazbou iont, ¢i takzvanych fenolickych ligarid V této praci
jsem zkoumal inzulinové hexamery dznych konformacich za pomoci molekulové
dynamiky. Studie je rozdena na dv ¢asti. V prvnicasti zkoumam efekt vazby katidint
(Zn?*, C&*, K* and Nd) na T6 a T3R3 inzulinové hexamery. V drufésti se zaiim

na neurotransmitery serotonin a dopamin, které blilynslouzit jako fenolické ligandy
v in vivo podminkach. Vysledky prvniasti vyzkumu ukazuji, Zze ionty s vysokou
nabojovou hustotou (Zf C&") jsou mnohem vice lokalizované v kayitktera se
nachazi uprogtd hexameru. Toto vede ke zpomaleni difuze vodmniokekul, coz se
projevi také tim, Ze uvirfitse nachazi vZdy pouze jeden kation. Monovaleratidkty
tento efekt nemaji. V druh#&sti prace ukazi, Ze z obou uvazovanych neurotrigsim
je pouze serotonin slibnym fenolickym ligandem. églem pro neurotransmitery naSel
nova, dosud nezndma vazebné mista. Dopamin seon@aiebnd mista vaze nejsjin
Nakonec porovnam vSechny teoretické vysledky smxeatalni praci naSich

spolupracovnik J. Jir&gka et al. a M. Brzozowskeho et al.
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Abstract: Insulin hexamer is an allosteric proteapable of undergoing conformational
changes between three states: T6, T3R3, and Rasilioms between them, as well as
the formation of insulin hexamers, are mediatedugh binding of phenolic ligands or
ions. This thesis presents a molecular dynamiasdystd allosteric behavior of insulin
using empirical force fields. Two effects are clgsaspected — cation (Zf C&*, K*,
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Chapter 1

Introduction

This chapter introduces the topic of insulin and donnection to ions and
neurotransmitters. | am going to make an attempgdothrough the story of this
remarkable hormone while introducing all importpatts of an insulin molecule. There
are still many unknowns which | am going to empbasduring this rather brief

introduction. They will be summarized at the endhid chapter.

Human insulin is a signaling peptide consistingbfamino acids. It is composed of
two chains linked together by one intramoleculat @vo intermolecular disulfide bridges

as shown in Figure 1.1.

Figure 1.1. Insulin monomer composed of a chain A (blue, 2linamacids)
and a chain B (yellow, 30 amino acids). Three d@idelbridges are shown as red color.

Its function is to regulate the metabolism of sacihes and fats. Insulin release
into the bloodstream leads, for instance, to aromb®n of glucose into the cells,
synthesis of glycogen or increased lipid synthd3isruption of insulin secretion leads
to diabetes mellitus. Treatment for this diseasenoicludes daily intravenous injection

of insulin. Since the hormone’s discovery in 1922 has been known that there is a
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connection between zinc and insétfh The effect of zinc was used in pharmaceutical
preparations, although the exact effect was notknd.ater, the connection between the
additives in insulin medicaments, like antimicrdbpeservatives (phenol, m-cresol,
chloride, or acetate) and physiochemical stabiigs discovered. During testing of
different substances, it was shown that theseigddiin insulin medicaments can prolong
its desired effect. Since then, it has been shawmany studies that the insulin — zinc
complex is an allosteric protein. Due to many ekpental methods such as NMR, X-
ray, crystallography and other in order to investiggthis problem, we now know that
insulin forms dimers which form insulin hexamet8 in the presence of zinc. These
hexamers essentially include three conformatioteies abbreviated as T6, T3R3, and

R6 as shown in Figure 1.2.

Te T3R3 Re

Figure 1.2.The scheme illustrates insulin hexamer converdigtseen T6 — T3R3 — R6

conformations. The conversion of insulin monomenfrthe T (yellow) to the R (blue)
conformation is known to form one phenolic pocketife circle). Grey dots/atoms

depict zinc cations.
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The conversion between these three states is raddrabugh binding of phenolic
ligands and ions. In insulin hexamer, two zincaadilie on a three-fold symmetry axis
coordinated by three B10 histidines from each tricnenit (this will be discussed later).
Upon the change of the conformation from a T tdRastate, the first 9 residues of the B
chain undergo a transition from an extended tolphaahelix state (Figure 1.3.). This
conformational change from the T to the R statene@ephenolic pocket. The details of

the phenolic pocket will be also discussed later.

-

.
J
4

Figure 1.3.The pictures depict a comparison of the T confaioneof insulin monomer

(left) and the R conformation (right). In the caddrk conformation, a phenol and amino
acids crucial for binding of phenol (A6 and A1l ahown. Note that both monomers
were extracted from hexamer structure and thergéorartificial beta sheet structure can

be seen.

The T6 abbreviation corresponds to a state whéad #le monomeric units are inthe T
state whereas the R6 state corresponds to a dtate all of the monomeric units are in
the R state while the T3R3 state is an intermedittte between the two. Many in vitro
studies have been performed on insulin hexamergst&lization of insulin in the
presence of various cations lead, for instancélitq C&*, C**, and Cd* hexamers-

15 Apart from cations found not only in the B10 sia additional binding site for cations
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was discovered as well. This site is located inrthedle of the hexamer between two
B10 zincs where six B13 glutamates can be found.glatamates are relatively close to
each other while being positioned in a circle ambtire center of a ~10 A diameter cavity,
hence essentially forming a perfect trap for catigh detailed picture of the middle part

of hexamer is shown in Figure 1.4.

Figure 1.4.The B10 histidines and B13 glutamates of insuéramer are shown. These
amino acids play a critical role in the insulin Bexer structure. B10 histidines are binding
zinc cations (grey van der Walls balls) while BgRitamates can bind various

cationg®*°which is depicted by a yellow van der Waals ball.

Using crystallography and NMR studies, it has b&®swn that C# binds to two
B13 glutamates in three different conformationsheaith 0.33 occupancy. Same binding
is predicted for the GAcatiort®*® Binding of divalent cations to the B13 site hasi
shown to be contributory to insulin hexamer formads.

There are also studies which were focused on feetedf phenolic ligands. Many
different substances such as phenol, m-cresol noéxacetate, resorcinol, and oth&r
2 have been considered. From these, the phenokaodcinol were discovered to be the
most effective at directing the T conformation tosvéhe R state. It was found that not
only phenolic ligands can drive insulin hexamer @aoivthe R state, but also that anions

do by binding to the B10 zinc cations. Many differanions were investigated, ranging
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from inorganic ClL SCN to organic acids like p-aminobenzcdat€. Among these, the
thiocyanate (SCN was found to be the most effective. Crystalli@atof insulin in the
presence of SCNand zinc lead to T3R3 insulin hexamer. It has b&®mwn that R6
hexamer is far more stable than T3R3 hexamer aatdTBR3 hexamer is more stable
than T6 hexamét?%. However, every experiment which was mentioneddese in vitro
and little is known about the actual conformatioemiposition of insulin hexamers inside
the secretory granules of beta-cells.

The story of insulin molecule starts in pancreasnore specifically in the beta-
cells of islets of Langerhans (Figure 1.5.) on zypues where a preproinsulin is

synthesized.

) Pancreatic Duct
Small lntq’tine

/ ‘ Pancreas

Alpha Cells: secrete GLUCAGON

Beta Cells: secrete INSULIN

R To /

pancreatic
duct bloodstream

Figure 1.5.Location of islets of Langerhans in human bodywrge: Review Nursing

The preproinsulin consists of insulin, a C peptided a signaling peptide at the N
terminus. The preproinsulin is then transporteceodoplasmic reticulum, where the
signaling peptide is cleaved, yielding a proinsulBubsequently, the proinsulin is
transported to the secretory granule which is thal fstorage place for insulin. The
granules are loaded with z#ic®® and the environment is mildly acidic (pH ~ 5%}

There, in the granules, the proinsulin forms prolinshexamers in the presence of zinc

cations. After the formation of proinsulin hexameise C peptide is cleaved, yielding
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insulin hexamers. Since the pH is ~5.5, which s® &ln isoelectric point of insulin, the
insulin hexamers start to precipitate forming aidsairystaf?, which reduces the
susceptibility of insulin to enzym&s The secretory granules are densely packed with
insulin content of about 50-63%4Figure 1.6.). However, no one knows the exacesto

form of insulin hexamers.

Figure 1.6.A beta cell containing high amount of secretoryngtas. One of the granules

is marked by a red circle. Source: http://imagesas.nih.gov/

While insulin is stored as hexamer, the active |gsers a monomer. When a
secretory granule merges with membrane and thénrgpets released to the extracellular
milieu, the insulin hexamers starts to break domto imonomer®. It has been shown
that the insulin crystal dissolves at differenegft which directly leads to an idea that
the difference may be caused by a mixture of T6 /BB hexamers. It has been known
for many years that the beta-cells contained higbumt of Zn, Ca and S elemeHts®
and that there is also a high content of phosph#&®. and neurotransmittéps*®
(serotonin, dopamine, L-DOPA). There is strong enwk that the beta-cells are

connected with the neurotransmittéré& For instance, there are transporters VMAT1
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and VMAT2 which cumulate biogenic amines insidestheell4®. Dopamine has been
shown to be stored and co-secreted with indiftihThe beta-cells have also been shown
to accumulate the previously mentioned neurotraners?—>% We shall take a closer

look at the structure of phenolic pocket with agdlenolecule bound (Figure 1.7.)

oy

Figure 1.7. Phenol molecule inside the phenolic pocket. Strbmgling is mediated
through hydroxyl group of the phenol molecule. O&6/and A11 amino acids are shown.

and compare the chemical structure of dopaminearatonin with phenols (Figure 1.8.),

OH OH OH
iféi )
H,N
2 \ NH

NH,

Figure 1.8. Phenol (left) and two neurotransmitters serotdniddle) and dopamine
(right) which could serve as phenolic ligands iastef phenol. The red hydroxyl group

(OH) is crucial for binding.

we can acknowledge that all these substances haweial hydroxyl group required for
binding to the phenolic pocket. In the light of skefacts, might it be possible that the

neurotransmitters could substitute phenol as agileeligand in in vivo conditions?
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During the introduction, we have stumbled upon ssvmteresting questions
which remained unanswered up to this point. In orie begin, there are a few
publications which examined the inner B13 cavitgwiver, only using cadmium. Of
course, the experimental investigation of the gagitrather difficult and it has not been
done yet to my knowledge. Molecular dynamics isugable method for tackling this
experimentally elusive problem. Therefore, thetfinoblem | investigated was binding
of calcium and other cations to the insulin hexamand their respective effects.
Moreover, | have proposed an idea that dopaminesarmtonin neurotransmitters work

in secretory granules as phenolic ligands. Thihius the second question | will try to
answer in this thesis.
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Chapter 2

Computational techniques

1. Theory and methods

As mentioned at the end of the last chapter, teeareh was done with the usage
of classical molecular dynamics simulations. Tliapter therefore discusses all general
concepts and methods of molecular dynamics asaséie quantum mechanical methods

used throughout this work.

1.1. Molecular dynamics

This section covers basic theories and technigatstifrom classical molecular
mechanics which have been applied throughoutllesis. At first a concept of computer
experiment is introduced which is then discussectkrtteoroughly in a form of molecular
dynamics simulation. The notations and theorefreahework were taken from Frenkel,
D, Smit, B, Jungwirth, P/, Allen, M. P., Tildesley, D. ¥.

1.1.1. General concepts

There is only one real world, however, there areynaays to model it. If we
choose to model our system with every detail, anjua mechanical description has to
be used. If we need to study bigger systems, we ttatnake some approximations. One
way of doing this is to describe all particles jist classical mechanics. Computer
simulations use theories of statistical mechanib&kvwere been developed long time
ago, but computers allowed us to use them thorquigtier. In classical computer

experiment, e.g. molecular dynamics simulation, olb&ins positions and velocities of
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every particle. This information, of course, is actessible by any present experiment.
What gets usually measured is an average propktitye gtudied system, e.g. its density.
This real experiment is done in a finite amounttiofe and the studied property is
averaged over many atoms/molecules. Similar thismg loe done during a computer
experiment. If system is ergodic then the averagpearty of the system is just the time
average over the trajectory of our molecular dymarsimulation. We can achieve certain
condition such as constant volume during a compmxgeriment which is also similar to
the real world. According to the met condition, distinguish for example following
ensembles: NpT, NVT, NVE, or uVT. In molecular dgmes, the pressure (NpT) and
constant volume (NVT) ensembles are most commasgyl wonstants.

1.1.2. Molecular dynamics — basic ideas

In a molecular dynamics simulation, all atoms maeeording to the laws of
classical mechanics. This is usually an excellggraximation for a wide range of
conditions. All atoms are described as balls ofatersize with a partial charge. Any
microstate is fully described by positions and motaeof all atoms and the system
evolves according to Newton’s equations of motle@cond Newton’s law reads

2.1)

T
Il
3

&

which connects forcg with massn and acceleratiod. When the forces acting on all
particles are known, we can integrate this equatarbtain future position of all atoms.

Many algorithms have been proposed, although oneallysuses a Verlet algorithm

r(t + At) = 2r(t) —r(t — At) + %Atz, (2.2)
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wherer(t) stands for a positiort is the time step in our molecular dynamics simaiat

andf (t) is a force. The force is computed in a followingyw

OV(r)) | 23

r0=(

Where we introduced an interaction potential enéf@y). This potential energy is
divided into several terms including intermolecul@n—bonded interactions) terms and
intramolecular terms (bonded interactions). Theral/@otential can be, and usually is,

constructed as follows

VM) = ) k(=1 + ) ka0 = og)?

bonds angles

1
+ Z Z Ekn(l + cos(ng — w) (2.4)
dihedral angles n
+ Z l Bl] Qiqj l
4718731

i<j

where the first three terms describe bonded interewhile the last term describes non-
bonded interactions composed of van der Waals keatrestatic energies. The first term
involves summation of all bonds and it takes foffra simple harmonic spring described
by a bond force constaif. Similarly to the first term, the second term ddses an
angular dependence of energy. A simple harmonicrigié®n is usually sufficient. The
third term represents energy of twisting bonds iamsldescribed by Fourier series. The
fourth term describes all non-bonded interactionmposed of van der Waals and
electrostatic terms. The van der Waals term usuakes form of the Lennard-Jones
potential and the electrostatic term of the singpdellombs law. A set of these parameters
which describe all interactions between atoms lleda force field. It is derived from

the best fit to experimental or ab initio data.
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1.1.3. Temperature and pressure coupling

One is usually interested in constant temperatu/and constant pressure
simulation. The constant temperature ensemble eamdhieved by using so-called
thermostats. Many thermostats have been introduced and theyealivided into three
bundles. The first of them simply rescales the ei@les (e.g. velocity rescale or the
Berendsen thermostat). Furthermore, we can regthademperature by introducing
stochastic forces (e.g. the Andersen or Langevemtbstat). The last one uses extended
Lagrangian formalisms and the Nosé-Hoover thermasiald serve as an example. The
pressure coupling can be conducted in a similartavadlye temperature. In analogy to the
Berendsen thermostat, we can rescale not tempernatiirdimensions. Another method
how to control the pressure is to use the ParislRlbman barostat which is an analog to

the Nosé-Hoover thermostat.

1.1.4. Periodic boundary conditions

Another widely used trick to suppress the fact thet system in simulation is very
small in comparison with the real system is to pseodic boundary conditions (PBC).
The method is used for simulating an ‘infinite’ ®m with limited computational time.
The idea is as follows. We construct a unit cetl arlhen an object passes through one
side, it reappears on the opposite side of ouragtitin molecular dynamics simulations,
we usually use this trick in order to calculatekbptoperties of a system, e.g. a protein
solvated in a bath of explicit solvent. Another adtage of this method is that it saves
computer time. For instance we can make simuldtemnbigger in order to simulate bulk
water environment. However, this is not feasiblerewith the best computers which are

available nowadays. The PBC are thus an acceptabe¢o do it.
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1.1.5. Ewald summation

As mentioned in the last paragraph, computer tsraways limited. Therefore,
next of many computer tricks we introduce is a alted cutoff. The non-bonded
interactions take a long computation time to bewated. We can take advantage of the
knowledge that these interactions go to zero iadfirelation to an increasing distance
between the two considered atoms. Therefore, iheglect all interaction after certain
distance value, we can save a lot of computer fimencation of the van der Waals term
usually does not cause any problem, although ttingc@lectrostatic interaction leads
(due to slow convergence to zero in relation todistance) to huge errors and some
correction has to be introduced. Under PBC, onefcarexample, use the Particle Mesh
Ewald methoef. The trick is as follows. Under PBC, the electatistterm has a form of
an infinite sum. This sum is divided into a shamge part which is solved in real space.
The rest (long-range part), which originates mostiyn periodic images, is then solved
in reciprocal space. A cutoff of 0.9 —1.2 nm isalBusufficient after this correction.

1.1.6. Bond constraining

In molecular dynamics simulation, one has to detide big the time step in
integrating Newton’s equations should be. We wadildlel to have the time step as big as
possible. However, we still need to capture algze motions in our system. This covers
diffusion but also vibrations or rotations, from ialn the vibrational motions of bonds,
formed by hydrogen atoms, are the fastest. In daleapture these motions, a time step
of ~0.5-1 fs has to be used. Nevertheless, if we manageristrain these bonds, we can
use a time step of ~2 fs. There are several algnstwhich are used in molecular
dynamics. There is a SETTEEalgorithm which is used for water molecules. Thane
SHAKE and LINCS$! algorithms which are used for all other bonds.
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1.2 Quantum mechanics

As the quantum mechanical calculations are notbh& goal of this work but
solely a ligand parameterization, | will briefly gorough this section. Firstly, the basic
ideas of quantum chemistry calculations will beadticed. Then we proceed to the core
of all wave function methods — the Hartree-Fock ragimnation. The Hartree-Fock
approximation is important as this is the commontho@ to parameterize small
molecules. As we speak about parameterization,esd to obtain a reasonable geometry
of our parameterized molecule. For this purpose, dansity functional theory is an
excellent quantum chemistry method. At the enchisf $ection, we are finally going to
gather our desired results — partial atomic chavgash are part of parameterization of
a small molecule in molecular dynamics simulatiddotations and theoretical

descriptions were mainly taken from Szabo, A., @st| N. S? and Cramer, €2,

1.2.1. Electronic structure calculations of the ground stée

The key relationship that is being solved in algiwm mechanical calculations
is the non-relativistic time-independent Schrodimeguation

A|D) = £|D), (2.5)

with A being the Hamiltonian operator for the systemMbiuclei and N electrons
described by positions of vectd®s andrn. @ is our unknown wave function aidis its

corresponding energy. The Hamiltonian for N elatsrand M nuclei is defined as follows
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with Mabeing the mass of a nucleds,Zabeing the atomic number of the nucleAsi,

j being the electron indices, aid B being the nuclei indices;; denotes the distance
between theth andjth electron. Similarlyr;, stands for the distance between itie
electron andAth nucleus. The distance betwestih andBth nucleus is denoteRl,; in
the same way. The Laplacian operat@fsandV; involve differentiation with respect to
the coordinates of theh electron andAth nucleus. The first two terms in equation 2
describe the kinetic energy of electrons and nudlee third term defines the attraction
between electrons and nuclei. The last two ternssrd® repulsion between two nuclei

or between two electrons.

As we said, the ultimate goal is to solve the Sdimger equation but this is not
feasible even for a system of two electrons. Tleegfapproximations have to be made.
One of the first and central of them is the Bormp@mheimer approximation. Since nuclei
are much heavier than electrons, we can separatmdtion of electrons from nuclei.
With this in mind, we arrive to the so-called etecic Hamiltonian which reads as

follows

N N M N N

~ 1 2 Za 1

Hepee = — E Evi - E E :+ § E 7,,_ (2-7)
c c i c

— 1

~
I
=
~
1l
=
b
I
=
~
1l
=
~.
\
~

All indices here have the same meaning as in thailttmian defined in equation 2.6.
Nevertheless, terms which depend only on nucleidinates are missing. With the Born-
Oppenheimer approximation, the wave function becperametrically dependent on
nuclei coordinates. The electrons are now movirgniexternal field of fixed nuclei and
the nuclear repulsion becomes just an additivetaonso the overall energy. Following

equations summarize the thoughts stated above

Heleclq)elec) = geleclq)elec): (28)
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Etot = Eelec T Z Z ; B- (2-9)
AB

A=1B>A

By solving time-independent electronic Schrodingguation (Equation 2.8), we obtain
the electronic wave functio®,,..(r;, R4) with the corresponding electronic energy
E.10c- The fundamental problem of all ab initio methaglsolving the time-independent
electronic Schrodinger equation but it cannot benedcanalytically. Therefore

approximations have to be made again, which leadstas the Hartree-Fock

approximation. The key concept of the Hartree-Fookthod is that we neglect
instantaneous motion of electrons. By this we caatteach electron as if it was moving

under an average field created by all other elastemd nuclei.

1.2.2. The Hartree-Fock approximation

To proceed any further in solving this incrediloifficult problem, one has to
make a few assumptions. First of them is a wavetian form. What does this beast look

like? The following wave function form has beengsed

Xi(x1) Xj(x1) e Xie(x1)
Dop(xq, Xg, ey Xy) = (N!)_% Xi(:xZ) Xj(:xZ) Xk(:xZ) . (2.10)
xiten)  xiGen) o xe(xy)

It has a form of a single Slater determinégf, of N electrons. The prefactor is just the
normalization constant ang are so-called molecular spin orbitals. One advanisthat
this assumption ensures that the wave functionbgithintisymmetric. The molecular spin
orbitals are further expanded into a linear comtoamaof K known atomic orbitalg,;

with expansion coefficients,;.
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K

Xi= ) cud 2.11)

k=1

A set of known atomic orbitals is called a basis B#inite amount of different basis
set§*%% can be found in the literature and to decide winioh is the best, that depends

largely on the experience of the user.

Secondly, we have to apply so-called mean field@pmation, otherwise we
would end up in an unsolvable problem. The eleetieatron repulsion is replaced by
an interaction of electron with an averaged exidiela v/ {j} created by all of the other

electrong as follows

51
ZF > VIF(), (2.12)

> Y

N
i=1

Using this approximation, we have come to an effeabne-electron operator which is
called the Fock operator. It reads

A 1 Z
fi= =5V = Y Ay, (2.13)

in which the first two terms were already described the last term is the Hartree-Fock

potentialv/F {j}. With this approximation, we arrive to a set oteglectron equations

filx:) = Elx:), (2.14)
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however, each equation depends on all the othetretes through the average external
potentialv/{j}. Because of this, one has to solve this set it@lgtuntil the self-

consistency has been achieved.

1.2.3. Density functional theory

The wave function is rather complicated 3N dimenaidunction which is hard
to obtain. Is there not any easier way to deal withab initio problems? In #&entury,
M. Born interpreted squared wave function as a abdity to find an electron, i.e.
electron density. Do we need this complicated 3Nedfisional wave function or does the
electron density provide us with all the requineidrmation? These questions were raised
in the last century and thanks to P. Hohenberg,&h&m, and W. Kohn, we know that
the electron density itself is enough for descaliime ground state of a quantum system.
The simplification in the wave function is amazifkgom 3N electron problem, we come
down to a problem with only 3 dimensions. An ovieealergy functionak[p] has a form

of

E[p] = Tnilp]l + Venlpl + Veelp]l +A Tlp] +4 V. lpl, (2.15)

whereT,;[p] stands for functional kinetic energy of non-iatgting electronsy,y [p]
represents interaction of the nuclei with electdensity, and/,.[p] is the electron-
electron repulsion term. The last two term%[p] andA V,.[p] are the corrections which

are together referred to as the exchange-correltgionE,.[p]

Exclpl =aT[p] +4 Veelp], (2.16)

but unfortunately the form of this functional iskmown. We know certain properties of
this functional such as what it should look likedaso on. However, it still has to be
approximated. The simplest form of this exchangectional depends only on the

electron density and it is thus called a local dgrapproximation (LDA functionals). Of
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course, there are far more advanced methods wigohreclude first derivatives. These
methods are called generalized gradient approximat(GGA functionals). There is
another option and that is to combine the exadh@axge energy from the Hartree-Fock
method with some empirical approximation like LDA &GA in certain ratio.
Functionals created in this way are called hybudctionals. The ratio is usually
determined by fitting onto experimental values.

The density functional theory has proved itself¢ca valuable method in ab initio
calculations. It outmatches the wave function tleomany times with the same
resources. Therefore, it is a feasible and quiteurate method for determining
equilibrium geometries and many other chemical erogs.

1.2.4. Population analysis and parametrization of small mtecules

Finally we have reached the purpose of the wholatyun chemical section. One
of the non-bonded interactions included in eveagsical force field is the electrostatic
term. This electrostatic part takes form of a senpbulomb’s law and all atoms interact
according to this law. Therefore, every atom haefned partial atomic charge but the
way to obtain such charge is not completely cl&€he partial charges are not physically
observable quantity and hence there are many wayistain them. A common way is to
perform an ab initio calculation and assign thdigbatomic charges in accordance with
some method. There are many methods which havegreeosed such as the Natural
Population Analysis (NPAY which assigns partial atoms charges accordinggaégree
of a contribution of an atomic basis function te thverall wave function. The next type
of methods uses the electrostatic potential. Fienatave function, we can calculate the
electron density and subsequently the electrogiatential. This is already an observable
property and we can therefore compare the compelesdrostatic potential to the one
experimentally observed. Partial atomic charges lmarthen fitted to reproduce this
computed/experimentally measured electrostaticpiale As an example of this method
can serve a CHELPG mettf8dA modification to this procedure, which ensurkeatt
rotationally degenerate atoms have equivalent glagioms charges, is called the

Restrained Electrostatic Potential method (RESF)his method is recommended to
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parameterize a small molecule for the AMBER foredds in a condensed phase. The
electrostatic potential should be calculated by&H31G* level of theory in a gas phase.
In spite of using such low level of descriptiore #&rror in this calculation is close to the
difference in charge distribution between the ghasp and what we observe in the

solution.

2. Advanced sampling methods

After going through general methods and theories il now focus on more
advanced methods of computer modeling which aré tiseughout this thesis. The
common theoretical framework was taken from D.A.Qaarri€’, C. Chipot, A.
Pohorille'}, D. Frenkel, B. Smittf. More advanced approaches, which have not been yet

present in books are cited on the fly.

2.1.Free energy calculations

When any reaction, e.g. sn2 chemical reaction, rg¢ceue can say that there is a
certain driving force which pushes the reactiomgliis reaction coordinate. This driving

force is often expressed in a magical term - freer@y difference.

Statistical mechanics dictate that if we know cacalrpartition function, then we
know everything. The canonical partition functiorofa system can be calculated if we

integrate over the whole phase space

1 U@
0= _f e BT dg, 2.17)

whereU expresses the potential energy of a systebging the set of 3N coordinatés,

being the Boltzmann’s constafit,being the absolute thermodynamic temperatre,
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being number of particles, aideing the temperature dependent de Broglie waviieng

The canonical partition function can be relatethedmholtz free energy

A = —k,TIn(Q). (2.18)

Helmholtz free energy is relevant if a processaggrmed under constant number of
particles, constant volume and constant temperatdosvever, Gibbs free enerdgy
usually has greater importance. It takes place uomigstant pressure instead of constant
volume. Under small pressures and in a condensaskepim which the volume changes
are small, the difference between Helmholtz freergm4 and Gibbs free enerdyis

negligible.

The difference between two states, e.g. bouncuabdund state of a protein and
a ligand is what people are usually interested’ims difference is commonly expressed
by a free energy differenced. When we now express this free energy different¢erms

of partition functions, we get

U, ()

e kT dg
s = iy in (L) = —i, 7 [ L6244 ) (2.19)
Q4 U1 (@

All free energy methods used in computer simulaticem be derived from this equation.

As the partition function defines the effective ragnof available states, the free

energy difference could be also evaluated by aaledcprobability method

P,
AA = —k,Tin (—) (2.20)
Py
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whereP, is a probability of being in the state 2, whileis a probability of being in the
state 1. This method is convenient when the enerlgatrier between these two states is
not high and when the free energy difference is. Ibwhese requirements are not met
then we need to use more advanced methods likextiagnamic integration or umbrella

sampling methods.

In computer modeling, we are often interestedfie@ energy difference between
two states along certain pathway. It is conventenbhave some reaction coordindte
which makes a distinction between our two thermadyic states. The reaction
coordinate can be of any kind, ranging from thepdast like distance between two atoms

to more complex like root mean square deviatiowbeh two structures.

2.1.1. Thermodynamic integration

Thermodynamic integration is one of the most commmathods for calculating

the free energy difference. Starting with the folarfor a free energy

_u@
A= —k,TIn(Q) = —k,TIn <f e kol dc?), (2.21)

defining a reaction coordinate and taking a derivate with respect to the reaction

coordinatel yields

dA d d _UAg
= —kaaln(Q) = —kyT—In (f e kT dc?), (2.22)

which can be rearranged into
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du(a,g) -v3a |
/ c(m_Q)e T dq  qu(A,§)
dar - UG =g (2.23)
fe kpT dEI

The brackets denote an average of the quantityhnibimnside. By integration over the

reaction coordinat@, we get the free energy differenta

L du(A, G
AA = f <%>A da, (2.24)
0

whereld = 0 defines an initial state with a free eneryyandA = 1 defines a final state

with a free energy,.

One of the simplest application of the above derifermula is to evaluate

aa

), for a number of intermediate values bfand then perform numerical

integration. There are various methods for numbyievaluating the integral using, for

instance, the trapezoidal or the Simpson’s rule.

At first the potentialU(4,q) has to be defined. It is done by dividing overall

potential to common pati.,.....»(¢) and a part that is being perturbe@, g) as follows

U4, C_D = Ucommon(c_l)) +V(@, EI)) (2.25)

The way we define the coupling between initial sfiat= 0 and the final staté = 1 is
also important. The simplest approach uses lin@gngbetween an initial state 0 and a

final state 1

V) = (1= D)V, — AV, (2.26)
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with vV, being the potential of the initial state angbeing the potential of the final state.
This form of coupling is often sufficient. In thtsase however,we make some atoms
appear or disappear and the integrand in Equatida diverges ai =0 oriA =1
(depends on whether atoms are appearing or disapgeain elegant way of solving
this problem is to use softcore potentials. A medifversion of the Lennard-Jones

potential then gets a form of

1 1 l
Vo,dissapearing = 4e(1— A)[ 7 (2.27)

o1+ ()]

[ 1 1 l (2.28)

e+

Vl,apearing = 4el

S ea-n+(Z)]

wherea is an empirical parameter. With this modificatitime linear coupling between

potentials can, and should be, used for the vaWtels transformations.

The statistical error of thermodynamic integrati®nsually evaluated as follows.

- ), is evaluated in every microstate from which vac&is calculated. The total

variancevar(AA) is then weighted sum of the intermediate varialﬁ%é
L

N
du
var(AA) = Z w;var (—) , (2.29)
- dA/;
i=

wherew; are the weights which are determined by the imtgmn method. To get a
correct statistical error, each individual averageds to be further corrected for an

autocorrelation time by multiplying each of the intermediate varianbgsa factor of

V21,
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In order to access free energy difference betwweenstates, one is often forced

to use a thermodynamic cycle. An example of suchedg shown in Figure 2.1.

—

Figure 2.1.An illustration of a complete thermodynamic cyaectlculate the solvation

energy of phenol.

We start here with a phenol molecule in vacuuni, (leottom).AG, represents free
energy difference of the phenol molecule solvatia®, represents free energy difference
of turning off all interactions of the phenol malée while being present in a water
solution.AG5 represents free energy difference of transferrning-interacting phenol
molecule from water environment into vacuum. Asghenol molecule gets completely
decoupled, the free energy difference equals 2€tprepresents free energy difference

of turning on all interactions in vacuum. As freeeggy is state variable we can state that

,..
I
KN

AG; = 0. (2.30)

~.
1l
[N
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For instance, if we want to evaluate the solvatiea energy of phenol moleculd,, we

know from this thermodynamic cycle that

2.1.2. Umbrella sampling

Another elegant method for calculating free enatiffgrence between two states
is called the umbrella sampling method. We cana@vee the sampling issues by using
this method if the brute force fails (the probabilinethod). Graphical representation of

the whole idea is shown in Figure 2.2.

V(x) P'(x) A(x) A(x)

AV

X

X X

Figure 2.2. Graphical representation of the umbrella samplirghmd. From left — at
first, we sample the reaction coordinate x withphaflumbrella potentialg (x). Then we
calculate the biased probabili®y(x) from which we obtain unbiased free energy profiles
A(x). Nevertheless, these profiles are shifted by astem and need to be combined

together as shown in the last picture.

We would like to sample phase space along soméweaamordinate, where the barriers
and the free energy differences are too big. Thesefve sample it with help of umbrella

potentialsV/ (x).
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Then the biased probabili/(x) is calculated from which we estimate unbiased free

energy using the following formula

A(x) = —k,TIn(P'(x)) = V(x) + F, (2.32)

with k, being the Boltzmann’s constant, being the absolute thermodynamic
temperature, anfl being the constant. The valueFfofs undetermined but completely
irrelevant. We obtain corresponding free energyfil@ after doing many simulations
along the reaction coordinate. However, each ohtlseshifted by a different constaft

The important thing is that the neighboring freergy profiles have to overlap. If this is

achieved then we can combine all free energy motbgether.

It is not completely clear how to combine all freeergy profiles together. A
weighted histogram analysis method (WHAM) was dewpet/? "3 for this reason. This
method utilizes all histograms at once in ordedetermine the optimdt values so that
the free energy profiles are appropriately overdgphe whole method consists of two

following equations

Yot (x)
P(x) = T (2.33)

simn, (x)e Kol

Vi)
F, = —k,Tin ZP(x)e KT | (2.34)

Xbin

whereNy;,,, stands for the number of simulationg(x) stands for the number of counts
in histogram bin associated with x,;, is the number of bingj;(x) is the biasing
potential F; is the free energy shift from simulationandP (x) is the best estimate of

unbiased probability distributio®.(x) andF; are the unknowns and the equations need
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to be solved iteratively to self-consistenfyx) is then directly proportional to the free

energy profile as stated above.

In order to obtain correct estimate of error, aseally divides simulation data
into several blocks and then performs the WHAM. @& sets have to be reasonably
long (> 10 x autocorrelation time). We can evaluhtevariance from the obtained free

energy profiles.

A free energy profile calculated by the umbrellsnping method is sometimes
called potential of mean force. Potential of meancd binding is connected to a binding

constant,, in the context of protein-ligand by the followingjation

_wm)
K, = f e RT dr, (2.35)
4

where the integration is restricted to the regidrere the ligand is defined to be bound.
If the ligand can be found in one distinct bindsitg, this can be approximated with a

good degree of accuracy by a square well potefitiedn

whereV,, stands for the volume occupied by the ligand wihewnnd to the protein, and

W, represents the depth of the potential well whicbur case is

Wo = W(r = rp6:) = W(T = Tinin), (2.37)

wherer,,;, denotes minimum in the potential of the mean foceéulated by the
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umbrella sampling, ang,,. represents the distance where the potential etalfeady
(bulk solution). Binding constati;,, in the context of simple protein-ligand binding),

then related to the standard free energy of bindigby

AGy = —RTIn(C°Ky). (2.38)

C° stands here for a standard concentration (usdafly The inverse of the standard
concentration can be interpreted as volWh®ccupied by a single molecule at standard
concentration 1M. In my case, | chade= 1M and then th&° = 1661 A3. There is
also an additional contribution to free energy imiding. From the statistical mechanics

point of view, the free energy binding is deterndiigy the following equation

CO O.PO.L ZPL
82 gPL ZPZ7L

AGY = —RTln( ) + pOAVy,, (2.39)

whereC” represents standard stadestands for a symmetry number, and Z denotes a
configurational integral. Superscripts P, L, andrBfer to protein, ligand, and protein-
ligand complex respectively. The tepfAV,, represents standard pressure times the
change of the volume on complex formation correxctishich is negligible at standard
pressures. In molecular dynamics simulation, itifficult to capture this symmetry

problem. To account for this, one has to adjustl firee energy of binding by a factor of

oPot
AGSYM = _RTln( O—PL > (240)
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To summarize, the final standard free energy oflibpAG,, which is calculated by the

umbrella sampling method and corrected for symmetrags follows

. Vp Wo
AGb = _RTln (%e RT) + AGSYM' (241)

2.2. Spatial distribution functions

Spatial binding functions are convenient for préisgndata in a clear and simple

way. An illustration of such function is presentedrigure 2.3.

Figure 2.2. An illustration of a spatial distribution functiasf yellow atoms around

solute of interest (blue protein).

From a collection of microstates, e.g. frames of lemdar dynamics
simulation (i, t, ..., 1), we can construct a spatial binding map of amétwlecule (e.g.
the yellow atom) around another molecule (e.g.phwein depicted as blue) we are
interested in. Final spatial distribution functirn presents overall mean distribution of

a molecule of our interest around the chosen mtde&patial distribution function is
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constructed in the following way. At first all ofi¢ microstates are collected and our
molecule of interest (protein) is overlapped inrg\ieame according to the lowest root
mean square displacement. Then the space is diintie@ grid and studied molecules
(the yellow atoms) are mapped onto this grid. bleoto smoothen the spatial distribution
function, the studied molecule does not only cbute to one point on this grid as its
contribution is unequally divided into all surroumgl grid points. This final spatial

distribution function can be then visualized asiclegl.

3. Simulated systems

The last section covers specific preparation of patameters, systems, and
calculations which are used throughout this workfilst general things are described
which include the protein structure, ligand paraergt and general simulation
parameters. Moreover, the composition, simulatettirgys and specific things for every

particular calculation are listed.

3.1. General preparation and parameterization

Insulin hexamer preparation

Insulin is stored at mildly acidic conditions (pH55)!, which corresponds to
protonated B5 histidine. However, the B10 histidisedeprotonated’ due to zinc
coordination. The six B13 glutamates in the mideigion of the insulin hexamer were
considered as deprotonated. One cation was alwagemt in the middle region to
compensate for the negative charge of glutamatesade of R conformation, there was
also one chloride anion binding to the B10 zinge Trtitial protein coordinates were taken
from the following pdb structures: 1AIY(R6 insulin hexamer), IMS{T6), and 1TRZ
(T3R3). These structures were used and modifieteasribed below.



Chapter 2: Computational techniques 32

Neurotransmitters preparation

Phenol, serotonin, as well as dopamin were thegasdi parameters from ff03
AMBER force field using the ANTECHAMBER packa{ePartial atomic charges were
derived by the standard HF®&LG* method in the gas phase using the RESP method.
These calculations were performed in the Gaussirp#@ckag€. Note that both
neurotransmitters are charged at pH 5.5 (charge +1)

The B10 zinc binding site

The B16-Zn interaction potential had to be re-parameterinedrder to at least
partially account for electronic polarization arfthoge transfer effects and to reproduce
experimental data. The partial atomic charges erBtt0 zincs and B10 histidines were
changed according to results from ab initio calioes which lead to the charge of B10
Zn cation of +1.5 and each B10 histidine residuesny a net charge of +0.1677. Zinc
non-bonded van der Waals parameteeids were set to 2.44 A and 0.25 kcal/mol. The
presence of another cation (in addition to the B&0 coordinated zincs) in the highly
negatively charged middle region of protein (B1l3tginates site) is crucial for achieving
stability of the B16Zn site.

lon parameterization

In order to model ions properly, | used recentlplmined force fields for NaCl
and CaGl’®" These new force fields have, so that we can axtdouthe polarizability
of ions, rescaled charges by a factor of 873 The van der Waals parameters were also
rescaled to match neutron scattering data refer@ceising these rescaled charges, |
was sometimes forced to have a chloride ion of gail.0 to achieve systems’

electroneutrality. In a similar way, all other iorcharges were rescaled by a factor of
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0.75 in order to account for electronic polarizatedfects at least in a mean-field Wy
82 However, the van der Waals parameters were raotged.

General simulations parameters

All molecular dynamics simulations were prepared gerformed using the
AMBER 14 program with GPU acceleration wheneversfwe®®84 Throughout all
simulations, the AMBER ff03 non-polarizable protéorce field and the SPC/E water
model were uséd Production simulations were performed in isotharisobaric
ensemble at ambient conditions T = 300 K and patm using the Berendsen barostat
and thermost&t. The only exception were thermodynamic integrataaiculations,
where the temperature was controlled by Langevimadycs with a reference
temperature of T = 300 K and a collision frequeBqys!in order to avoid problem of
ergodicity when the ligand is fully decoupled frasenvironment. 3D periodic boundary
conditions were applied in with a general cutoff®f. The long range electrostatic
interactions were accounted for by using the partnesh Ewald meth6d Bonds
containing hydrogen atoms were constrained usiegHAKE algorithri*(analytical

version SETTLE for water molecuf@s The time step of 2 fs was used for dynamics.

3.2. Specific simulation settings

Cation binding to T6 and T3R3 insulin hexamers — snple MD simulations

The simulations of cation binding to insulin hexasere done in 0.5 M Zngl
CaCb, NaCl or KCI. The unit cell consisted of a singisulin hexamer, 27 000 SPC/E
water molecules, 2 B10 Zn cations, 1 central BlBaghate cation of the same type as in
the salt used, 242 cations, 239 chloride aniond&archloride anions in case of divalent

cations), and one chloride anion with -1.0 chaerisure electroneutrality. After the
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preparation, the systems were minimized using 5 €i@@s of the steepest descent
method, where the protein was restrained with anbaic potential. To equilibrate, at
first the velocities for T = 10 K were assignednfrthe Maxwell-Boltzmann distribution.
The systems were then subjected to 200 ps of isnti@sochoric molecular dynamics
while the temperature was slowly raised to T = BOO'his was followed by 1.2 ns of
isothermal-isobaric equilibration which lead toedl of approximately 95 x 95 x 953A
The total simulation time for each ion binding slation was 1.5 us, with preceding 10

ns of equilibration.

Phenolic pocket — initial direct MD simulations

| investigated substitution of phenol in its knowimding place by serotonin or
dopamine neurotransmitters. As a reference, | asadsulin structure crystalized in the
presence of phen@l This resulted in the R6 insulin hexamer with @pdl molecules in
the phenolic pockets. In order to obtain an inipature, the phenol molecules were
exchanged either for dopamine or serotonin. Foh bwurotransmitters, two initial
starting orientations in the phenolic pocket wesedi All starting geometries of phenolic

ligands inside the phenolic pockets are shown g€ 2.4.

phenol serotonin(1) serotonin(2) dopamine(1) dopamine(2)

Figure 2.4.Phenol together with serotonin and dopamine neamemitters are depicted
in the phenolic pocket. Two initial orientationssarotonin and dopamine were used.
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Furthermore, every insulin R6 hexamer was immenstda unit cell containing 9 000
SPC/E water molecules with chloride/sodium ions ealddto ensure overall
electroneutrality. After the preparation, the sgstevere minimized using 5 000 steps of
the steepest descent method, where the proteipharblic ligands were restrained with
a harmonic potential. For equilibrating, at filsé tvelocities for T = 10 K were assigned
from the Maxwell-Boltzmann distribution. The sys&mere then subjected to 200 ps of
isothermal-isochoric molecular dynamics, wheretémperature was slowly raised to T
= 300 K. This was followed by 1.2 ns of isotherrnsalbaric equilibration which lead to
a cell of approximately 69 x 68 x 66°AAfter the equilibration, the production
simulations were run for 600 ns under the cond#i@tated above in the general

simulation parameters.

The phenolic pocket — free energy calculations

Thermodynamic integration is an excellent way tonpare different phenolic
ligands inside the phenolic pocket. Forward andckWwacd mutations between phenol,
dopamine, and serotonin were performed. Each noatatonsisted of several smaller
steps. Using this approach, one can effectiveligutate the so-called binding free energy
differenceAAG. However, it is also possible to calculate theohiltte free energies of
binding for small molecules by a double annihilatimethod’. The double annihilation
method is the most precise when the perturbatiosmall, i.e. when the number of
mutated atoms is the smallest. Therefore, a phemakcule was chosen as this
calculation should be the most accurate. Only @ant was being mutated at that time.
By combining these methods, one gets absolute dresrgies of all three binding
neurotransmitters. lIllustration of all calculatiolssshown in Figure 2.5. Details of all

calculations will be described below.



Chapter 2: Computational techniques 36

r{v§

v
AAGPHN—)SEN
é 7
f«\ % AAGSEN—»PHN
AAGSEN—»DPN 2AGppNoSEN

e AAGDPN—»PHN

AGPH[N// AAGPHN—>DPN r(

Figure 2.5. An illustration of free energy calculations, whiake the aim of this work,

(relative free energies of binding4G), and absolute free energies of bindig ().

Composition of prepared systems was as followingulin R6 hexamer, 9 000
SPC/E water molecules with chloride/sodium ions eadddto ensure overall
electroneutrality, 5 phenol molecules present & phenolic pockets, and 1 phenolic
ligand (phenol, dopamine, or serotonin). In thergmaimic cycles, which will be
introduced below. there are also calculations ofatmg/decoupling phenolic ligand in
bulk water. One phenolic ligand was immersed hete a box of 2611 SPC/E water

molecules.

After the preparation, the systems were minimiasthg the steepest descent
method. In order to equilibrate, at first the véies for T = 10 K were assigned from the
Maxwell-Boltzmann distribution. The systems wereerthsubjected to 200 ps of
isothermal-isochoric molecular dynamics, wheretémperature was slowly raised to T
= 300 K. This was followed by 1.2 ns of isothernsalbaric equilibration which lead to
a cell of approximately 69 x 68 x 66 for 42 x 42 x 42 A

At first the differences in free energy of bindig\G, _,) between phenol (PHN),
dopamine (DPN), and serotonin (SEN) were calcula®dollows. For these types of
calculations, a complete thermodynamic cycle showiigure 2.6. was used (example

calculationAAGpyn—sen)-
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Figure 2.6.A practical example of a complete thermodynamideysed to calculate the
differences in the free energies of bindidd\¢,_,) between different phenolic ligands
to phenolic pocket of insulin R6 hexamer. A therymmmmic cycle to calculate
AAGpyn—ppn 1S ShOwn here. The restraints are indicated decircle; the grey ligand
indicates that the electrostatic interactions lijand are turned offAG,, represents free
energy of binding of phenol to the phenolic pockbereas\G,, represents free energy
of dissociation of serotonin from the phenolic petclG,, represents free energy of
restraining phenol to a certain position insideghenolic pocketAG; represents gradual
turning off electrical charges of phenol inside pienolic pocket while keeping proposed
restraints onAG, represents mutation of a restrained phenol tosaaieed serotonin
inside the phenolic pocket while all charges aredd off.AG; represents free energy of
turning on the electrical charges of the serotomimle the restrains are 0AG,,¢f
represents free energy of releasing restraintb@iserotonin inside the phenolic pocket.
AG, stands for free energy of turning off electricabrges of the serotonin in the bulk
solution.AGs represents free energy of mutating serotonin gnphwhile all electrical
charges are off in the bulk solutiakz, represents free energy of turning on electrical

charges of phenol in the bulk solution.
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AGp, represents free energy of binding of a ligand th&insulin whileAG,, represents
free energy of dissociation of a ligand 2 from ithgulin. AAG, _, reflects the difference
in free energies of binding between these two fliganAs this is a complete

thermodynamic cycle, this energy equals to

AAGI—Z = _AGbl - AGdZ’ (242)

AAGy_; = AGy + AG, + AGs + AG, + AGs + AGg + AGon + AGrof . (2.43)

Explanation of these terms can be found in FiguBe @ne of the corrections that has
been proposed is the long range dispersion cooredic, - 8. However, this
contribution turned out to introduce significantogs and thus it was omitted. Each
subsequent simulation was performed using linealingcbetween potential VO and V1
with lambda windows 0, 0.1, up to 1.0, resultind inwindows. The only exception were
simulations where the van der Waals parameters erearged. The softcore potentials
were used here while the lambda step stayed skho@t€), 0.05, up to 1.0, resulting in 21
windows. Integration was always carried out byttapezoidal rule. All simulations were
performed with a simulation step of 2 fs for a ltotaimulation time

5 ns (at first) with preceding 1.2 ns equilibratidm certain cases, an additional set of
20 ns calculations was performed to check for aveayence. Altogether, a single
calculation of binding free energy differenddG;_, consisted of 108 subsequent
simulations. To restrain a ligand in the phenolacket, a simple distance restraint

between center of mass of A6 backbone nitrogen aamh A11 backbone oxygen atom

and

kcal
mol-A2"

to phenolic ligands crucial oxygen atom was usdd wiforce constant @f.5

equilibrium value of 1.58. With this force constant, it was proved that teps of

applying QG,,) and releasing restraintA;., ;) are negligible. In order to be able to
reasonably estimate an error in these calculatiensty calculation was performed in
both directions (forward and backwards mutatioms] enultiple times as depicted in

Figure 2.5. This lead to 6 separate mutations Wiéhfollowing differences in binding
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free energiedAGpyn_ppyn, AAGppNopuN s DAGpyNsEN s DAGsgnpaN s AAGppNSsEN »

andAAGSEN_)DPN.

Furthermore, one can take the advantage of thetfattforward and backward
calculations lIkeAAGpyn_ppy @NAAAGpN_pyy Should be of the same value, differing
only in a sign. With this in mind, one can combatie5 simulations to obtain a reasonable
error estimate. Moreover, free energy of mutatimgpammine to serotonin with all
electrical charges off AGppn—sgn) Was calculated in accordance with the following

thermodynamic relation

AGpun-ppn + AGppn-sen + AGsgpn-pun = 0. (2.44)

This is due to the fact that the step of mutatituyre is the most accurate when one is
mutating only a few atoms (perturbation is not ¢égrgOther general parameters of
calculations, which are not listed here, are statethe General simulation parameters

section.

To obtain the absolute free energy of a phenol cubdebinding to a phenolic

pocket AGpyy), @ thermodynamic cycle shown in Figure 2.7. waslus
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Figure 2.7.A complete thermodynamic cycle used to calculageatibsolute free energy
of binding of a phenol molecule to a phenolic pac€ansulin R6 hexamerAGpyy)-
The restraints are depicted by a red circle; giggnd means that the electrostatic
interactions are turned off; fully transparent igameans that the ligand is fully
decoupled from its environmem{G,y represents free energy of binding of phenol to
the insulin.AG-, represents free energy of restraining phenol ¢ertain position inside
the phenolic pockeiGg represents free energy of turning off electritelrges of phenol
inside the phenolic pocket while keeping the pregosestraints om\G, stands for the
free energy of decoupling restrained phenol fromghenolic pocket while all charges
stay turned offAG,, stands for the free energy of transferring decadigdhenol from
phenolic pocked to the bulk water environment. e phenol does not interact with the
protein at all, the energy of bound and unbounahphis the same. Hence the free energy
difference between these two states is z&6@, represents free energy of releasing the
proposed restrains from phenol which is now siaie the bulk solutionAG,,
represents the free energy of turning on the vanNeals interactions of phenol in the
bulk solution.AG,; stands for the free energy of turning on electrtarges of phenol

in the bulk solution.
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The computational protocol was as follows. Eachseghbent simulation was performed
using linear scaling between potential VO and VheTonly exception were the
simulations where the phenol molecule was completetoupled from its environment
(AG,). The softcore potentials were used here for aghgdvetter stability and smoother
shape of free energy derivations’ curve. Integratias always done using the trapezoidal
rule. The first step of the whole thermodynamicleywas proposing restrains on the
phenol molecule AG,). This was done by using same restrains as Boretself’ 8
where | restrain the phenol molecule by 3 dihedrahngles

(  x(P1,P2,P3,L4); Y(P2, P3,L4,L5); w(P3,L4,L5,L6) , 2 angles
(o(P2,P3,L4); $(P3,L4,L5)), and one distance restraint(P3,L4)). While using
these restraints, we need to choose 3 protein aftabeled P), and 3 phenol atoms
(labeled L). In my calculations, | chose P1 — A6teyne backbone oxygen, P2 — A1l
cysteine backbone H (NH), P3 — All cysteine sicengk Sulphur, L4 — phenols C4,
L5 — phenols oxygen, and L6 — phenols C2 (Figuge) 2.

3P

4

y
il N
N L6

J’A )

Figure 2.8.Numbering of the atoms used for the restrainingotientation of the phenol
in the phenolic pocket. P1 — A6 cysteine backbongen, P2 — A1l cysteine backbone
H (NH), P3 — Al1l cysteine side change Sulphur, lphenols C4, L5 — phenols oxygen,
and L6 — phenols C2.

The phenol is thus effectively restrained the pliempmcket. The equilibrium values were

taken from a non-restrained molecular dynamics kitimn. The values werg =
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80.0°,1 = —46.35°,w = —137.75°,¢ = 37.25°,¢ = 30.6°,r = 7.15A. The force

constant values for restraining a ligand in thellsig pocket should not generally matter.

kcal

However, it was proved that the distance force @M, = 10m, and the

kcal

dihedral/angle restraint force const&iat= 200 i=q,¢,x Y wwork well in

mol-rad?’

the case when the ligand has a well-defined pwositio the binding pocket. These
restraints were used during the whole processaj@ing the phenol from its phenolic
binding pocket in insulin R6 hexamer. Process téutating the free energy difference
of restraining the phenol was broken into 12 windomith a lambda value of 0.000,
0.200, ..., 0.800, 0.850, 0.875, ..., and 1.000. Eaddew was equilibrated for 2 ns and
then the data were gathered for 5 ns. The secepdwas turning the electrical charges
of the phenol in the binding pocket offg), while the restraints are on. This was done
in 11 windows (lambda values: 0.000, 0.200, ..., 0,60700, 0.750, ..., 1.000), each
equilibrated for 2 ns, followed by 30 ns data asfjwin. The next step involved full
decoupling of the phenol while the proposed ressratayed on and the electrical charged
turned off AG,). As this was the most problematic step, the catmn was divided into
33 windows (lambda values: 0.000, 0.025, ..., 0.25800, ..., 0.600, 0.625, ..., 1.000),
each equilibrated for 2 ns, followed by 50 ns ofadeollection. The next step, the
transition from the bound to the unbound statel(lmalution) has a zero free energy
differenceAG,, = 0 as the ligand gets fully decoupled from its enwiment. The
following step is releasing the restraints from fiteenol AG,;). As the phenol is
completely decoupled, the releasing of the proposstiains can be done anallytic&fly

by the following formulae

(2.45)

AGyy = —RTln< 8m2V, . (KTK(pKd)KXKwKw)O.S)

r2 sin(¢) sin(p) (2mRT)3

where T stands for the thermodynamic temperatuiis,tRe molar gas constant, r is the
equilibrium distance of our chosen distance restrai and¢ are the equilibrium angles
of our chosen angle restraink,is factor which corrects the energy to a 1M stathda

state and its value is 1682, K, is the force constant for distance restrafijt.and Ky,
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are force constants for angle restraiifs; K,,, andK,, are the force constants for
dihedral angle restraints. Now that the restragutisreleased, the only remaining steps
are to turn on the van der Waals interactian®, §) and electrical charges of the phenol
(AG;3) inthe bulk solution. The van der Waals interatdiovere turned on in 21 windows
(lambda values: 0.00, 0.05, ..., 1.00), each equaitdat for 2 ns, and followed by 10 ns
of data collection. The electrostatic interactiarese turned on in 11 windows (lambda
values: 0.0, 0.1, ..., 1.0), each equilibrated fons2 and followed by 10 ns of data

collection.

Summing all the terms, we obtain the standard feergy difference of

decoupling the phenol from the phenolic pockéty,y

AGPHN = _(AG7 + AGS + AGg + AGll + AGlZ + A613). (246)

However, due to the symmetry of insulin R6 hexantkere is also an additional

contribution toward the free energy of binding.ntiy calculations, | did not sample the
whole configurational space (due to the restraiftegre are 6 equivalent binding sites
for a phenol molecule. To account for this, theafifree energy of binding has to be

adjusted by a factor &Gy,

AGgymm i = —RTIn(0), (2.47)

where i is dependent on remaining free bindingssite the phenol molecule. For R6
insulin hexamer without any phenol bound, i eq@alence the entropy contribution is
the highest. This number goes to zero as the pitepotkets get occupied by phenol

molecules. Table 2.1. summarizes the entropy &ffe&},,,,_i on binding of phenol

while there aré — 6 phenol molecules bound.
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Table 2.1.Entropy contribution to the free energy of bindofga phenol to the phenolic
pockets according to how many phenolic pocketsuatecupied AGsymm_i). If i = 6,

then there is no phenol molecule bound and theitomibn is the highest.

<AGsymm)

i 6 5 4 3 2 1 kcal/mol
AGS mm {

Y -1.07 -0.96 -083 -0.65 -0.41 0.00 -0.65
kcal/mol

| will report entropy contribution as an averagéhafse valuefAGy,,,m,). By combining

both approaches, one gets the absolute standadefrergies of binding of phenol,

serotonin, and dopamine to a phenolic pocket ofrthelin R6 hexamer as follows

AGpyy = AGpyy + (AGgymm), (2.48)
AGppy = AGpyy + AAGpun-ppN (2.49)
AGsgy = AGpyy + AAGpyn-sEN- (2.50)

The standard free energy of binding is also oftepressed in terms of a disociation
constantk),

AGy,

The A14/A17 binding pocket — direct MD simulations

During the direct simulations a hitherto unknowrinding sites for

neurotransmitters on the surface of insulin R6 hextawere discovered. To investigate
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these new, previously unknown binding sites, fowdi#gonal simulations were
performed.Insulin R6 hexamer with six phenol molesyresent in the phenolic pockets
was propagated here in time in 74 mmol solutioormd of the neurotransmitters. This
was done either in pure water or in a 0.5 M Ga®lution. The computational setup of
insulin R6 hexamer in 74 mmol solution of neurosraitters was the following: insulin
R6 hexamer with 6 phenol molecules present in Henplic pockets, 9 000 SPC/E water
molecules, 12 dopamine, or 12 serotonin molecwed, counterions to ensure overall
electroneutrality. Computational setup for insulihexamer in solution of
neurotransmitters and 0.5 M Ca@las similar. However, due to the ions, the boxtoad
be larger. The simulation box contained the follogviinsulin R6 hexamer with 6 phenol
molecules present in the phenolic pockets, 27 (®O/E water molecules, 36 dopamine,
or 36 serotonin molecules, 243 calcium cations wittharge +1.5, 529 chloride anions
with a charge -0.75, and 1 chloride anion with argk -1.0. After the preparation, the
systems were minimized using 5 000 steps of stéepssent method, where the protein
and phenol molecules were restrained with a harenpoiential. In order to equilibrate
the system, at first the velocities for T = 10 Krevassigned from the Maxwell-Boltzmann
distribution. The systems were then subjected @od&0of isothermal-isochoric molecular
dynamics, where the temperature was slowly raiséd+ 300 K. This was followed by
1.2 ns of isothermal-isobaric equilibration whielad to a cell of approximately 70 x 68
x 66 A%in the case of a smaller system and to 96 x 95 A% the case of the larger
one. After the equilibration, we ran production slations for 1000 ns (pure water) or

800 ns (salt solution).

The A14/A17 binding pocket — free energy calculatits

As the A14/A17 binding pocket is located on thefate of the insulin hexamer,
umbrella sampling is a suitable option for obtajnienergetics of binding of
neurotransmitters to the A14/A17 binding site. Aeaction coordinate, the distance from
the center of mass of the insulin hexamer to cesfterass of heavy atoms of a phenolic
ligand was used. In order to restrain the phenigiaand, a simple harmonic potential with
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kcal
value of a force constafit—
mol-A2

was used. The calculations were performed using 21

evenly spaced windows from 20 A to 35 A. Slightinger equilibration run (5 ns) was
used to ensure right position of a ligand at tlaetien coordinate. Each of the production
windows were simulated for 50 ns (phenol), 80ngéoine), and 100 ns (serotonin).
The initial computational setup was following: itieuR6 hexamer with 6 phenol
molecules present in the phenolic pockets, 9 000/ERvater molecules, 1 dopamine,
phenol, or serotonin molecule in the A14/A17 bimgdpocket, and counterions to ensure
overall electroneutrality. Finally, the results wenalyzed by the WHAM proceddfe
for obtaining the potential of mean fordé. As our reaction coordinate is expressed in

spherical coordinates, one has to correct thetsebuyla factor oRTIn(4nr?), whereR

is a molar gas constarit,stands for the thermodynamic temperature raadhe distance
used in each of the umbrella window. This correctie already accounted for in

potentials of mean force presented later.

Because of the symmetry, there are 3 equivalemtirjnsites again. Therefore,
the free energy of binding has to be adjusted antyilas in the case of phenolic pocket.
Table 2.2. shows entropy correction to a free gnefrdinding in the case of the A14/A17
binding pocket.

Table 2. Entropy contribution to the free energy of bindimiga phenolic ligand to the
A14/A17 binding pockets according to how many ptglkae unoccupi€d Gy, _i). If

i = 3 then there is no phenolic ligand bound and thérdmrtion is the highestAG,,,;,m )

represents an average value.

3 ) 1 (AGsymm>
t kcal/mol
AG .
R -0.65 -0.41 0.00 -0.36

kcal/mol
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Chapter 3

Results

This chapter summarizes behavior of different comfitions of insulin hexamers
under various conditions. The first part coversitifkience of different cations on T6
and T3R3 insulin hexamer structures. This is tedgential since the B13 glutamates
cavity is located in the middle of insulin hexanregardless of insulin hexamer
conformation. The second part is dedicated to #molis phenolic pocket of insulin
hexamer. In this section, | am going to focus oa duestion whether dopamine and
serotonin neurotransmitters could work as in vigahds of insulin hexamers. In the last
part of Chapter 3, a new, and hitherto unknown,dibipp pocket for studied

neurotransmitters dopamine and serotonin will beduced and described.

1. Cations and the middle B13 glutamate cavity

lons have a profound effect on insulin hexamercstimes. Insulin is one of the
few known proteins in which zinc cations are usedstore the hormone rather than
modulating its release into the bloodstream. Hezaliscuss effects and binding sites of
various other cations present in beta-cells, naraffgcts of Na, K, Zn, and Ca on the
T3R3, and T6 insulin hexamer structures. R6 con&bion was omitted to keep system
as simple as possible because phenol moleculesiesméed for stabilizing the R6
structure.

T3R3, and T6 insulin hexamers were simulated ilMDsblutions of the following
salts: NaCl, KCI, CaG] and ZnCl for 1.5 ps from which the ion spatial distributson
were obtained for each of the cation. The resuétssammarized in Figure 3.1.1.
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Figure 3.1.1.The cation spatial distribution functions of thé (fop) or T3R3 (bottom)
insulin hexamer in different 0.5 M salt solutionsilfer — Zrit>*, cyan — C&%,
green — N&’%", blue — K-> are shown with an isovalue of 10 (10 x highercsoriration

than what is present in the solution).
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The first thing to be noticed is that the surfadedimg of cations follow the series
ZntS* = ca® > N&®* > K%™* which is in agreement with the normal Hoffmeister
ordering. However, the only significantly differgpiace is the middle part of the insulin
hexamers. The ions with the biggest charge deagi@e>*, Zn'°") are localized, i.e.,
occupy a very specific position in the cavity. @a bther hand, ions with the small charge
density (N&’°*, K% are more delocalized. The ion localization furthéfects the
water structure inside the central cavity. Uponegng of a cation with high charge
density in the middle of the cavity, the water nooles form a rigid structure and the
diffusion is slowed down. As an example of this éehbr, the water molecule map of a

T6 hexamer in ZnGlsolution is presented in Figure 3.1.2.

Figure 3.1.2.The spatial distribution function of water moleesiin the central cavity of
the insulin T6 hexamer in 0.5 M ZnCIrhe density isovalue of 2 for hydrogen atoms and
3 for oxygen atoms is used. The top and the bo®df histidines coordinating zinc
cations are shown and also the six B13 glutamaitbsavecentral cation (zinc in this case).

Zinc cations are depicted in grey.

It is necessary to state that such slow diffusiagewmolecules cannot be found anywhere
else in the insulin hexamer. The water structurtngbserved up to the B10 histidines,
essentially closing all 6 possible paths for anotia®ion entering the central cavity. | also

tried to quantify this phenomenon in Figure 3.1.3.
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Figure 3.1.3.Cumulative mean of the exchanged water molecuoldsei B13 region after
2 ns. The end value on Y axis essentially showsnnpesicentage of water molecules
which is exchanged with a bulk solution in 2 nsRB3nsulin hexamers are depicted by

a full curve while T6 hexamers are shown by a dadine.

The closest 35 water molecules in the B13 glutameagi®n were assigned as cavity water
molecules. Figure 3.1.3 shows cumulative mean dfaation of exchanged water
molecules in the B13 region after 2 ns. In otherdspfor example the T3R3 insulin
hexamer in NaCl solution (full green) — in averagd, out of the 10 water molecules are
exchanged with the bulk solution within 2 ns. Thistfthing that strikes us is that water
exchange is slower in T6 insulin hexamers than3R3 hexamers. Another, but maybe
not surprising thing, is that doubly charged caiaf zinc and calcium generally lay
below sodium and potassium. The only exceptionsT&R3_ZnCt and T3R3_KCI
which otherwise lay close together. Another intengsfact is the number of ions that

enter the B13 cavity which is shown in a Figure4.1
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Figure 3.1.4.The integrated radial distribution function fortioas from the middle of
the cavity essentially showing averaged numberatibos inside the B13 glutamates
cavity during the 1.5 ps simulations. Results areldd into T3R3 insulin hexamer (left)
and T6 insulin hexamer (right). In the case of guiin hexamer, the curves of T6_Zn

and T6_Ca overlap.

This figure shows an integrated radial distributfanction for cavity cations, i.e., an
averaged number of cations inside the cavity dutireggsimulation. Every simulation
started with one cation already inside and it isepbed that none of them left (average
number of cations is always higher than one). | ¢hse of the high charge density
cations (ZA®°*, Cd>"), the number of cations remained exactly one,ianthse of the
low charge density cations (N&*, K°’%%, additional cations diffused inside the cavity
(value 1.4 —2.9).

2. The phenolic pocket

In this part, | thoroughly explore the possibiliof dopamine and serotonin
neurotransmitters substituting phenol inside thenolic pocket of insulin R6 hexamer.
For this purpose, | firstly substituted phenolsttie phenolic pockets by serotonin or
dopamine molecules while assuming two possibleiainibrientations of the

neurotransmitters as shown in Figure 3.2.1.
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Figure 3.2.1. Phenol together with serotonin and dopamine neamsmitters are
depicted in the phenolic pocket. Two initial ori@mndns of serotonin, and dopamine were

considered.

These systems were then propagated in time witlwayiconstraints. The resulting root
mean square deviations (RMSD) of the backbone efitisulin R6 hexamers with

different phenolic ligands are presented in Figuig2.

o

RMSD [A]

— dopamine(1)| |
— dopamine(2)| |
— phenol
— serotonin(1) | |
— serotonin(2)

L | L | L | L | L I L
0 100 200 300 400 500 600

time [ns]

Figure 3.2.2.Root mean square deviations of a protein backbmra the insulin R6
hexamer crystal structure with different phenoligahds (phenol, dopamine, and
serotonin). Both for serotonin and dopamine, tiveeee two starting orientations. The

crystal structure with phenols was the referenaerggry for the RMSD evaluatiofts

As expected, the insulin R6 hexamer containing phemlecules has the lowest RMSD
of ~1.6-1.8A indicating that the system does not significaayiate from the crystal

structure during the simulation. Starting from firet orientation, both serotonin and
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dopamine behave similarly to phenol with backboMSB just above & while, starting
from the second orientation, leading to somewhgttdri RMSDs (~2.8\). Closer picture
can be obtained upon inspecting RMSDs pertinerecdyr to the binding pocket. Figure
3.2.3. thus shows RMSDs with respect to the pherlgand and the A6 cysteine
backbone oxygen.
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Figure 3.2.3.Root mean square deviations of all 6 phenolicniigafrom the phenol

binding pockets in the insulin R6 hexamers. Eank korresponds to RMSD of one
phenolic ligand from its starting position with pest to the phenolic ligand and A6
cysteine backbone oxygen. The zero value of RMS®vshdirect binding on phenolic
ligand to insulin R6 hexamer through hydrogen bavridle any significant increase

indicates breaking of this hydrogen bond.

As expected, phenol essentially stays in its biggincket again. Two in six phenols
transiently break the hydrogen bonds with protethahd A1l amino acids. However,
they remain in the binding pocket and eventuallgstablish the original geometry.
Starting from the first geometry, serotonins alt@ysn the binding pocket with the
exception of one molecule which temporarily leaite@ut eventually diffuses back).
This demonstrates the reversibility of the bindiiggociation process. In the other cases
however, the neurotransmitter molecules mostly detine original binding site. This

suggests that the phenolic pocket is rather tigbtumfit for strong binding of dopamine
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in either orientation and serotonin in the seconel. dn Figure 3.2.4., | compare binding

of phenol and serotonin (in the first geometry)hia phenolic pocket.

v

v
v

Figure 3.2.4.Phenol (left) and substituted serotonin(1) (righthe phenolic pocket. The
binding pocket is mainly composed of hydrophobigremacids (not shown) and A6 and

A1l amino acids which provide crucial binding thgathydroxyl group.

Based on the figure, it is clear that the chargetha group of serotonin provides another
contribution toward the binding energy by bindigthe A1l backbone oxygen atom.
These results suggest that serotonin may be asevtalididate for a substitution of phenol
in the in vivo conditions. In order to explore thgsssibility further, |1 performed free
energy calculations of binding of phenol, serotomirdopamine to the phenolic pocket
using the thermodynamic integration method. Thalfresults are presented in Table
3.2.1. From Table 3.2.1., we see that while phenible strongest binder among the three
molecules, the strength of serotonin binding is garable. In contrast, dopamine, which
does not fit into the phenolic pocket, is not bowatdall. Free energies of successive

transformations steps are summarized in Table .3.2.2

Table 3.2.1. Standard free energies of binding of dopaminegteam, and phenol
molecules to the phenol binding pocket in the ims&6 hexamer with corresponding

dissociation constantAG, — standard free energy of bindiri;, — dissociation constant.

4G*°, Ky

[kcal/mol] [M]
phenol -4.49 +1.55 5.4E-04
dopamine 1.10£1.73 6.3E-00

serotonin 424 +1.87 8.1E-04
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Table 3.2.2.Free energies of binding of dopamine, serotomid, ghenol molecules to

the phenolic binding pocket are divided into selvsteps.

[kcjl—jr;nol] phenol—serotonin phenol—dopamine % phenol
4G] 2321+0.08 23.21+0.08 4Gy 401+025
4G2 -328+045 -328+032 4Gg 2511040
4G3 -61.63+091 29.16+0.68 4Gy 7.15+1.46
4G4 6028 £0.07 32.04+0.03 4G]] -11.60
4G5 0.69+021 1.80+0.06 4G]2 -19.03 +0.07
4Gg -19.02 £0.02 -19.02 £0.02 4G]3 -1.80+021

A4Ggisp -2.58 -147 AGPHN  -384+155
AAGele 283 7.06 <AGsymm> -0.65
A4G -2 025+ 1.04 559+0.76 AG°PHN  -449+155

AG, - free energy difference of charge decouplinghamml molecule inside the phenolic pockiat, — free energy

difference of mutation of phenol into dopamine/$enin inside the phenolic pockédi;; — free energy difference of

introducing charges on dopamine/serotonin inside ghenolic pocketAG, — free energy difference of charge

decoupling of dopamine/serotonin in the bulk solutAGs — free energy difference of van der Waals tramsétion

of dopamin/serotonin into phenol in the bulk s@untiAG, — free energy difference of introducing chargegpbanol

in the bulk solutionAAG;s, — dispersion contribution to the free energy défece between phenol/neurotransmitter,

AAG,, — electrostatic contribution to the free energffedence between phenol/neurotransmitdG,_, — overall

free energy difference between phenol/neurotramsmit

AG, — free energy difference of introducing the rastsato the phenol molecule inside the phenolidebdGg — free

energy difference of charge decoupling of phensid@& the phenolic pockei, — free energy difference of van der

Waals decoupling of phenol inside the phenolic pockG,; — free energy difference of releasing restrains

(analytically, correction to the standard stai),, — free energy difference of charge decouplingheiml in the bulk

solution,AG;; — free energy difference of van der Waals decaogptif phenol in the bulk solutioAGpyy — overall

standard free energy of binding without the entropgtribution originating from the symmetryAG,,,) — average

symmetry contribution to the free energy of bindiagz;, — overall standard free energy of binding of pli¢adhe

phenolic pocket.

When we compare electrostatit\Gee) and van der Waals contributionsAGaisp) With
the overall free energy of binding of serotonin ropkenol, we see that serotonin does
not gain as much from electrostatics as phenoleNkgless, the dispersion term does
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compensate for this loss. In the case of doparthiesslectrostatic term is largely positive
and the dispersion term is insufficient to compénsa

3. The A14/A17 binding pocket

While dopamine does not bind into the phenolic gbckny simulations indicate
an existence of new binding sites for this molecul¢he surface of the R6 hexamer. The
resulting spatial distributions of dopamine coraegiing to these three equivalent
binding sites are depicted in Figure 3.3.1. For ganson, | also show spatial
distributions of serotonin which occupies similétes but seems to be more loosely

distributed on the surface of the R6 hexamer.

Figure 3.3.1.Dopamine (left, red) and serotonin (right, maggsiaatial distributions
around the insulin R6 hexamer using the same issiyaralue (~50x). Chain A is shown
in blue color while a chain B is shown in yellowl@o Black circles depict the A14/A17

binding pockets.
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These three binding sites for dopamine, whichd@eatical due to the symmetry of insulin
hexamer, are also present in the T3R3 or the Tomation of the insulin hexamer. A

detailed view on one of these dopamine bindingssigeshown in Figure 3.3.2. The

binding pocket is formed between two adjacent insumlonomers. The strong binding to
dopamine is mediated by a hydrogen bond, a salgériand hydrophobic interactions,
including the crucial A14 tyrosine and A17 glutamamino acids. As a result, | denote
this new site as the A14/A17 binding pocket.

Figure 3.3.2Dopamine (bottom) and serotonin (top) in a new /A1Z binding pocket.
It is formed by two adjacent insulin monomers, vehehain A is depicted in blue color

while the chain B is depicted in yellow color.

These results suggest that dopamine in particulsy and to these sites with high
affinity. To this end, free energies of binding dapne as well as serotonin (and phenol
for comparison) to the A14/A17 binding site weralenated using the umbrella sampling
method. The resulting binding free energy curvespeesented in Figure 3.3.3. with the
binding constants summarized in Table 3.3.1. Uppplyang symmetry and volume
entropy corrections, we see that it is dopamingribdigions which are attached the
strongest to the new binding site while the cormesiing binding of serotonin (as well as
phenol) is rather weak.
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Figure 3.3.3.Free energy profiles of phenolic ligands entering A14/A17 binding
pocket in a bulk solution. The A14/A17 binding petks located at ~21-23 A at the

reaction coordinate while ~35 A represents the solktion.

Table 3.3.1. Standard free energies of binding of dopaminegteam, and phenol
molecules to the A14/A17 binding pocket with cop@sding dissociation constants.
W, — free energy difference form umbrella samplinlgldations,(AGsymm) — symmetry
contribution,AG,,,; — volume entropy contribution (correction to startdstate (1M)),

AG, — overall standard free energy of bindiig,— corresponding dissociation constant.

W, (AGoyum)  AGyy AG), Kp

A14/A17 pocket kcal/mol  kcal/mol kcal/mol kcal/mol M
phenol -1.83+0.28 -0.36 1.38 £0.22 -0.81 2.59E-01
dopamine -6.23 £0.67 -0.36 3.2 £0.2 -3.24 4.38E-03
serotonin -2.65+£0.55 -0.36 2.0 +£0.1 -0.92 2.13E-01

It is also important to address the question whathkeium cations, which are abundantly
present in beta cells, could affect the interactionth the binding sites above. This is
very topical since an important contribution todimg comes from the A17 glutamates.
Figure 3.3.4. shows the resulting spatial of neara@mitters and calcium cations on the
insulin R6 hexamer in 0.5 M Cafidqueous solution.
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Figure 3.3.4. Dopamine (left, red) and serotonin (right, purpsgatial distribution
functions around the insulin R6 hexamer in a 0.5CWICk solution using the same
isodensity value (~50x). Spatial distribution funos of calcium cations are depicted in
cyan color (isodensity value 15x). Chain A is shawblue color; chain B is shown in
yellow color. Black circles depict the A14/A17 bind pockets.

Even though the neurotransmitter distributionscarantitatively altered in the calcium
chloride solution compared with pure water (the parison in Figure 3.3.1.), the same
binding patterns to the A14/A17 pocket can still $8en. However, in the case of
serotonin in particular, the resulting binding ieaker. This weakening is likely due to
the relatively strong binding of &acations to each of the A17 glutamates. In othee,o

binding of dopamine to the new A14/A17 biding pdc&#ectively inhibits binding of

calcium to the A17 glutamates whereas binding tigan to the A17 glutamates inhibits

binding of serotonin.



Chapter 4: Discussion 60

Chapter 4

Discussion

1. lons and the inner cavity

The experimental results proved that cation comaganhs inside the secretory
granules are dramatically different from anywhdse eAs the secretory granules contain
high amount of insulin, a question regarding spedfnding of cations to the insulin
hexamers arose. | investigated this phenomenon ésnm of molecular dynamics

simulations.

Binding of cations to the surface of hexamers feficlassical Hoffmeister series.
However, behavior of cations in the middle of thE3R)lutamates cavity is completely
different. The high charge density cations (zind ealcium) stabilize the water structure
inside the cavity and consequently prevent othgors from entering. The low charge
density cations (sodium and potassium) do not I&talthe structure strongly enough to
hinder all possible paths which eventually leadsh presence of ~3 cations at the
same time. It seems that either the repulsion oftivalent cations inside the inner cavity
is too high or that the effective radius of divdleations is too big for entering the B13
cavity. Sadly, the results obtained are purely tecal and no comparative experiment

has been performed so far.

2. Neurotransmitters

An idea that neurotransmitters could somehow b@ected with insulin hexamer
conformation is very thrilling. To this day, theyeano substances serving as stabilizing

agents which are naturally present in our bodiesrdier to shed more light on this idea,
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a possible substitution of phenol in the phenobcket by dopamine or serotonin was
investigated.

At first | substituted phenol molecules for dopaeiar serotonin and then
performed simple classical MD simulations to getititial idea. The first results showed
that only binding strength of serotonin was simtlaithe phenols’. These results were
further supported by the free energy calculatiddse phenolic ligand was mutated
between phenol, serotonin and dopamine to obtandtfierence in free energies of
binding between these considered phenolic ligaRdsults clearly show that serotonin
is similar to phenol in terms of thermodynamics.wdweer, the strength of dopamine
binding is by ~5.6 kcal/mol lower. Furthermore, #i#solute free energies of binding of
considered phenolic ligands were calculated whezd Ito standard free energies of
binding of phenol (-4.5 = 1.6 kcal/mol), serotorfid.2 £ 1.9 kcal/mol), and dopamine
(1.1 + 1.7 kcal/mol).

During the research, a new, and previously unknobinding pocket for
dopamine and serotonin was found. The new bindiogkgt was named after the
interactions involved in binding — a A14/A17 bindimpocket. | have described the
A14/A17 binding pocket both in structural and emigs terms. From the structural point
of view, the A14/A17 binding pocket is located dwe surface of hexamer regardless its
conformation (T6/T3R3/R6). Moreover, due to theethfold symmetry of insulin
hexamer there are three identical binding pocketsm the thermodynamics point of
view, | have shown that dopamine binds the strangbgie serotonin and phenol not so
much. Standard free energies of binding are a®vistli dopamine (-3.2 kcal/mol),

serotonin (-0.9 kcal/mol), and phenol (-0.8 kcallmo

As previously stated, the research was carriednocllaboration with J. Jiracek
et al, and M. Brzozowski et al. M. Brzozowski whacseeded in crystalizing insulin
hexamer in the presence of serotonin. The neutrattesing analysis revealed the T3R3
conformation with 6 serotonin molecules presente€hof them were in the phenolic
pocket and three of them were in the new bindingkpts which had been predicted by
molecular dynamics simulation before the experim@iie structural arrangement of
serotonin inside the phenolic pocket and comparismnmy molecular dynamics

simulation is shown in a Figure 4.1.
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Molecular dynamics Crystallography

B21

Figure 4.1 Comparison of structural arrangement of serotorsite the phenolic pocket
predicted by molecular dynamics simulations with e th experimental

results (crystallography).

In the case of the A14/A17 binding pocket, | préetictwo degenerate low energy laying

structures. Comparison with the experimental rasidghown in Figure 4.2.

Molecular dynamics 1 Molecular dynamics 2 Crystallography

Figure 4.2 The newly discovered A14/A17 binding pocket feurotransmitters and two
possible orientations predicted by the molecularashyics simulation in comparison with

the experimental result.

From the structural point of view, the agreememneis/ good. From the energetics point
of view however, the MD simulations predicted thedrotonin binds only non-

specifically. Clearly more theoretical investigatioas to be done in this topic. Moreover,
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my simulations predict that not serotonin, but dojpee is the ultimate binder to this
A14/A17 binding pocket. Unfortunately, this has been proved yet experimentally as

there are problems with dopamine’s molecule stgbili

Another piece of information which support thisrwas experiment done by J.
Jiracek et al. There are three possible conformat{®@6, T3R3, R6) of insulin hexamer
and all hexamers contain two B10 coordinated zatmns. Various ligands can bind to
these zinc cations. However, only if that part loé hexamer is present in R3 form.
Therefore, the following experiment was perform@&ghenolic ligand was titrated to a
solution of insulin T6 hexamers in the presenca bfjand which binds to the B10 zinc
cation. If the hexamers are in T conformation, ¢hisrno binding. Nevertheless, if they
are in R conformation, the binding occurs. Thisdiig can be monitored by absorption
spectroscopy. In this experiment, a 4-hydroxy-8ehiénzoic acid (4H3N) was used. This
molecule change the absorption near 441 nm asdsbAnd so if titrated ligand changes
conformation of insulin hexamer, we will see iteashange in the absorption. Figure 4.3.
shows the ideas of the experiment and resultsfifldietep is to measure a titration curve
(against blank titration) which can be fitted usthg Hill equation. This equation will
give us three parameters — a strength of respadgeax, an apparent dissociation
constant Kd, and the Hill coefficient. What we $emm this experiment is that only
phenol and dopamine display change in the absor@ia therefore, only these two
ligands bind to the phenolic pocket and changedméormation of insulin hexamer. This
Is in agreement with the molecular dynamics simoitet Moreover, MD simulations
predict that phenol binds stronger than serotowimch is also in agreement with the
experiment. However, one should be careful abdatpneting these results as the binding

of a phenolic ligand to the phenolic pocket is obsd only indirectly.
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Figure 4.3 Results of an experiment conducted by J. Jiratel. Left top lllustratior
of the experiment arrangemerd phenolic ligand (phenol/serotonin/dopamine iatiec
to insulin hexamer solution with 4-hydroxyrtobenzoic acid (4H3N). 4H3N binds
the proximity of B10 zinc cation but only to the d®nformer.This binding changt
absorption of 4H3N at 441 nm. A titration curvemeasured (right top) and fitted us
the Hill equation. From this technique, the stréngt response\Amax, dissociatio
constant Kd, and the Hill coefficient was obtainidte that no response was acquired

the case of dopamine titration.
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Chapter 5

Conclusions

The results of my computer experiments show clé@érdnce between doubly
charged cations (zinc and calcium) compared witlglgicharged cations (sodium and
potassium). However, there are still many unanssvgreestions like whether a divalent
cation present in the B13 cavity prevents other owatent cations from entering and
furthermore, whether it is possible for a divalewtion to enter the cavity while
monovalent cation/cations is/are present. Thefaexis that only T6 and T3R3 hexamers
were investigated and therefore, the R6 hexameuldhalso be probed. Another
interesting question is why zinc is so importantineulin hexamer although this is
probably a question concerning the QM/MM methodkthese questions were asked for
now since proper parametrization of all ions iseassl. A group of P. Jungwirth is now
developing a force field for zinc cation and we éalecided to wait until we have proper

description of this crucial ion regarding this peh.

Concerning neurotransmitters overall in both MD exxpental simulations, the
results suggest that serotonin might work as io pkenolic ligand while dopamine does
not. Nevertheless, all the presented results atieerct and the final answer about the
actual conformation of insulin hexamer in in vivonditions still cannot be answered.
However, this is the first progress in this topieaseveral decades. Another questions,
which must be raised now, include: How does thesiteon from T to R conformation
happen? Why is zinc cation so unique to insulinanexr? Moreover, we know that
arginine inhibits hexamerization (according to récM. Brzozowski's experimental
results) while an addition of serotonin overcontas inhibition. Because arginine is a
residual product of insulin hexamer formationsiguite abundant in secretory granules.
What is thus the overall interplay between catienseurotransmitters — arginine? We

hope that these questions will be answered soon.
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Chapter 6

List of abbreviations

HF — Hartree—Fock

DFT — density functional theory

NPA — natural population analysis

RESP — restrained electrostatic potential fit

WHAM - weighted histogram analysis method

NMR — nuclear magnetic resonance

LINCS — A linear constraint solver for moleculamsilations
L-DOPA — L-3, 4-dihydroxyphenylalanine

DPN — dopamine

SEN — serotonin

PHN — phenol

MD — molecular dynamics

T6 — insulin hexamer with all monomers in T confatian
T3R3 — intermediate form of insulin hexamer betw&6rand R6 conformation

R6 — insulin hexamer with all monomers in R confation

66
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