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ABSTRACT: In the past decade, the quantum chemical version
of the density matrix renormalization group (DMRG) method has
established itself as the method of choice for calculations of
strongly correlated molecular systems. Despite its favorable
scaling, it is in practice not suitable for computations of dynamic
correlation. We present a novel method for accurate “post-
DMRG” treatment of dynamic correlation based on the tailored
coupled cluster (CC) theory in which the DMRG method is
responsible for the proper description of nondynamic correlation,
whereas dynamic correlation is incorporated through the
framework of the CC theory. We illustrate the potential of this
method on prominent multireference systems, in particular, N2
and Cr2 molecules and also oxo-Mn(Salen), for which we have performed the first post-DMRG computations in order to shed
light on the energy ordering of the lowest spin states.

The coupled cluster (CC) approach, introduced to
quantum chemistry (QC) by Čiźěk,1 is one of the most

accurate ab initio methods for the treatment of dynamic
electron correlation. The advantages of this scheme include a
compact description of the wave function, size-extensivity,
invariance to orbital rotations, together with a systematic
hierarchy of approximations converging toward the full
configuration interaction (FCI) limit.2 Despite the great success
of QC and, in particular, the CC methodology3 in standard
(single-reference) cases, the situation is dramatically different
for strongly correlated (multireference) systems,4 where the
usual single-reference approaches become inaccurate or even
completely break down. One category of methods designed for
the treatment of such systems are multireference coupled
cluster (MRCC) approaches, which generalize the CC
exponential parametrization of the wave function.5−7 Out of
many formulations of MRCC theories, the class of methods
relevant to this work are externally corrected CC, which extract
information about the most important higher excitations or
active space single and double excitations from an “external”
calculation performed by a different method like complete
active space self-consistent field (CASSCF) or multireference
configuration interaction (MRCI).8−19 In this Letter, we
present a further development in this field concerning the
tailored CC (TCC) method, where the information for external
correction is obtained from a density matrix renormalization
group (DMRG) calculation.

DMRG is a very powerful approach suitable for treatment of
strongly correlated systems originally developed in solid-state
physics.20−22 The success of DMRG in this field motivated its
application to QC problems23−31 where it has proven the
potential to outperform traditional QC methods for systems
that require very large active spaces, like molecules containing
several transition metal atoms.32,33 Despite the favorable scaling
of the DMRG method, it is computationally prohibitive to treat
the dynamic correlation by including all virtual orbitals into the
active space. Because the dynamic correlation has in general a
very significant chemical impact, development of “post-DMRG”
methods, which aim to describe this effect, is of high
importance. During the past few years, several such methods
have been developed, for example, DMRG-CASPT2,34 DMRG-
icMRCI,35 canonical transformation (CT),36 or matrix product
state (MPS)-based formulation of a multireference perturbation
theory.37

The general TCC wave function employs the following split-
amplitude ansatz15

|Ψ ⟩ = |Φ ⟩ = |Φ ⟩ = |Φ ⟩+e e e eT T T T T
TCC 0 0 0

ext CAS ext CAS (1)

where TCAS represents the amplitudes obtained from the CI
coefficients of the precomputed complete active space
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configuration interaction (CASCI) wave function and Text is the
rest of the cluster operator. Because |Φ0⟩ is a single-
determinant reference wave function, Text and TCAS mutually
commute, which keeps the method very simple. At the level of
truncation to single and double excitations (TCCSD), the wave
function reads

|Ψ ⟩ = |Φ ⟩+ +e eT T T T
TCCSD

( ) ( )
0

ext
(1)

ext
(2)

CAS
(1)

CAS
(2)

(2)

where the superscript denotes the excitation rank of a cluster
operator. TCAS

(1) and TCAS
(2) are calculated from the CASCI

expansion coefficients according to the well-know relationship
between the CC and CI expansions

=T CCAS
(1) (1)

(3a)

= −T C C1
2

[ ]CAS
(2) (2) (1) 2

(3b)

TCAS
(1) and TCAS

(2) are expected to properly describe the
nondynamic correlation38 and are kept constant during the
CC procedure. They thus “tailor” the external amplitudes
corresponding to the Text

(1) and Text
(2) operators, which are, on the

other hand, supposed to be responsible for the main part of the
dynamic correlation and that are calculated from the usual
projective CCSD amplitude equations analogous to the single-
reference CC method

⟨Φ | |Φ ⟩ = ⊄H i ae e 0 { , } CASi
a T T

c0
ext CAS (4a)

⟨Φ | |Φ ⟩ = ⊄H i j a be e 0 { , , , } CASij
ab T T

c0
ext CAS

(4b)

The TCC approach has been successfully applied16,19 and
generally performs well, although a large active space and
CASSCF orbitals might be required for good accuracy.15 TCC
also features the desirable property of being rigorously size-
extensive.15

In order to circumvent the prohibitive scaling of the CASCI
method, when large active spaces are used, we propose to use
MPS wave functions generated by the DMRG method to
acquire active space amplitudes that correctly describe the
nondynamic correlation in the subsequent CCSD calculations.
The DMRG method39 is a variational procedure that

optimizes the wave function in the form of MPS.40 It is a
nonlinear wave function ansatz made from the product of
variational objects (matrices) corresponding to each site of a
one-dimensional lattice that in QC represents a chain of
molecular orbitals. Therefore, MPS refers to the wave function
ansatz, whereas DMRG refers to the efficient self-consistent
optimization algorithm that provides it. In the QC version of
DMRG (QC-DMRG),26−31 correlations between individual
molecular orbitals are taken into account by means of an
iterative procedure that variationally minimizes the energy of
the electronic Hamiltonian. The method eventually converges
to the FCI solution in a given orbital space, that is, to CASCI.
The practical version of DMRG is the two-site algorithm,

which, in contrast to the one-site approach, is less prone to get
stuck in a local minimum.39 It provides the wave function in the
two-site MPS form40

∑ α α α|Ψ ⟩ = ··· ··· | ··· ⟩
α

α α α α α+A A W A nMPS
{ }

1 2
i i n1 2 1

(5)

where αi ∈{ |0 ⟩, |↓⟩, |↑⟩, |↓↑⟩} and for a given pair of adjacent
indices [i, (i+1) ], W is a four-index tensor, which corresponds
to the eigenfunction of the electronic Hamiltonian expanded in

the tensor product space of four tensor spaces defined on an
ordered orbital chain, the so-called lef t block (Ml-dimensional
tensor space), lef t site (four-dimensional tensor space of the ith
orbital), right site (four-dimensional tensor space of the (i+1)th
orbital), and right block (Mr-dimensional tensor space). The
MPS matrices A are obtained by successive application of the
singular value decomposition (SVD) with truncation on W’s
and iterative optimization by going through the ordered orbital
chain from lef t to right and then sweeping back and forth.
The maximum dimension of MPS matrices that is required

for a given accuracy, the so-called bond dimension [Mmax =
max(Ml, Mr) ], can be regarded as a function of the level of
entanglement in the studied system.41 Among others, Mmax
strongly depends on the order of orbitals along the one-
dimensional chain25,42 as well as their type.43−45

The two crucial correlation measures, which play an
important role in tuning the performance of DMRG (e.g.,
employed in orbital ordering optimization), are single-orbital
entanglement entropy (si) and mutual information (Iij).

41,46−48

si quantifies the importance of orbital i in the wave function
expansion and can be computed as −Tr ρi ln ρi, where ρi
represents the reduced density matrix of orbital i.41,49−51

Similarly, when substituting a single orbital with a pair of
orbitals (i, j), the two-orbital entanglement entropy, sij, can be
obtained. The mutual information then reads Iij = sij − si − sj,
and it describes how orbitals i and j are correlated with each
other as they are embedded in the whole system.47,48

When employing the two-site MPS wave function (eq 5) for
the purposes of the TCCSD method, the CI expansion
coefficients ci

a and cij
ab for a,b,i,j ∈ CAS can be efficiently

calculated by contractions of MPS matrices.52,53 We would like
to note that using the two-site DMRG approach in practice
means using the wave function calculated at different sites and
it can only be employed together with the dynamical block state
selection (DBSS) procedure25 assuring the same accuracy along
the sweep. Alternatively, one can use the one-site approach in
the last sweep.54

Regarding the computational scaling of the DMRG-TCCSD
method, it is indeed an interplay of contributions from both
parent methods. The formal computational scaling of DMRG is

+M n M n( ) ( )3 3 2 46 6 ,23 where M denotes the bond dimension
and n the number of orbitals in the DMRG space.55 The scaling
of CCSD2 is ≈N N N( ) ( )occ

2
virt

4 66 6 , where to distinguish
between DMRG and CC orbital spaces N refers to the size of
the full (CC) orbital space and n < N. Which contribution is in
practice the rate-limiting step depends on the size of the
DMRG active space, the underlying entanglement, as well as
the size of the system. Computation of the CI expansion
coefficient itself is negligible compared to the cost of DMRG.56

Looking upon at eq 2 and taking into account that the action
of (exp(TCAS

(1) ) + exp(TCAS
(2) )) (with the exact amplitudes) on the

reference function |Φ0⟩ approximates the MPS wave function
(ΨMPS

(CCSD)),57 the method can be viewed as an approximate CC
ansatz with the MPS reference function

|Ψ ⟩ ≈ |Ψ ⟩‐
+e T T

DMRG TCCSD
( )

MPS
(CCSD)ext

(1)
ext
(2)

(6)

However, it uses a single Slater determinant as a Fermi vacuum
that introduces a certain bias, which might deteriorate the
performance of the method in exactly degenerate situations. In
such cases, the method will break the spatial symmetry of the
degenerate components. For the same reason, the TCCSD
method, despite being size-extensive, does not fulfill the size-
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consistency exactly;58 however, with growing size of the active
space, the error will decrease, and in the limit of including all
orbitals, the error must vanish because TCCSD then becomes
identical to FCI. We have performed a test of size-consistency
of the method by comparison of the energy of the N2 dimer
separated by 100 au with respect to double of the N atom
energy. While standard (closed-shell) CCSD fails to converge
at all for the separated dimer, TCCSD(6,6) has an error of 20.7
kcal/mol, which monotonically decreases with the size of the
active space, yielding 20.0, 14.7, and 13.4 kcal/mol for the
spaces (10,14), (10,16), and (10,18), respectively. The
advantage of employing DMRG together with TCC is that it
enables using large active spaces (up to 40 orbitlas in generic
cases), decreasing significantly any such errors. Even if not
suppressed completely, we still believe that the TCCSD
method can be very useful in computational scenarios where
size-consistency is not a critical issue, as demonstrated on our
numerical examples.
In what follows, we denote the DMRG-TCCSD method by

the abbreviation TCCSD(e,o), where the numbers inside of the
brackets specify the DMRG active space, namely, e refers to the
number of electrons and o to the number of orbitals.
The chromium dimer (Cr2) has been known for a long time

as a particularly challenging small system in QC. In order to
adequately describe its intricate dissociation curve, the used
method has to provide the best possible treatment of both
nondynamic and dynamic correlation. Over the decades, the
problem has been tackled by many groups.34,45,59−70 Our aim
was not to calculate the whole dissociation curve but rather test
the DMRG-TCCSD method on a single-point energy
calculation for which the large-scale DMRG extrapolated
energy has recently been published.45 These results are
considered as a FCI benchmark.
Following,45 we performed a single-point calculation, with

the chromium atoms being placed 1.5 Å apart. According to the
single-orbital entanglement entropy profiles, we chose three
active spaces: CAS(12,12) for si > 0.2; CAS(12,19) for si > 0.05;
and CAS(12,21) for si just under the 0.05 (after these two
orbitals, a drop in si values was observed). The first CAS
includes all of the valence orbitals (4s and 3d); the other spaces
are augmented by double-shell orbitals. In particular, CAS-
(12,19) adds two 5s and five 4d orbitals, and CAS(12,21) adds
another two 4d orbitals.
The resulting DMRG, TCCSD, and, for comparison, also

CCSD, CCSD(T), and CCSDTQ45 energies are shown in
Table 1. The amount of retrieved correlation energy (with
respect to the extrapolated DMRG energies45) for CC and
TCCSD methods is plotted in Figure 1. The calculations
systematically ameliorate with the augmenting active space, and
in the case of the largest TCCSD(12,21) calculation, we were
able to retrieve more than 99% of the overall correlation
energy. This is a significant improvement upon stand-alone
CCSD or DMRG calculations, and it even surpasses the
considerably more demanding CCSDTQ method.
The next system that we chose for tests of the DMRG-

TCCSD method is the nitrogen molecule (N2). It is well-
known that a proper description of the triple bond breaking
process in N2 requires reliable multireference treatment. For
example, the single-reference CCSD method fails by predicting
an unphysical hump on the potential energy surface (PES) of
the X1Σg

+ electronic state for about twice the equilibrium
distance. On the other hand, as has been shown by Kinoshita et

al.15 already, TCCSD(6,6) corrects this unphysical behavior
[see Figure 3 of the Supporting Information (SI)].
In order to accurately calculate spectroscopic parameters like

vibrational frequencies (ωe) or anharmonicities (ωexe), a high-
quality PES is required, which makes them good tests for the
DMRG-TCCSD method.
As in the previous example, the DMRG active space was

selected according to the single-orbital entanglement entropy
values. We have selected 19 orbitals, which complied with si >
0.02. The final DMRG(10,19) and TCCSD(10,19) results
(vibrational frequencies, anharmonicities, and equilibrium bond
lengths) together with the single-reference CCSD and
TCCSD(6,6) results are shown in Table 2.
As can be seen, the TCCSD(10,19) method gives the best

agreement with the experimental vibrational frequencies and
anharmonicities, improving the CCSD and DMRG(10,19)
vibrational frequencies by more than 53 and 48 cm−1,
respectively, and anharmonicities by more than 1.1 and 0.2
cm−1, respectively. It also gives the vibrational frequencies and
anharmonicities superior to TCCSD(6,6) by more than 6 cm−1

in the case of the vibrational frequency and 0.3 cm−1 for the
anharmonicity. Only the TCCSD(10,19) equilibrium bond

Table 1. TCCSD Energies (E+2086 in au) of the Cr2
Molecule (r = 1.5 Å) with SV Basis for Different Active
Spaces, with Their Respective DMRG (χ = 10−5)a Energies
with CCSD, CCSD(T), and CCSDTQ Energies for
Comparison

method E + 2086

DMRG(12,12) −0.071746
TCCSD(12,12) −0.424826
DMRG(12,19) −0.228125
TCCSD(12,19) −0.428037
DMRG(12,21) −0.252552
TCCSD(12,21) −0.437171
CCSD −0.344277
CCSD(T)45 −0.422229
CCSDTQ45 −0.430244
DMRG(48,42)b45 −0.444784

aFor the definition of χ, see the Computational Details section.
bExtrapolated DMRG energies serving as a FCI benchmark.

Figure 1. Amount of correlation energy retrieved (with respect to the
extrapolated DMRG energies45) by TCCSD for the Cr2 molecule (r =
1.5 Å) with SV basis. CCSD, CCSD(T), and CCSDTQ45 energies are
shown for comparison.
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length is slightly worse than the CCSD value, which is however
justifiable as the CCSD methods works well around the energy
minimum where the wave function exhibits single-reference
nature. Nevertheless, the error of 0.006 Å for the TCCSD-
(10,19) equilibrium bond length represents fairly good
accuracy. The TCCSD(6,6) dissociation energy (De) computed
as the difference of the N2 energy at the optimum geometry
and the double of the N atom energy equals 213.7 kcal/mol
and lies 11 kcal/mol under the experimental value (De

exp = 225
kcal/mol71). It improves the CASSCF(6,6) dissociation energy
by 10 kcal/mol and the CCSD dissociation energy by 6.5 kcal/
mol (De

CASSCF(6,6) = 203.8 kcal/mol; De
CCSD = 207.2 kcal/mol).

The last system that we have computed is oxo-Mn(Salen). It
catalyzes the enantioselective epoxidation of unfunctional
olefins72,73 and has been studied extensively with different
multireference methods,74−76 most recently also with the
DMRG methodology.45,77,78 Despite huge efforts, the energetic
ordering of the lowest singlet and triplet states is still not clear,
and proper answer requires studies of the effect of dynamic
correlation. The ordering of the lowest spin states is an
important issue indeed because different reaction paths have
been suggested depending on the spin state.79 To the best of

our knowledge, we report the first “post-DMRG” computations
of this system.
In the case of oxo-Mn(Salen), we followed the work of

Olivares-Amaya et al.45 in selection of the active space. The
active space contained 5 Mn 3d orbitals, 10 π orbitals of the
equatorial conjugated rings (C, N, O atoms), 4 equatorial 2p
orbitals forming Mn−N and Mn−O σ bonds, 3 2p orbitals for
axial O, as well as Cl atoms, which resulted in CAS(34,25). The
split-localized molecular orbitals forming the DMRG active
space with their respective mutual information are presented in
Figure 2. Our TCCSD and DMRG 1A and 3A energies together
with previous DMRG and DMRG-SCF results are listed in
Table 3. As can be seen, our DMRG(34,25) results agree with
the DMRG-SCF results of Wouters et al.77 in predicting the 3A
state to be the ground state.80 In our case, the singlet−triplet
gap is higher in absolute value, which can be assigned to the fact
that we did not optimize the orbitals. However, inclusion of the
dynamic correlation through the TCCSD approach decreases
the gap, suggesting that the 3A state is lower in energy than the
1A state by 3.6 kcal/mol.
In this Letter, we have presented a novel method for accurate

treatment of strongly correlated molecules that , in the spirit of
TCC,7,15,16,19 combines the CC theory, in particular, CCSD,

Table 2. Spectroscopic Parameters of the X1Σg
+ Electronic State of N2 Calculated with the cc-pVTZ Basis Together with the

Experimental Values Taken from Reference 71 along with Vibrational Frequencies (ωe) and Anharmonicities (ωexe), Bond
Lengths, and Absolute Values of Deviations from the Experimental Results

ωe (cm
−1) |Δωe| (cm−1) ωexe (cm

−1) |Δωexe| (cm−1) r0 (Å) |Δr0| (Å)
CCSD 2423.3 64.7 12.75 1.57 1.0967 0.0010
TCCSD(6,6) 2376.3 17.7 13.57 0.75 1.1009 0.0032
DMRG(10,19) 2298.8 59.8 13.72 0.60 1.1112 0.0135
TCCSD(10,19) 2347.3 11.3 13.91 0.41 1.1036 0.0059
experiment 2358.57 14.324 1.09768

Figure 2. CAS split-localized orbitals and their mutual information (M = 512) for 1A and 3A states of oxo-Mn(Salen) with the 6-31G* basis. The
mutual information is color-coded: the thick red lines correspond to the strongest correlations (order of magnitude 1), followed by black (10−1),
pink (10−2), and gray (10−3). One-site entropy values are represented by a color gradient of the respective dot, red being the largest value and white
being zero.
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with the DMRG method. In this approach, DMRG is
responsible for proper description of the nondynamic electron
correlation and CCSD is supposed to deal with the major part
of the remaining dynamic correlation.
Despite being conceptually simple, the first results of the

benchmark calculations on the Cr2, N2, and oxo-Mn(Salen)
molecules are indeed very encouraging. In the case of Cr2 (r =
1.5 Å), for which the extrapolated DMRG energy is available,
we were able to recover more than 99% of the correlation
energy with the TCCSD(12,21) method, compared to 88.5% of
the standard CCSD method. Regarding the N2 example, with
the TCCSD(10,19) method, we were able to obtain the
vibrational frequency and the equilibrium bond length with
errors of about 0.5%. More importantly, this method provided
the anharmonicity, which is more sensitive to the shape of the
potential energy curve further from the energy minimum, with
an error less than 3%, compared to 11% error of the standard
CCSD method. In the case of oxo-Mn(Salen), we have
presented the first “post-DMRG” calculations whose aim was to
shed more light on the energy ordering of the lowest spin
states. Our results are in agreement with the results of Wouters
et al.,77 predicting the triplet state to be 3.6 kcal/mol lower than
the singlet one.
The DMRG-TCCSD method in fact represents the simplest

version of DMRG externally corrected CC approaches. An
alternative (and potentionally even more accurate) method that
deserves future investigations is the reduced multireference
CCSD method8−11 employing the DMRG connected triples
and quadruples in the active space.

■ COMPUTATIONAL DETAILS
We have extended the Budapest QC-DMRG code81 for
computations of active space CC amplitudes and interfaced it
with the Orca program system,82 in which we have
implemented the TCCSD method.
In all of the production DMRG calculations, we employed

the DBSS procedure25,83 with the truncation criterion set on
entropy χ = Smax − S, where Smax denotes the entanglement
entropy of the augmented block before the truncation and S the
truncated one. We tested the effect of the truncation error χ on
the final TCCSD N2 spectroscopic parameters and found that χ
= 10−5 is sufficient for the presented accuracy. This truncation
criterion was used throughout the work, and it resulted in bond
dimensions varying in the range of 1000−6000. Note that χ is a
tighter criterion than the more common δϵTR = 1 − ∑ λi

2, with
λi being the Schmidt values, in our case by almost 2 orders of
magnitude. The orbitals for the DMRG active spaces were
chosen according to their single-orbital entanglement en-
tropies41,49,78 calculated with fixed bond dimensions M = 512

(see Figures 2 and 5 of the SI). In the case of N2, the single-
orbital entropies were averaged over 10 points, from which the
spectroscopic parameters were computed. The Fiedler
method43,48 was used for optimization of the orbital ordering.
The DMRG runs were initialized using the CI-DEAS
procedure,30,41 and the energy convergence threshold measured
between the two subsequent sweeps was set to 10−6 au.
In the case of Cr2, the RHF orbitals computed in Ahlrichs’s

SV basis were used for the subsequent DMRG and TCCSD
calculations (see Figure 1 of the SI). For N2, we used the
CASSCF(6,6)/cc-pVTZ orbitals with the active space consist-
ing of six 2p orbitals in all DMRG and TCCSD calculations
(see Figure 4 of the SI). Likewise, we excluded two 1s orbitals
from the TCCSD correlation treatment. The N2 spectroscopic
parameters were calculated employing the Dunham analysis.84

In the case of oxo-Mn(Salen) we used the singlet CASSCF-
(10,10)/6-31G* geometry of Ivanic et al.74 (see Figure 6 of the
SI). As in ref 45, we employed the triplet 6-31G* ROHF
orbitals, which were for easier selection of the DMRG active
space split-localized: for the 1A state, all of the valence and 32
virtual orbitals; for 3A, all of the valence, 2 singly occupied, and
31 virtual orbitals. Again, the core orbitals were excluded from
correlation treatment.
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Orbital Entanglement in Bond-Formation Processes. J. Chem. Theory
Comput. 2013, 9, 2959−2973.
(51) Barcza, G.; Noack, R. M.; Soĺyom, J.; Legeza, Ö. Entanglement
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(81) Legeza, Ö. QC-DMRG-Budapest, a program for quantum
chemical DMRG calculations; 2011.
(82) Neese, F. The ORCA program system. WIREs Comput. Mol. Sci.
2012, 2, 73−78.
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¶Strongly Correlated Systems “Lendület” Research group, Wigner Research Centre for Physics, H-1525 Budapest, Hungary
§Department of Chemistry, University of Cambridge, Cambridge CB2 1EW, United Kingdom
∥Max Planck Institüt für Festkörperforschung, 70569 Stuttgart, Germany

ABSTRACT: We have performed a full configuration interaction (FCI)
quality benchmark calculation for the tetramethyleneethane molecule in the
cc-pVTZ basis set employing a subset of complete active space second order
perturbation theory, CASPT2(6,6), natural orbitals for the FCI quantum
Monte Carlo calculation. The results are in an excellent agreement with the
previous large scale diffusion Monte Carlo calculations by Pozun et al. and
available experimental results. Our computations verified that there is a
maximum on the potential energy surface (PES) of the ground singlet state
(1A) 45° torsional angle, and the corresponding vertical singlet−triplet
energy gap is 0.01 eV. We have employed this benchmark for the assessment
of the accuracy of Mukherjee’s coupled clusters with up to triple excitations
(MkCCSDT) and CCSD tailored by the density matrix renormalization
group method (DMRG). Multireference MkCCSDT with CAS(2,2) model
space, though giving good values for the singlet−triplet energy gap, is not
able to properly describe the shape of the multireference singlet PES. Similarly, DMRG(24,25) is not able to correctly capture
the shape of the singlet surface, due to the missing dynamic correlation. On the other hand, the DMRG-tailored CCSD method
describes the shape of the ground singlet state with excellent accuracy but for the correct ordering requires computation of the
zero-spin-projection component of the triplet state (3B1).

1. INTRODUCTION
Tetramethyleneethane (TME), the simplest disjoint non-
Kekule ́ diradical first synthesized by Dowd,1 due to its complex
electronic structure has been often used as a benchmark system
for the state-of-the-art multireference computational meth-
ods.2−6 Its complexity comes out of the fact that it contains a
nearly degenerate pair of frontier orbitals, which tend to be
localized on separate allyl subunits5 and are occupied by two
electrons. Moreover, TME possesses a degree of freedom
corresponding to the rotation about the central C−C bond
(maintaining D2 symmetry, see Figure 1) and the energetic
ordering of these two frontier orbitals and consequently their
occupation in the lowest singlet state changes along the
rotationa. As a result, determining the relative stability of the
lowest singlet and triplet states turned out to be a big challenge
for both experimental and theoretical methods.
The first experimental electron paramagnetic resonance

(EPR) results predicted TME to have a triplet ground state,1

when stabilized in a matrix with a torsional angle being
approximately 45°.7,8 The predicted triplet ground state
attracted much interest in TME for its potential use as an

organic magnet.9 However, photoelectron spectroscopy of the
TME− ion strongly suggested TME to have a singlet ground
state at the torsional angle corresponding to 90°,10 similar to
the EPR experiments on TME derivatives.11,12

Several theoretical studies using different level of approx-
imations2−4,13−17 have step by step contributed to the
understanding of the electronic structure of the TME diradical.
Nevertheless, only the work of Pozun et al. employing the large
scale diffusion Monte Carlo (DMC) calculations5 finally
reliably established the magnitude of the singlet−triplet gap
and also the shape of the singlet potential energy surface (PES).
The main conclusions tell us that the correct theoretical

description of the multireference singlet state (1A) requires all
of the following conditions being fulfilled: a flexible-enough
atomic basis set, a proper description of the static correlation
with the minimum active space comprising of six π-orbitals, and
a proper treatment of the dynamic correlation (at least at the
level of the second-order perturbation theory). All of this makes
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TME a very delicate molecule and indeed a perfect benchmark
system for state-of-the-art multireference methods. Moreover,
TME serves as a model system for more complicated disjoint
diradicals.
In the present work, we compute the singlet, as well as

triplet, twisting PESs of TME. First, we provide full
configuration interaction (FCI) quality data by the FCI
quantum Monte Carlo (FCIQMC) method,18−21 whose
accuracy is justified by the excellent agreement with DMC
results of Pozun et al.5 and available experimental data. Second,
we compare the results of the Hilbert space Mukherjee’s
multireference coupled clusters (MR MkCC)22−30 and the
recently developed coupled clusters with single and double
excitations tailored by the density matrix renormalization group
method (DMRG-TCCSD)31,32 against the FCIQMC bench-
mark.
The paper is organized as follows: in section 2, we give a very

brief overview of the used computational approaches and the
actual computational details. Section 3 summarizes the results
with discussion, and the section 4 closes with conclusions and
outlook.

2. OVERVIEW OF COMPUTATIONAL APPROACHES
In this section, for completeness, we sketch out main concepts
and ideas of the employed computational approaches.
2.1. FCI Quantum Monte Carlo. The FCIQMC

method,18,19,21,33 originally developed by one of us, is a
stochastic approach performing a long time integration of the
imaginary-time Schrödinger equation, which is capable of
converging onto a FCI solution for much larger orbital spaces
than the exact diagonalization allows. In contrast to DMC,
FCIQMC samples the Slater determinant space by an ensemble
of walkers that move around randomly.
Master equations governing walkers’ population dynamics

are given by

∑τ− = − +
≠

N
H S N H N

d
d

( )i
ii i

j i
ij j

(1)

where τ is the imaginary time, Ni is the walker population on
determinant i, S is the energy shift parameter controlling the
total walker population, and Hij are the Hamiltonian matrix
elements in the basis of Slater determinants. When employing
the stochastic approach, individual walkers evolve according to
a simple set of rules, which include spawning, death and
cloning, and most importantly annihilation processes.18

We have used a semistochastic method with real walker
weights,20 in which a part of the imaginary-time propagation
(eq 1) is performed exactly (deterministic space) and the rest

stochastically. Such an approach in fact greatly reduces
stochastic errors.

2.2. Mukherjee’s Coupled Clusters. The MR MkCC
approach formulated by Mukherjee et al.22 and later on
developed by others, including one of us,6,23−30,34,35 is a state
specific Hilbert-space multireference coupled cluster method.
Consequently, the MkCC wave function, |ΨMkCC⟩, is expressed
by means of the Jeziorski−Monkhorst ansatz

∑|Ψ ⟩ = |Φ ⟩
μ

μ
μ

μ
=

c e
M

T
MkCC

1

( )

(2)

In eq 2, |Φμ⟩ are the reference functions spanning the model
space (in our case complete) and T(μ) are the reference-
dependent cluster operators. The cμ coefficients as well as the
desired energy are obtained by diagonalization of the effective
Hamiltonian matrix, whose elements read

= ⟨Φ | |Φ ⟩μν μ
ν

νH HeTeff ( )
(3)

with H being the Hamiltonian operator.
The MkCC method is superior to the related Hilbert-space

multireference method based on the Brillouin−Wigner CC
theory due to its exact size extensivity. Though not completely
free of problems, the MkCC approach is reliable for small
model spaces, and it is indeed the method of choice for
electronic structure studies of diradicals. In the present work,
we have employed the MR MkCC methods including single
and double (MkCCSD) and single, double, and triple
excitations (MkCCSDT).

2.3. DMRG-Based Tailored Coupled Clusters. The
tailored CC (TCC) approach was formulated by Kinoshita et
al.36 and belongs to the class of so-called externally corrected
CC methods. The TCC wave function expansion employs the
split-amplitude ansatz used previously by Piecuch et al.37,38

|Ψ ⟩ = |Φ ⟩ = |Φ ⟩ = |Φ ⟩+e e e eT T T T T
TCC 0 0 0

ext CAS ext CAS (4)

that is, the cluster operator is split up into its active space part
(TCAS) and the remaining external part (Text). Since |Φ0⟩ is a
single-determinant reference wave function, both of the
aforementioned cluster operators mutually commute, which
keeps the methodology very simple.
The TCAS amplitudes are supposed to be responsible for a

proper description of the static correlation. They are computed
from the complete active space configuration interaction
(CASCI) wave function coefficients and are kept frozen during
the CC iterations. Only the Text part, which is responsible for a
proper description of the dynamic correlation, is being
optimized.

Figure 1. Studied process of a rotation of the TME allyl subunits about the central C−C bond. Carbon atoms are colored red; hydrogens are white.
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Recently, some of us have developed the DMRG-TCCSD
method, that is, coupled clusters with single and double
excitations tailored by matrix product state (MPS) wave
functions (wave functions produced by the DMRG algo-
rithm39,40).31 This approach replaces CASCI of the original
TCC method by DMRG and thus allows employing much
larger active spaces. It has proven itself to be a reliable method
suitable for difficult multireference problems requiring larger
active spaces.31

2.4. Computational Details. We have performed con-
strained geometry optimizations for seven values of the
torsional angle along the twisting process. Geometries were
optimized for both states (1A, 3B1) with the complete active
space second order perturbation theory (CASPT2) as
implemented in the MOLPRO package.41 The CASPT2
calculations were carried out using the active space comprising
of six π orbitals, CAS(6,6) and cc-pVTZ basis.42 Only the first
60 CASPT2(6,6) natural orbitals sorted according to their
occupation numbersb were kept for the correlation treatment
by the FCIQMC, MR MkCC, DMRG, and DMRG-TCCSD
methods; the rest were dropped. We have chosen this strategy
rather than employing a smaller basis, for example, 6-31G/6-
31G* (still manageable by the massively parallel FCIQMC
implementation33), as it was clearly demonstrated5 that a triple-
ζ basis with f functions on the C atoms is essential for the
proper description of the singlet (1A) PES (see section 3 for
further comments).
For the FCIQMC calculations, we have employed the

following computational protocol: (1) equilibration computa-
tions with 10 million walkers; (2) generation of FCIQMC
natural orbitals21 (for faster convergence with the number of
walkers) with 50-million-walker computations; (3) subsequent
100, 500, and 1000-million-walker computations with the
FCIQMC natural orbitals. We have used the initiator version of
the FCIQMC method as implemented in the NECI program
package.43 Moreover, to greatly reduce stochastic errors, we
have employed a semistochastic method with real walker
weights20 and, in case of the largest 1000-million-walker
computations, 50 thousand most populated determinants in the
deterministic space.
MR MkCC calculations were performed with the complete

model space comprising of the frontier orbitals, CAS(2,2).
In all production DMRG calculations (those used for

generation of the active space CC amplitudes), we have
employed the dynamical block state selection (DBSS)
procedure44,45 with the truncation error criterion set to 5 ×
10−6, which resulted in bond dimensions varying in the range of
1000−8000. The orbitals for DMRG active spaces were chosen
according to their single-orbital entropies (Si), in particular for
CAS(6,6) Si > 0.3, in case of CAS(12,12) Si > 0.1, and for
CAS(24,25) Si > 0.075. The DMRG active space orbitals were
split-localized.46 The Fiedler method47,48 was used for
optimization of the orbital ordering, and DMRG runs were
initialized using the CI-DEAS procedure.49,50

In all DMRG-TCCSD calculations, we have employed the
frozen core approximation. Apart from the high spin triplet (ms
= 1), for the reasons discussed below, we have also calculated
the low spin triplet components (ms = 0). Such calculations
were realized by swapping (rotation) of the open-shell β spin−
orbitals and finally closed-shell computations employing the
unrestricted versions of the DMRGc and TCCSD codes (the
molecular orbital integrals become spin-dependent).

3. RESULTS AND DISCUSSION
The FCIQMC PESs of the singlet (1A) and triplet states (3B1)
corresponding to the twisting process are shown in Figure 2.

We do not present the absolute energies as they may not be
fully converged with the number of walkers;d however 1000
million walkers was the maximum we could afford with 2000
CPU cores, and the relative energies are definitely not affected,
giving an excellent agreement with the DMC energies by Pozun
et al.5 and available experimental data (see Table 2).
One can observe a very similar shape of the singlet PES as

demonstrated by Pozun et al.,5 that is, with its maximum
corresponding to the torsional angle of 45°. The height of this
“hump” [E(45°) − E(0°)] calculated by the FCIQMC method
equals 0.05 eV. Pozun et al.5 demonstrated that a triple-ζ basis
with f functions on the C atoms is essential to obtain a correct
shape of the singlet PES with the maximum at 45°. We have
performed additional FCIQMC calculations for the torsional
angles of 0°, 45°, and 90° with the hybrid 6-31G/6-31G*
including polarization functions only on the two central C
atoms (74 molecular orbitals in total) to verify this conclusion.
In fact, the energy difference between the points at 45° and 0°
that we obtained was zero within the statistical errors, which is
in agreement with ref 5.
The magnitude of the TME singlet−triplet energy gap is

indeed very small, corresponding to 0.01 eV as obtained by the
FCIQMC method. This is also the reason for the originally
wrong ground state triplet assignment by EPR spectroscopy.1

Weak EPR signal was apparently caused by small population of
the triplet state allowed by the rotation about the central C−C
bond.
In Figure 3, we present the MR MkCCSD, MkCCSDT, and

DMRG(24,25) singlet (1A) and triplet state (3B1) TME PESs.
TCCSD PESs are shown in Figure 4.
As can be observed in Figure 3, the MR MkCCSD method

gives wrong state ordering for all points along the twisting
process except for one (0°). Inclusion of triple excitations (MR
MkCCSDT) in fact corrects this behavior. Nevertheless,
neither the MR MkCCSD nor the MR MkCCSDT method
with CAS(2,2) model space is able to properly describe the
PES of the singlet state with the apparent maximum at the
torsional angle of 45°. There is actually an indication of an

Figure 2. FCIQMC singlet (1A) and triplet state (3B1) twisting PESs
of TME. Vertical lines correspond to errors calculated by the blocking
analysis.54
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arising maximum on the MR MkCCSDT singlet PES close to
45°; however, it is still too flat. Either enlargement of the model
space as suggested by Pozun et al.5 or inclusion of higher
(quadruple) excitations is probably necessary for the correct
singlet state description. We have not pursued any of these
possibilities, mainly due to considerably higher computational
demands. Moreover, MR MkCC methods (as well as the other
Hilbert space MR CC methods) are known to suffer from the
so-called “proper residual problem”,55−57 where numerous
residual components of the projected Schrödinger equation are
not equal to zero (Schrödinger is not satisfied). This effect is
more pronounced for larger model spaces, and it is also the
reason why the most successful applications of the MR
MkCCSD method were limited to the CAS(2,2) model
space,57 and larger model spaces [in our case ideally CAS(6,6)]
are not recommended.
Figure 3 also depicts the DMRG(24,25) PESs. One can see

the correct ordering of both spin states; however, the singlet
(1A) PES also does not possess the right shape. The singlet
state energy is correctly increasing when going from the

torsional angle of 0° to 45° but does not sufficiently decrease
for 45° to 90°. Apparently, the missing dynamic correlation has
an important effect on this part of the singlet PES, changing its
shape qualitatively.
The TCC results from Figure 4 indicate that the TCCSD

method is successful in recovering a major part of the missing
dynamic correlation and thus properly describes the singlet
PES. The effect of enlarging CAS is graphically depicted in
Figure 4a and numerically by comparison with the FCIQMC
benchmark in Table 1. One can observe that the value of the

twisting energy barrier [E(45°) − E(0°)] is decreasing with
enlarging CAS and also improving toward the FCIQMC
benchmark, eventually giving an excellent agreement for
TCCSD(24,25) with the error of −0.005 kcal/mol.
Nevertheless, the shape of the singlet PES is only a part of

the story. In case of the spin state ordering, even the TCCSD
method is not completely free of problems. When calculating
the high spin triplet component (ms = 1), TCCSD(24,25) gives
a wrong ordering of both spin states near the torsional angle of
45° (see Figure 4b). The reason for this behavior is obviously
the fact that at 45°, both spin states very much differ in their
character; triplet is dominated by a single determinant, whereas
singlet is strongly multireference with two determinants
(HOMO2LUMO0 and HOMO0LUMO2e) of practically equal
weights. This is actually the worst case scenario for the TCC
method, which even though we call it a multireference CC,
strictly speaking uses a single reference determinant and may be
slightly biased in such “degenerate” situations. Taking into
account that the TME singlet−triplet energy gap is really small

Figure 3. MR MkCCSD, MkCCSDT, DMRG(24,25), and TCCSD-
(24,25) singlet (1A) and triplet state (3B1) twisting PESs of TME. The
triplet TCCSD(24,25) results correspond to the low spin (ms = 0)
component.

Figure 4. TCCSD PESs of TME. (a) Singlet state (1A) PES calculated with different CAS sizes. (b) Singlet and triplet state (3B1) PESs calculated by
the TCCSD(24,25) method.

Table 1. TME Singlet State (1A) Twisting Energy Barrier
(kcal/mol), Calculated by the TCCSD Method with Various
CASs and the Energy Differences from the FCIQMC
Benchmark

method E ΔE
TCCSD(6,6) 2.527 1.395
TCCSD(12,12) 1.577 0.445
TCCSD(24,25) 1.127 −0.005
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(0.2 kcal/mol by FCIQMC), the aforementioned fact results in
wrong state ordering.
To verify our assumptions, we have also calculated the low

spin triplet component (ms = 0). It is strongly multireference as
well, since it can be qualitatively described by a combination of
two determinants (HOMOαLUMOβ and HOMOβLUMOα)
with equal weights. Our aim was to eliminate to some extent
the bias toward one of two equally important determinants by
calculating the states of a similar character. Figure 4b shows
that such an approach gives correct spin state ordering.
Last but not least, Table 2 compares the singlet−triplet

energy gaps for the torsional angles of 45° and 90° calculated

by different methods with the DMC result of Pozun et al.5 and
available experimental data. One can notice results of a similar
quality for the MR MkCCSDT and TCCSD(24,25)ms=0

methods, where the fact that the former method includes
single, double, and triple excitations whereas the latter includes
only single and double excitations should be emphasized.

4. CONCLUSIONS
We have presented the FCIQMC benchmark data for the
twisting process of the TME diradical, which give excellent
agreement with the previous DMC and available experimental
results. Our computations verified that there is a maximum on
the PES of the ground singlet state (1A) corresponding to the
torsional angle of 45°. At this geometry, there is also the
smallest vertical singlet−triplet energy gap of 0.01 eV as
provided by FCIQMC. Compared to the previous study, we
provide the data along the whole PES.
Against the FCIQMC benchmark data, we have critically

assessed the accuracy of the MR MkCC and TCC methods. We
have found out that the MR MkCCSD method is not able to
correctly predict the ordering of both lowest lying spin states
and that the MR MkCCSDT, though giving good values for the
singlet−triplet energy gap, is due to the small CAS(2,2) model
space, not able to properly describe the shape of the
multireference singlet PES. On the other hand, the TCCSD
method describes the ground singlet state with excellent
accuracy but, for the correct ordering, requires computation of
the low-spin component of the triplet state (3B1) due to the
single-reference bias of TCC.
Finally, we would like to note that a multireference

generalization of the tailored CC method is in our view an
attractive approach worth exploring. We believe that such a
method, based on the Jeziorski−Monkhorst ansatz (eq 2), that
is, employing different sets of CC amplitudes for each reference

determinant, and MR cluster analysis58 of the MPS wave
function, could help to remove the aforementioned single-
reference bias of TCC.
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■ ADDITIONAL NOTES
aAt the torsional angle matching 45°, the occupation of both
frontier orbitals is approaching one.
bThis number of natural orbitals corresponds approximately to
the occupation number threshold of 0.2 × 10−2.
cHuge flexibility of the Budapest QC-DMRG program51 allows
among others use of unrestricted molecular orbital integrals, as
well as more general relativistic ones52 or those appearing in
nuclear structure calculations.53
dThe MR MkCCSDT energies are in fact lower by
approximately 10 mHartree; nevertheless, the CC method is
generally not variational, and the error coming out from this
fact is questionable.
eWe use the standard notation of HOMO being the highest
occupied molecular orbital and LUMO the lowest unoccupied
molecular orbital.
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M. et al. MOLPRO, version 2015.1, a package of ab initio programs.
2015; see http://www.molpro.net.
(42) Dunning, T. H. Gaussian basis sets for use in correlated
molecular calculations. I. The atoms boron through neon and
hydrogen. J. Chem. Phys. 1989, 90, 1007−1023.
(43) Booth, G.; Alavi, A. NECI. https://github.com/ghb24/NECI_
STABLE, 2017.
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ABSTRACT: In this article, we investigate the numerical and
theoretical aspects of the coupled-cluster method tailored by
matrix-product states. We investigate formal properties of the
used method, such as energy size consistency and the
equivalence of linked and unlinked formulation. The existing
mathematical analysis is here elaborated in a quantum
chemical framework. In particular, we highlight the use of
what we have defined as a complete active space-external
space gap describing the basis splitting between the complete
active space and the external part generalizing the concept of a
HOMO−LUMO gap. Furthermore, the behavior of the energy error for an optimal basis splitting, i.e., an active space choice
minimizing the density matrix renormalization group-tailored coupled-cluster singles doubles error, is discussed. We show
numerical investigations on the robustness with respect to the bond dimensions of the single orbital entropy and the mutual
information, which are quantities that are used to choose a complete active space. Moreover, the dependence of the ground-
state energy error on the complete active space has been analyzed numerically in order to find an optimal split between the
complete active space and external space by minimizing the density matrix renormalization group-tailored coupled-cluster error.

I. INTRODUCTION
The coupled-cluster (CC) theory has played a revolutionary role
in establishing a new level of high accuracy in electronic
structure calculations and quantum-chemical simulations.
Despite the immense progress made in the field, computational
schemes aiming at describing quasi-degenerate electronic
structures of chemical systems are still unreliable. These
multiconfiguration systems, also called strongly correlated
systems, form one of the most challenging computational
problems in quantum chemistry. Since these systems appear in
various research areas, a reliable computational scheme is of
major interest for the natural sciences. Recently, the computa-
tional advantages of the novel density matrix renormalization
group-tailored coupled-cluster (DMRG-TCC) method re-
stricted to single (S) and double (D) excitations were
demonstrated on large and statically correlated systems by
Veis et al.1,2 Furthermore, computations have shown that the use
of the DMRG-TCCSD method is indispensable for the DMRG
in order to determine the proper structure of the low lying

energy spectrum in strongly correlated systems.2 In addition to
these computational features, the DMRG-TCC approach is a
promising candidate for a black-box quasi multireference
scheme as considerable parts of the program already provide a
routine procedure up to a numerical threshold. This would
increase the accessibility for a broad class of researchers from
various fields of study.
Although DMRG implementations already allow high

precision multireference calculations on large complete active
spaces (CAS), covering the majority of strongly correlated
orbitals,3 there is still a need for further analysis and
developments in order to achieve a multireference routine
procedure. In the setting of the DMRG-TCC method, a CAS
DMRG solution is improved by means of an additional CC
calculation performed on the remaining (external) orbital space.
This CC correction, improving the description of dynamical
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correlation by the approximate solution, leaves the CAS part, i.e.,
the DMRG solution, invariant. We emphasize, however, that the
presented implementation of the external CC corrections only
take correlations with a single reference determinant into
account, i.e., the considered CC amplitude equations are
formulated with respect to one reference determinant. Despite
the method’s dependence on the reference determinant (in its
current version), we have noticed significant improvements for
systems with multireference character (∼ 0.05Eh) via the CCSD
correction on the external part compared to the single reference
CCSD method on the full space. Nonetheless, the simplistic
approach of the DMRG-TCC method to the multireference
problem comes with a price. The DMRG-TCC, as a CAS
method, does not correlate external amplitudes with the CAS
amplitudes, i.e., contributions from the external part to excited
determinants within the CAS are not present. Furthermore, in
situations where the choice of a reference determinant becomes
unclear, e.g., strong open-shell systems, the DMRG-TCC
method could run into potential problems since it is based on
a single reference formulation. Although the total spin can be
fixed for the CAS part in the DMRG calculations (spin-adapted
DMRG4− 7), for the full orbital space it cannot be controlled
through the external CC corrections presented in this work.
Common approaches to the strong correlation problem are

provided by the multireference coupled-cluster (MRCC) theory
based on the Jeziorski−Monkhorst ansatz.8− 10 The underlying
idea of this ansatz is to include higher cluster excitations that are
physically relevant but often more difficult to access in the usual
single reference approach. To that end multiple determinants
are employed in the reference state.11 These multireference
approaches can be roughly divided into three categories:12 first,
valence-universal approaches13− 21 (often also called genuine
MRCC approaches); second, state-universal approaches;22− 27

and third, state-specific approaches.28− 49 Methods within the
first two categories commonly suffer from so-called intruder
states,50− 53 which leads to divergent behavior. Such methods
furthermore require solving for a manifold of eigenstates,
including several solutions that are irrelevant to the problem.
These downsides can be overcome by state-specific approaches,
however, they rely on an explicit inclusion of higher excitations.
For a more detailed description of these active fields of research,
we refer the reader to ref 9 and the references therein. An
alternative multireference CC method that makes use of matrix
product states and a modified DMRG algorithm is the linearized
CCSD theory of Sharma and Alavi.54 Furthermore, the pair
CCD (pCCD) methoda CCD approach preserving electron
pairsbesides being computationally inexpensive, can describe
strong correlation, which the single reference CCD theory
cannot. Nonetheless, the pCCD scheme lacks adequate
dynamical correlation which was improved (by adding certain
amplitudes) based on seniority of a determinant (number of
unpaired electrons).55 However, pairing merely the double
excitations is not sufficient to describe the dissociation of the
triple bond in the nitrogen dimer,55 which is the content of this
article. Higher order pairing schemes, however, allow a more
effective treatment of strong correlations and are worth
mentioning at this point.56− 62

The mathematical analysis of CC schemes is far from being
complete, especially with regard to multireference methods;
however, many important steps have already been taken. The list
of fundamental and mathematical chemistry articles aiming to
describe the existence and nature of solutions of CC equations is
too long to be summarized here. We will limit our discussion to a

short selection of publications addressing such fundamental
issues of chemistry.
As a system of polynomial equations the CC equations can

have real or, if the cluster operator is truncated, complex
solutions.63,64 A standard tool to compute a solution of these
nonlinear equations is the Newton−Raphson and the quasi-
Newton method. However, these methods may diverge if the
Jacobian or the approximated Jacobian become singular.65 This
is in particular the case when strongly correlated systems are
considered. These and other related aspects of the CC theory
have been addressed by Živkovic ́ and Monkhorst63,66 and
Piecuch et al.64 Significant advances in the understanding of the
nature of multiple solutions of single-reference CC have been
made by Kowalski and Jankowski67 and by Piecuch and
Kowalski.68 An interesting attempt to address the existence of
a cluster operator and cluster expansion in the open-shell case
was done by Jeziorski and Paldus.69

The first advances within the rigorous realm of local
functional analysis were performed by Schneider and
Rohwedder, providing analyses of the closed-shell CC method
for nonmulticonfiguration systems.70− 72 Since then, the local
analysis of CC schemes was extended by Laestadius and Kvaal
analyzing the extended CC method73 and revisiting the
bivariational approach74,75 and Faulstich et al. providing the
first local mathematical analysis of a multireference scheme,
namely the CCmethod tailored by tensor network states (TNS-
TCC).76 As this mathematical branch of CC theory is very
young, channeling abstract mathematical results into the
quantum-chemistry community is a highly interdisciplinary
task merging both fields. A first attempt in this direction was
done by Laestadius and Faulstich linking the physical
assumption of a HOMO−LUMO gap to the somewhat abstract
Gårding inequality and in that context presenting key aspects of
refs 70− 73 from a more quantum chemical point of view.77

With this article, we aim to bridge the mathematical results in
ref 76 of the TNS-TCC method into the quantum-chemistry
community and extend these results with a numerical study on
the complete active space dependence of the DMRG-TCCSD
error. Furthermore, we derive formal properties of the TCC
method.

II. DMRG-TCC METHOD
As a post-Hartree− Fock method, the TCC approach was
introduced by Kinoshita et al. in ref 28 as an alternative to other
multireference methods. It divides the cluster operator into a
complete active space part, denoted Ŝ, and an external (ext) part
T̂, i.e., the wave function is parametrized as

|Ψ ⟩ = ̂ ̂ |Ψ ⟩T Sexp( )exp( )TCC HF

Separating the cluster operator into several parts goes back to
Piecuch et al.78,79 Note that the operators Ŝ, T̂ commute since
this separation is merely a partition of the overall cluster
operator. In this formulation the linked CC equations are given
by

= ⟨Ψ | ̂ |Ψ ⟩

= ⟨Ψ | ̂ |Ψ ⟩μ

− ̂ − ̂ ̂ ̂

− ̂ − ̂ ̂ ̂

lmoooonoooo
E He e

He e

e e

0 e e

S T T S

S T T S

(TCC)
HF HF

HF (1)

Computing |ΨCAS⟩ = eŜ|ΨHF⟩ first and keeping it fixed for the
dynamical correction via the CCSD method restricts the above
equations to |Ψμ⟩ not in the CAS, i.e., ⟨Ψ|Ψμ⟩ = 0 for all |Ψ⟩ in
the CAS (we say that |Ψμ⟩ is in the L2-orthogonal complement of
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the CAS). We emphasize that this includes mixed states, e.g.,
|ΨIJ

AB⟩ where |ΨI
A⟩ is an element of the CAS but |ΨJ

B⟩ is not. We
consider a CAS of N-electron Slater-determinants formed from
the set of spin-orbitals χ χ= { }B , ..., kCAS 1 . This is, in the
mathematical sense, a subspace of the full configuration
interaction (FCI) space, i.e., the space of all N-electron Slater-
determinants formed from the entire set of spin-orbitals

χ χ χ= { }B , ..., , ...,k K1 . We here assume the spin-orbitals to be
eigenfunctions of the system’s Fock operator. Note that the
following analysis can be applied to any single-particle operator
fulfilling the properties used in ref 76not only the Fock
operator. This mathematical analysis, among other things, rests
on the structure of a one-particle operator with a distinct (and
furthermore steerable) CAS-ext gap. As described below (in
connection to Assumption A), choosing the Fock operator
might lead to the inclusion of diffuse functions in the CAS.
Based on the single reference approach, the TCC method

needs a large CAS to cover most of the static correlations. Since
the size of the CAS scales exponentially with respect to the
number of particles N, i.e., 6∈ kdim(CAS) ( )N (for more
details we refer the reader to ref 70), an efficient approximation
scheme for strongly correlated systems is indispensable for the
TCC method to have practical significance. One of the most
efficient schemes for static correlation is the DMRG method.80

Going back to the physicists White and Martin,3 it was
introduced to quantum chemistry as an alternative to the CI
or CC approach. However, the major disadvantage of the
DMRG is that in order to compute dynamical correlation high
bond dimensions (tensor ranks) may be necessary, making the
DMRG a potentially costly method.2,80 Nevertheless, as a TNS-
TCCmethod, the DMRG-TCC approach is an efficient method
since the CAS is supposed to cover the statically correlated
orbitals of the system. This avoids the DMRG method’s weak
point and allows to employ a much larger CAS compared to the
traditional CI-TCC method. We remark here that some
terminology has different meaning in mathematics, physics,
and chemistry. The number of legs of a tensor is called the order
of the tensor in mathematics, while it is called the rank of the
tensor in physics. The rank of the matrix corresponds to the
number of nonzero singular values after matricization in
mathematics, i.e., the Schmidt number in physics.
A notable advantage of the TCC approach over some MRCC

methods is that all excitation operators commute by
construction. This is due to the fact that the Hartee− Fock
method yields a single reference solution |ΨHF⟩, which implies
that separating the cluster operator corresponds to a partition of
excitation operators. Hence, Ŝ and T̂ commute. This makes the
DMRG-TCC method’s analysis much more accessible than
internally contracted MRCC methods and therewith facilitates
establishing sound mathematical results.76 We remark, however,
that the computationally most demanding step of the DMRG-
TCC calculation is the DMRGpart, and its cost increases rapidly
with k. Alternative to the dynamical correction via the CC
approach, the DMRG-MRCI method in ref 81 utilizes an
internally contracted CI algorithm different from a conventional
CI calculation.

III. FORMAL PROPERTIES OF THE DMRG-TCC
METHOD

It is desired that quantum-chemical computations possess
certain features representing the system’s chemical and physical
behavior. Despite their similarity, the CC and TCC method

have essentially different properties, which are here elaborated.
A basic property of the CC method is the equivalence of linked
and unlinked CC equations. We point out that this equivalence
is in general not true for the DMRG-TCCSD scheme. This is a
consequence of the CAS ansatz since it yields mixed states, i.e.,
two particle excitations with one excitation into the CAS. The
respective overlap integrals in the unlinked CC equations will
then not vanish unless the single excitation amplitudes are equal
to zero. Generalizing this result for rank complete truncations of
order n we find that all excitation amplitudes need to be zero but
for the nth one. This is somewhat surprising as the equivalence
of linked and unlinked CC equations holds for rank complete
truncations of the single-reference CC method.
For the sake of simplicity we show this results for the DMRG-

TCCSD method. The general case can be proven in similar a
fashion. We define the matrix representation T with elements
Tμ,ν = ⟨Ψμ|eT̂|Ψν⟩ for μ, ν ∉ CAS. Note that, as T̂ increases the
excitation rank, T is an atomic lower triangular matrix and
therefore not singular. Assuming that the linked CC equations
hold, the nonsingularity of T yields

∑

∑

= ⟨Ψ | ̂ |Ψ ⟩

= ⟨Ψ | |Ψ ⟩⟨Ψ | ̂ |Ψ ⟩

=

μ
ν

μ ν ν

ν
μ ν ν

∉

− ̂ ̂

∉

̂ − ̂ ̂

A T He

e He

: e

e

0

T T

T T T

CAS
, HF

CAS
HF

As the full projection manifold is complete under de-excitation,
we obtain that

∑= ⟨Ψ | ̂ |Ψ ⟩ − ⟨Ψ | |Ψ ⟩⟨Ψ | ̂ |Ψ ⟩μ μ
γ

μ γ γ
̂

∈

̂ ̂
A He e HeT T T

HF
CAS

HF
(2)

Note that the first term on the r.h.s. in eq 2 together with the
Hartree− Fock contribution from the sum, i.e., E0⟨Ψμ|eT̂|ΨHF⟩,
describe the unlinked CC equations. To analyze the remaining
terms on the r.h.s. in eq 2 we expand the inner products, i.e.,

⟨Ψ | |Ψ ⟩ = ⟨Ψ |Ψ ⟩ + ⟨Ψ | ̂|Ψ ⟩ + ⟨Ψ | ̂ |Ψ ⟩ +μ γ μ γ μ γ μ γ
̂e T T1

2
...T 2

The first term in this expansion vanishes due to orthogonality.
The same holds true for all terms where T̂ enters to the power of
two or higher since an excitation of order two or higher acting on
an at least singly excited Slater-determinant |Ψγ⟩ yields an at least
3-fold excited Slater-determinant. However, as the external
space contains mixed states, we find that ⟨Ψμ|T̂|Ψγ⟩ is not
necessarily zero, namely, for ⟨Ψμ| = ⟨Ψα| ∧ ⟨Ψβ| and |Ψγ⟩ = |Ψβ⟩
with α ∈ ext and β ∈ CAS. This proves the claim.
Subsequently, we elaborate the size consistency of the

DMRG-TCCSD method. Let two DMRG-TCCSD wave
functions for the individual subsystems A and B be

|Ψ ⟩ = ̂ ̂ |Ψ ⟩

|Ψ ⟩ = ̂ ̂ |Ψ ⟩
−

−

S T

S T

exp( )exp( )

exp( )exp( )

A
A A

A

B
B B

B

DMRG TCC
( )

HF
( )

DMRG TCC
( )

HF
( )

The corresponding energies are given by

= ⟨Ψ | ̅ ̂ |Ψ ⟩ = ⟨Ψ | ̅ ̂ |Ψ ⟩E H E H,A
A

A
A

B
B

B
B

HF
( )

HF
( )

HF
( )

HF
( )

and the amplitudes fulfill

= ⟨Ψ | ̅ ̂ |Ψ ⟩ = ⟨Ψ | ̅ ̂ |Ψ ⟩μ μH H0 , 0A
A

A B
B

B( )
HF
( ) ( )

HF
( )

in terms of the effective, similarity-transformed Hamiltonians
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̅ ̂ = − ̂ − ̂ ̂ ̂ + ̂

̅ ̂ = − ̂ − ̂ ̂ ̂ + ̂
H S T H S T

H S T H S T

exp( ) exp( )

exp( ) exp( )

A A A A A A

B B B B B B

TheHamiltonian of the compound system of the noninteracting
subsystems can be written as ĤAB = ĤA + ĤB. Since the TCC
approach corresponds to a partitioning of the cluster amplitudes
we note that ̅ ̂ = ̅ ̂ + ̅ ̂H H HAB A B for

̅ ̂ = − ̂ − ̂ − ̂ − ̂ ̂
× ̂ + ̂ + ̂ + ̂

H S S T T H

S S T T

exp( )

exp( )
AB A B A B AB

A B A B

With |ΨHF
(AB)⟩ = |ΨHF

(A)⟩ ∧ |ΨHF
(B)⟩, the energy of the compound

systems can be written as

= ⟨Ψ | ̅ ̂ |Ψ ⟩
= ⟨Ψ | ∧ ⟨Ψ | ̅ ̂ + ̅ ̂ |Ψ ⟩ ∧ |Ψ ⟩
= ⟨Ψ | ̅ ̂ |Ψ ⟩ + ⟨Ψ | ̅ ̂ |Ψ ⟩
= +

E H

H H

H H

E E

( )( )( )
AB

AB
AB

AB

A B
A B

A B

A
A

A B
B

B

A B

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

HF
( )

It remains to show that

|Ψ ⟩ = ̂ + ̂ + ̂ + ̂ |Ψ ⟩− S S T Texp( )AB
A B A B

AB
DMRG TCC
( )

HF
( )

solves the Schrödinger equation, i.e., for all ⟨Ψμ
(AB)|, it holds that

⟨Ψ | ̅ ̂ |Ψ ⟩ =μ H 0AB
AB

AB( )
HF
( ) . Splitting the argument into three cases,

we note that

⟨Ψ Ψ | ̅ ̂ |Ψ ⟩ = ⟨Ψ | ̅ ̂ |Ψ ⟩ =

⟨Ψ Ψ | ̅ ̂ |Ψ ⟩ = ⟨Ψ | ̅ ̂ |Ψ ⟩ =

⟨Ψ Ψ | ̅ ̂ |Ψ ⟩ =

μ μ

μ μ

μ μ

H H

H H

H

0

0

0

A B
AB

AB A
A

A

A B
AB

AB B
B

B

A B
AB

AB

( )
(HF)
( )

HF
( ) ( )

HF
( )

(HF)
( ) ( )

HF
( ) ( )

HF
( )

( ) ( )
HF
( )

where ⟨Ψ(A)Ψ(B)| = ⟨Ψ(A)| ∧ ⟨Ψ(B)|. This proves the energy size
consistency for the untruncated TCC method. From this we
conclude the energy size consistency for the DMRG-TCCSD
scheme, because the truncation only affects the product states
⟨Ψμ

(A)Ψμ
(B)| and these are zero in the above projection.

Looking at TCC energy expression we observe that due to the
Slater−Condon rules, these equations are independent of CAS
excitations higher than order three, i.e., amplitudes of Ŝn for n >
3. More precisely, due to the fact that in the TCCSD case
external space amplitudes can at most contain one virtual orbital
in the CAS, the TCCSD amplitude expressions become
independent of Ŝ4, i.e.,

⟨Ψ | ̂ |Ψ ⟩ =′ ′ ′ ′ ′H 0ij
A A

klmn
B c d e

where the primed variables a′, b′, c′, d′, e′ describe orbitals in the
CAS, the nonprimed variable a describes an orbital in the
external part and i, j, k, l, m, n are occupied orbitals. Note, this
does not imply that we can restrict the CAS computation to a
manifold characterizing excitations with rank less or equal to
three as for strongly correlated systems these can still be relevant.
However, it reduces the number of terms entering the DMRG-
TCCSD energy computations significantly.
This work aligns with the originally introduced CI-TCCSD

method taking only Ŝn for n = 1, 2 into account.
28 We emphasize

that the additional consideration of Ŝ3 corresponds to an exact
treatment of the CAS contributions to the energy. Furthermore,
this consideration does not change the TCC method’s
complexity, if the Ŝ3 amplitudes are available. This is due to

the fact that including the CAS triple excitation amplitudes will
not exceed the dominating complexities of the CCSD
approach82 nor of the DMRG method. However, the extraction
of the CI-triples from the DMRG wave function is costly and a
corresponding efficiency investigation is left for future work.

IV. ANALYSIS OF THE DMRG-TCC METHOD
In the sequel we discuss and elaborate mathematical properties
of the TCC approach and their influence on the DMRG-TCC
method. The presentation here is held brief and the interested
reader is referred to ref 76 and the references therein for further
mathematical details.

IV.A. Complete Active Space Choice. As pointed out in
the previous section, the TCC method relies on a well-chosen
CAS, i.e., a large enough CAS that covers the system’s static
correlation. Consequently, we require a quantitative measure-
ment for the quality of the CAS, which presents the first obstacle
for creating a nonempirical model since the chemical concept of
correlation is not well-defined.83 In the DMRG-TCC method,
we use a quantum information theory approach to classify the
spin-orbital correlation. This classification is based on the
mutual-information

ρ ρ ρ= + −| { } { } { }I S S S( ) ( ) ( )i j i j i j,

This two particle entropy is defined via the von Neumann entropy
S(ρ) = −Tr(ρ ln ρ) of the reduced density operators ρ{X}.

84

Note that the mutual-information describes two-particle
correlations. For a more general connection between multi-
particle correlations and ξ-correlations, we refer the reader to the
work of Szalay et al.84 We emphasize that in practice this is a
basis dependent quantity, which is in agreement with the
chemical definition of correlation concepts.83 We identify pairs
of spin-orbitals contributing to a high mutual information value
as strongly correlated, the pairs contributing to the plateau
region, i.e., a region in which the mutual information profile is
constant, as nondynamically correlated and the pairs contribu-
ting to themutual information tail as dynamically correlated (see
Figure 3). The mutual-information profile can be well
approximated from a prior DMRG computation on the full
system. Due to the size of the full system we only compute a
DMRG solution of low bond dimension (also called tensor rank).
These low-accuracy calculations, however, already provide a
good qualitative entropy profile, i.e., the shapes of profiles
obtained for low bond dimension, M, agree well with the ones
obtained in the FCI limit. Here, we refer to Figures 2 and 3
showing the single orbital entropy and mutual information
profiles, respectively, for variousM values and for three different
geometries of the N2 molecule. The orbitals with large entropies
can be identified from the low-M calculations providing a
routine procedure to form the CAS including the strongly
correlated orbitals.85− 87 In practice this is achieved by using the
following dimension reduction protocol: We start with a very
low bond dimension calculation carried out on the full orbital
space. Based on the corresponding entropy profile and an a
priori defined numerical threshold, a smaller set of orbitals is
selected. In a subsequent step the same procedure is repeated on
the reduced orbital set but with a larger bond dimension. This
iterative dimension reduction protocol is a typical renormaliza-
tion group based approach to refine the entropy spectrum that is
also used in condensed matter physics.
A central observation is that, for χ χ= { }B , ..., NCAS 1 (i.e., k =

N), the DMRG-TCCSD becomes the CCSD method and, for
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χ χ= { ··· }B , , KCAS 1 (i.e., k = K), it is the DMRG method. We
recall that the CCSD method can not resolve static correlation
and the DMRGmethod needs high tensor ranks for dynamically
correlated systems. This suggests that the error obtains a
minimum for some k withN ≤ k ≤ K, i.e., there exists an optimal
choice of k determining the basis splitting and therewith the
choice of the CAS. Note that this feature becomes important for
large systems since high bond dimensions become simply
impossible to compute with available methods.
IV.B. Local Analysis of the DMRG-TCCMethod. The CC

method can be formulated as nonlinear Galerkin scheme,70 which
is a well-established framework in numerical analysis to convert
the continuous Schrödinger equation to a discrete problem. For
the DMRG-TCC method a first local analysis was performed in
ref 76. There, a quantitative error estimate with respect to the
basis truncation was established. Faulstich et al. showed under
certain assumptions (Assumption A and B in the sequel) that the
DMRG-TCC method possesses a locally unique and quasi-
optimal solution (cf. section 4.1 in ref 76). In case of the DMRG-
TCCmethod the latter means: On a fixed CAS, the CC method
tailored by a DMRG solution provides a truncation hierarchy
that converges to the best possible dynamical correction to the
given CAS. For a fixed basis set the CC solution tailored by a
DMRG solution on a fixed CAS is up to amultiplicative constant
the best possible solution in the approximation space defined by
the basis set. In other words, the CC method provides the best
possible dynamical correction for a given CAS solution such as a
DMRG solution.
Note that local uniqueness ensures that for a fixed basis set,

the computed DMRG-TCC solution is unique in a neighbor-
hood around the exact solution. We emphasize that this result is
derived under the assumption that the CAS solution is fixed.
Consequently, for different CAS solutions we obtain in general
different TCC solutions, i.e., different cluster amplitudes.
Subsequently, parts of the results in ref 76 are explained in a

setting adapted to the theoretical chemistry perspective. The
TCC function is given by f(t; s) = ⟨Ψμ|e− Ŝe− T̂ĤeT̂eŜ|ΨHF⟩, for
|Ψμ⟩ not in the CAS. Note that we use the convention where
small letters s, t correspond to cluster amplitudes, whereas
capital letters Ŝ, T̂ describe cluster operators. The corresponding
TCC energy expression is given by

, = ⟨Ψ | ̂ |Ψ ⟩− ̂ − ̂ ̂ ̂t s He e( ; ) e eS T T S
HF HF

Consequently, the linked TCC eqs 1 then become

,=
=

lmooonooo
E t s

f t s

( ; )

0 ( ; )

(TCC)

Within this framework the locally unique and quasi-optimal
solutions of the TCC method were obtained under two
assumptions (see Assumption A and B in ref 76).
First, Assumption A requires that the Fock operator F̂ is

bounded and satisfies a so-called Gårding inequality. Note that
spectral gap assumptions (cf. HOMO− LUMO gap) are
standard in the analysis of dynamically correlated systems, and
for a more detailed description of these properties in this
context, we refer readers to ref 77. Second, in the theoretical
framework76 it is assumed that there exists a CAS-ext gap in the
spectrum of the Fock operator, i.e., there is a gap between the kth
and the k + 1st orbital energies. The CAS-ext gap (although in
practice possibly very small) was sufficient for the analysis since
the main purpose was to remove the HOMO−LUMO gap

assumption and allow for quasi-degeneracy, which makes the
general TCC approach applicable to multiconfiguration
systems. Intuitively, this gap assumption means that the CAS
captures the static correlation of the system.
However, in practice, an arbitrarily small gap is insufficient

and needs to be complemented by a more detailed discussion
(see Remark 10 in ref 76). The crucial stability constant is not
directly related to the CAS-ext gap εk+1 − εk, nor to the
HOMO−LUMO gap εN+1 − εN. Due to the frozen CAS-
amplitudes this stability constant becomes much larger and is
roughly estimated by εk+1 − εN. This improved stability provides
accurate CC amplitudes and the improved gap is not destroyed
e.g. by the existence of many diffuse functions around the
LUMO-level (Fermi level). In this case, the CAS includes the
diffuse functions. This might not be optimal but is the simplest
choice and most importantly fulfills the stability condition. The
issue of basis set optimization is discussed briefly in the
conclusion but a more detailed discussion is left for future work.
Assumption B is concerned with the fluctuation operator Ŵ =

Ĥ − F̂. This operator describes the difference of theHamiltonian
and a single particle operator, here chosen to be the Fock
operator. Using the similarity transformed Ŵ and fixing the CAS
amplitudes s, the map

is assumed to have a small enough Lipschitz-continuity constant
(see eq 20 in ref 76). The physical interpretation of this Lipschitz
condition is at the moment unclear.

IV.C. Error Estimates for the DMRG-TCC Method. A
major difference between the CI and CC method is that the CC
formalism is not variational. Hence, it is not evident that the CC
energy error decays quadratically with respect to the error of the
wave function or cluster amplitudes. Note that the TCC
approach represents merely a partition of the cluster operator;
however, its error analysis is more delicate than the traditional
CC method’s analysis. The TCC-energy error is measured as a
difference to the FCI energy. Let |Ψ*⟩ describe the FCI solution
on the whole space, i.e., Ĥ |Ψ*⟩ = E|Ψ*⟩. Using the exponential
parametrization and the above introduced separation of the
cluster operator, we have

|Ψ*⟩ = ̂* *̂ |Ψ ⟩T Sexp( )exp( ) HF (3)

An important observation is that the TCC approach ignores the
coupling from the external space into the CAS. It follows that the
FCI solution on the CAS |ΨFCI

CAS⟩ = exp(ŜFCI)|ΨHF⟩ is an
approximation to the projection of |Ψ*⟩ onto the CAS

|Ψ ⟩ ≈ |̂Ψ*⟩ = *̂ |Ψ ⟩P Sexp( )FCI
CAS

HF

where P̂ =∑μ∈CAS|Ψμ⟩⟨Ψμ| is the L2-orthogonal projection onto
the CAS. For a reasonably sized CAS the FCI solution |ΨFCI

CAS⟩ is
rarely computationally accessible and we introduce the DMRG
solution on the CAS as an approximation of |ΨFCI

CAS⟩

|Ψ ⟩ = ̂ |Ψ ⟩ ≈ |Ψ ⟩Sexp( )DMRG
CAS

DMRG HF FCI
CAS

Tailoring the CC method with these different CAS solutions
leads in general to different TCC solutions. In the case of |ΨFCI

CAS⟩,
the TCC method yields the best possible solution with respect
to the chosen CAS, i.e., f(tCC* ;sFCI) = 0. This solution is in general
different from tCC fulfilling f(tCC;sDMRG) = 0 and its truncated
version tCCSD satisfying PGal f(tCCSD;sDMRG) = 0, where PGal
denotes the l2-orthogonal projection onto the corresponding
Galerkin space. In the context of the DMRG-TCC theory, the
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Galerkin space represents a truncation in the excitation rank of
the cluster operator, e.g., DMRG-TCCD, DMRG-TCCSD, etc.
For the following argument, suppose that an appropriate CAS

has been fixed. The total DMRG-TCC energy error ΔE can be
estimated as76

, ,
ε ε ε

Δ = | − * * |
≤ Δ + Δ + Δ *

E t s t s( ; ) ( ; )CCSD DMRG

CAS CAS (4)

where each term on the r.h.s. in eq 4 is now discussed. As a
technical remark, the norms on either the Hilbert space of
cluster amplitudes or wave functions are here simply denoted as
∥·∥. These norms are not just the l2- or L2-norm, respectively,
but also measure the kinetic energy. It should be clear from
context which Hilbert space is in question and we refer to ref 71
for formal definitions. The first term is defined as

, ,εΔ = | − |t s t s( ; ) ( ; )CCSD DMRG CC DMRG

which describes the truncation error of the CCSD method
tailored by |ΨDMRG

CAS ⟩. We emphasize that the dynamical
corrections via the CCSD and the untruncated CC method
are here tailored by the same CAS solution. Hence, the energy
error Δε corresponds to a single reference CC energy error,
which suggests an analysis similar to that of refs 70 and 72.
Indeed, the Aubin−Nitsche duality method88− 90 yields a
quadratic a priori error estimate in ∥tCCSD − tCC∥ (and in
terms of the Lagrange mulitpliers; see Theorem 29 in ref 76).
Second, we discuss the term

, ,εΔ = | − |t s t s( ; ) ( ; )CAS CC DMRG CC FCI

Here, different CAS solutions with fixed external solutions are
used to compute the energies. This suggests that ΔεCAS is
connected with the error

Δ = |⟨Ψ | ̂ ̂ ̂ − ̂ ̂ ̂ |Ψ ⟩|− ̂ ̂ − ̂ ̂
E e PHPe e PHPeS S S S

DMRG HF HF
DMRG DMRG FCI FCI

(5)

describing the approximation error of the DMRG solution on
the CAS (see Lemma 27 in ref 76). Indeed

∑
ε

ε
Δ ≲ Δ + − *

+ ̂ − ̂ |Ψ ⟩ + *
μ

μ μ
| |=

E t t

S S t( ) ( )
CAS DMRG CC CC

2

DMRG FCI HF
2

1
CC

2

(6)

with εμ = εI1...In
A1···An =∑j=1

n (λAj
− λIj), for 1 ≤ n ≤ k, where λi are the

orbital energies. The εμ are the (translated) Fock energies, more
precisely, F̂ |Ψμ⟩ = (Λ0 + εμ)|Ψμ⟩, withΛ0 =∑i=1

N λi. Note that the
wave function |ΨFCI

CAS⟩ is in general not an eigenfunction of Ĥ;
however, it is an eigenfunction of the projected Hamiltonian
P̂ĤP̂. Equation 5 involves the exponential parametrization. This
can be estimated by the energy error of the DMRG wave
function, denoted ,Δ DMRG, namely

,Δ ≤ Δ + ̂ |Ψ ⟩ − |Ψ ⟩E H2 LDMRG DMRG DMRG
CAS

FCI
CAS

2

(7)

In section V the energy error of the DMRG wave function is
controlled by the threshold value δεTr, i.e., , δεΔ ( )DMRG Tr .
Hence, for well chosen CAS the difference ∥|ΨDMRG

CAS ⟩ −
|ΨFCI

CAS⟩∥L2 is sufficiently small such that ,Δ ≲ ΔE 2DMRG DMRG
holds. This again shows the importance of a well-chosen CAS.
Furthermore, the last term in eq 6 can be eliminated via orbital
rotations, as it is a sum of single excitation amplitudes.

Finally, we consider

, ,εΔ * = | − * * |t s t s( ; ) ( ; )CAS CC FCI (8)

Since (t*, s*) is a stationary point of, we have , * * =D t s( ; ) 0.
A calculation involving Taylor expanding , around (t*, s*) (see
Lemma 26 in ref 76) yields

εΔ * ≲ ∥ − *∥ + ∥ − *∥t t s s lCAS CC
2

FCI
2
2 (9)

Note that the above error is caused by the assumed basis
splitting, namely, the correlation from the external part into the
CAS is ignored. Therefore, the best possible solution for a given
basis splitting (tCC* , sFCI) differs in general from the FCI solution
(t*, s*).
Combining now the three quadratic bounds gives an overall

quadratic a priori energy error estimate for the DMRG-TCC
method. The interested reader is referred to ref 76 for a more
detailed treatment of the above analysis.

IV.D. On the k-Dependence of the Error Estimates.The
error estimate outlined above is for a fixed CAS, i.e., a particular
basis, splitting and bounds the energy error in terms of truncated
amplitudes. Because the TCC solution depends strongly on the
choice of the CAS, it is motivated to further investigate the k-
dependence of the error ΔE. However, the above derived error
bound has a highly complicated k-dependence since not only the
amplitudes but also the implicit constants (in ≲) and norms
depend on k. Therefore, the analysis in ref 76 is not directly
applicable to take the full k-dependence into account.
In the limit where sDMRG→ sFCI we obtain that tCC→ tCC* since

the TCC method is numerically stable, i.e., a small perturbation
in s corresponds to a small perturbation in the solution t.
Furthermore, if we assume that tCCSD ≈tCC, which is reasonable
for the equilibrium bond length of N2, the error can be bound as

∑Δ ≤ + − * *
μ

μ
| |=

i
k
jjjjjjj y

{
zzzzzzzE C t t s t s( ) ( , ) ( , )k k l

1
CCSD

2
CCSD DMRG

2
2

(10)

Here the subscript k onΔEk andCk highlights the k-dependence.
We remark that we here used the less accurate l2-structure on the
amplitude space compared to the H1-structure in eq 9. This
yields k-independent vectors (tCCSD, sDMRG) and (t*, s*), as well
as an k-independent l2-norm. The k-depenence of Ck will be
investigated numerically in more detail in section B.5.

V. SPLITTING ERROR FOR N2

Including the k-dependence in the above performed error
analysis explicitly is a highly nontrivial task involving many
mathematical obstacles and is part of our current research.
Therefore, we here extend the mathematical results from section
IV with a numerical investigation on this k-dependence. Our
study is presented for the N2 molecule using the cc-pVDZ basis,
which is a common basis for benchmark computations
developed by Dunning and co-workers.91 Here we remark that
in our calculations all electrons are correlated as opposed to the
typical frozen-core calculation, where the two 1s orbitals are
omitted from the full orbital space.We investigate three different
geometries of the nitrogen dimer by stretching the molecule,
thus the performance of DMRG-TCCSD method is assessed
against DMRG and single reference CC methods for bond
lengths r = 2.118a0, 2.700a0, and 3.600a0. In the equilibrium
geometry the system is weakly correlated implying that single
reference CCmethods yield reliable results. For increasing bond
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length r the system shows multireference character, i.e., static
correlations become more dominant. For r > 3.5a0 this results in
the breakdown of single reference CC methods.92 This
breakdown can be overcome with the DMRG-TCCSD method
once a large and well chosen CAS is formed, we therefore refer to
the DMRG-TCCSD method as numerically stable with respect
to the bond length along the potential energy surface (PES).
As mentioned before, the DMRG method is in general less

efficient to recover dynamic correlations since it requires large
computational resources. However, due to the specific CAS
choice the computational resource for the DMRG part of the
TCC scheme is expected to be significantly lower than a pure
DMRG calculation for the same level of accuracy.
V.A. Computational Details. In practice, a routine

application of the TCCmethod to strongly correlated molecular
systems, i.e., to multireference problems, became possible only
recently since it requires a very accurate solution in a large CAS
including all static correlations. Tensor network state methods
fulfill such a high accuracy criterion, but the efficiency of the
TNS-TCCSD method strongly depends on various parameters
of the involved algorithms. Some of these are defined rigorously
while others are more heuristic from the mathematical point of
view. In this section we present the optimization steps for the
most important parameters of the DMRG-TCCSD method and
outline how the numerical error study in section V.B is
performed.
As elaborated in sections II and IV.A, the CAS choice is

essential for the computational success of TNS-TCC methods.
In addition, the error of the TNS method used to approximate
the CAS part depends on various approximations. These include
the proper choice of a finite dimensional basis to describe the
chemical compound, the tensor network structure, and the
mapping of the molecular orbitals onto the given network.93

Fortunately, all these can be optimized by utilizing concepts of
quantum information theory, introduced in section IV.A (see
also the included references). In the following, we restrict the
numerical study to the DMRG-TCCSD method but the results
presented here should also hold for other TNS approaches.93− 97

In the DMRG-TCCSD case, the tensor network topology in
the CAS corresponds to a single branched tensor tree, i.e., a one-
dimensional topology. Thus, permutations of orbitals along such
an artificial chain effect the convergence for a given CAS
choice.98,99 This orbital-ordering optimization can be carried
out based on spectral graph theory100,101 by minimizing the
entanglement distance,102 defined as Idist =∑ij Ii|j |i − j|2. In order
to speed up the convergence of the DMRG procedure the
configuration interaction based dynamically extended active
space (CI-DEAS) method is applied.93,99 In the course of these
optimization steps, the single orbital entropy (Si = S(ρ{i})) and
the two-orbital mutual information (Ii|j) are calculated iteratively
until convergence is reached. The size of the active space is
systematically increased by including orbitals with the largest
single site entropy values, which at the same time correspond to
orbitals contributing to the largest matrix elements of the mutual
information. Thus, the decreasingly ordered values of Si define
the so-called CAS vector, which provides a guide in what order
to extend the CAS by including additional orbitals. The bond
dimensionsM (tensor rank) in the DMRG method can be kept
fixed or adapted dynamically (dynamic block state selection
(DBSS) approach) in order to fulfill an a priori defined error
margin.103,104 Accurate extrapolation to the truncation free limit
is possible as a function of the truncation error δεTr.

103,105

In our DMRG implementation106 we use a spatial orbital
basis, i.e., the local tensor space of a single orbital is d = 4
dimensional. In this &4-representation an orbital can be empty,
singly occupied with either a spin up or spin down electron, or
doubly occupied with opposite spins. Note, in contrast to
section IV we needN/2 spatial orbitals to describe anN-electron
wave function and similar changes apply to the size of the basis
set so that we use K ≡K/2 from here on. The single orbital
entropy therefore varies between 0 and ln d = ln 4, while the two-
orbital mutual information varies between 0 and ln d2 = ln 16.
Next we provide a short description how to perform DMRG-

TCCSD calculations in practice. Note that we leave the
discussion on the optimal choice of k for the following sections.

(1) First the CAS is formed from the full orbital space by
setting k = K. DMRG calculations are performed
iteratively with fixed low bond dimension (or with a
large error margin) in order to determine the optimal
ordering and the CAS vector as described above. Thus,
the corresponding single-orbital entropy and mutual
information are also calculated. These calculations already
provide a good qualitative description of the entropy
profiles with respect to the exact solution, i.e., strongly
correlated orbitals can be identified.

(2) Using a given N/2 < k < K we form the CAS from the
Hartree−Fock orbitals and the first k − N/2 virtual
orbitals from the CAS vector, i.e., orbitals with the largest
single orbital entropy values. We emphasize that these
orbitals contribute to the largest matrix elements in Ii|j. We
carry out the orbital ordering optimization on the given
CAS and perform a large-scale DMRG calculation with a
low error threshold margin in order to get an accurate
approximation of the |ΨFCI

CAS⟩. Note that the DMRG
method yields a normalized wave function, i.e., the
overlap with the reference determinant |ΨHF⟩ is not
necessarily equal to one.

(3) Using the matrix product state representation of |ΨDMRG
FCI ⟩

obtained by the DMRG method we determine the zero
reference overlap, single and double CI coefficients of the
full tensor representation of the wave function. Next,
these are used to calculate the Ŝ1 and Ŝ2 amplitudes, which
form the input of the forthcoming CCSD calculation.

(4) In the following step the cluster amplitudes for the
external part, i.e., T̂1 and T̂2, are calculated in the course of
the DMRG-TCCSD scheme.

(5) As we discus in the next section, finding the optimal CAS,
i.e., k-splitting, is a highly nontrivial problem, and at the
present stage we can only present a solution that is
considered as a heuristic approach in terms of rigorous
mathematics. In practice, we repeat steps 2− 4 for a large
DMRG-truncation error as a function ofN/2 < k <K, thus
we find local energy minima (see Figure 4) using a
relatively cheap DMRG-TCCSD scheme. Around such a
local minimum we perform more accurate DMRG-
TCCSD calculations by lowering the DMRG-truncation
error in order to refine the optimal k. We also monitor the
maximum number of DMRG block states required to
reach the a priori defined DMRG-error margin as a
function of k. Since it can happen that several k values lead
to low error DMRG-TCCSD energies, while the
computational effort increases significantly with increas-
ing k we select the optimal k that leads to low DMRG-
TCCSD energy but also minimizes the required DMRG
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block states. Using the optimal k value we perform large-
scale DMRG-TCCSD calculation using a relatively tight
error bound for the DMRG-truncation error.

We close this section with a brief summary of the numerically
accessible error terms and relate them to equations presented in
section IV. Note that the error analysis in section IV is presented
for a given k, thus here the k dependence is also omitted.
For a given k split, the accuracy of |ΨDMRG

CAS ⟩ depends on the
DMRG truncation error, δεTr. As has been shown in refs 103 and
105, the relative error, ΔErel = (EDMRG(δεTr)

CAS − EFCI
CAS)/EFCI

CAS is a
linear function of δεTr on a logarithmic scale. Therefore,
extrapolation to the FCI limit can be carried out as a function of
δεTr. In addition, the error term

, δεΔ = −δεE E( )DMRG Tr DMRG( )
CAS

FCI
CAS

Tr

appearing in eq 7 can be controlled.
Note that terms appearing in eqs 6 and 7 include FCI

solutions of the considered system. However, for small enough
and dynamically correlated systems, these FCI solutions can be
well approximated. This is in particular the case for the nitrogen
dimer near the equilibrium geometry with the here chosen basis
set. The CI-coefficients are then extractable from the matrix
product state representation of a wave function, e.g., |ΨDMRG

CAS ⟩ or
|ΨFCI

CAS⟩. Note that calculating all CI-coefficients scales
exponentially with the size of the CAS. However, since the
system is dynamically correlated zeroth order, single and double
excitation coefficients are sufficient. Hence, the error terms
∥|ΨDMRG

CAS ⟩ − |ΨFCI
CAS⟩∥L2 and ∥(ŜFCI − ŜDMRG(δεTr))|ΨHF⟩∥ in eqs 6

and 7, respectively, can be well approximated. We remark that
this exponential scaling with the CAS size also effects the
computational costs of the CAS CI-triples, which are needed for
an exact treatment of the TCCSD energy equation. However,
investigations of the influence of the CAS CI-triples on the
computed energies are left for future work.
V.B. Results and Discussion. In this section, we investigate

the overall error dependence of DMRG-TCCSD as a function of
k and as a function of the DMRG-truncation error δεTr. For our
numerical error study we perform steps 1− 4 discussed in section
V.A for each N/2 < k < K. For each geometry r = 2.118a0,
2.700a0, and 3.600a0, we also carry out very high accuracy
DMRG calculations on the full orbital space, i.e., by setting the
truncation error to δεTr = 10− 8 and k = K. This data is used as a
reference for the FCI solution.
B.1. Entropy Study on the Full Orbital Space. We start our

investigation by showing DMRG results for the full orbital space,
i.e., the CAS is formed from k = K = 28 orbitals, and for various
fixed M values and for δεTr = 10− 8. In the latter case the
maximum bond dimension was set toM = 10 000. In Figure 1 a,
we show the relative error of the ground-state energy as a
function of the DMRG-truncation error on a logarithmic scale.
For the FCI energy, EFCI, the CCSDTQPH reference energy is
used given in ref 107. It is visible that the relative error is a linear
function of the truncation error on a logarithmic scale, thus
extrapolation to the truncation free solution can be carried out
according to refs 103 and 105.
In Figures 2 and 3, we present the sorted values of the single

orbital entropy and of the mutual information obtained for fixed
M = 64, 256, 512 and with δεTr = 10− 8 for the three geometries.
As can be seen in the figures, the entropy profiles obtained with
low-rank DMRG calculations already resemble the main
characteristics of the exact profile (M ≃ 10000). Therefore,
orbitals with large single orbital entropies, also contributing to

large matrix elements of Ii|j, can easily be identified from a low-
rank computation. The ordered orbital indices define the CAS

Figure 1. (a) Relative error of the ground-state energy as a function of
the DMRG-truncation error on a logarithmic scale obtained for the full
orbital space (k = K) with r = 2.118a0. (b) Maximum number of block
states as a function of k for the a priori defined truncation error δεTr =
10− 8 with r = 2.118a0 (blue), 2.700a0 (green), and 3.600a0 (red).

Figure 2. Single orbital entropy for r = 2.118a0 (blue), 2.700a0 (green),
3.600a0 (red) obtained for the full orbital space (k = 28) with DMRG
for fixed M = 64, 256, 512 and for δεTr = 10− 8, Mmax = 10 000.

Figure 3. Mutual information for r = 2.118a0 (blue), 2.700a0 (green),
3.600a0 (red) obtained for the full orbital space (k = 28) with DMRG
for fixed M = 64, 256, 512 and for δεTr = 10− 8, Mmax = 10 000.
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vector, and the CAS for the DMRG-TCCSD can be formed
accordingly as discussed in section V.A.
Taking a look at Figure 2, it becomes apparent that Si shifts

upward for increasing r indicating the higher contribution of
static correlations for the stretched geometries. Similarly the first
50− 100 matrix elements of Ii|j also take larger values for larger r
while the exponential tail, corresponding to dynamic correla-
tions, is less effected. The gap between large and small values of
the orbital entropies gets larger and its position shifts rightward
for larger r. Thus, for the stretched geometries more orbitals
must be included in the CAS during the TCC scheme in order to
determine the static correlations accurately.We remark here that
the orbitals contributing to the high values of the single orbital
entropy and mutual information matrix elements change for the
different geometries according to chemical bond forming and
breaking processes.108

B.2. Numerical Investigation of the Error’s k-Dependence.
In order to obtain |Ψ*⟩ in the FCI limit, we perform high-
accuracy DMRG calculations with δεTr = 10− 8. The CAS was
formed by including all Hartee− Fock orbitals and its size was
increased systematically by including orbitals with the largest
entropies according to the CAS vector. Orbitals with degenerate
single orbital entropies, due to symmetry considerations, are
added to the CAS at the same time. Thus, there are somemissing
k points in the following figures. For each restricted CAS we
carry our the usual optimization steps of a DMRG scheme as
discussed in section V.A, with low bond dimension followed by a
high-accuracy calculation with δεTr = 10− 8 using eight sweeps.93

Our DMRG ground-state energies for 7 < k < 28 together with
the CCSD (corresponding to a DMRG-TCCSD calculation
where k =N/2 = 7) and CCSDTQ reference energies, are shown
in Figure 4 near the equilibrium bond length, r = 2.118a0. The
single-reference coupled cluster calculations were performed in
NWChem,109 we employed the cc-pVDZ basis set in the
spherical representation. For k = K = 28 the CCSDTQPH
energy was taken as a reference for the FCI energy.107

TheDMRG energy starts from theHartree− Fock energy for k
= 7 and decreases monotonically with increasing k until the full
orbital solution with k = 28 is reached. It is remarkable, however,
that the DMRG-TCCSD energy is significantly below the
CCSD energy for all CAS choices, even for a very small k = 9.
The error, however, shows an irregular behavior taking small
values for several different k values. This is due to the fact that
the DMRG-TCCSD approach suffers from a methodological
error, i.e., certain fraction of the correlations are lost, since the
CAS is frozen in the CCSD correction. This supports the
hypothesis of a k-dependent constant as discussed in section
IV.D. Therefore, whether orbital k is part of the CAS or external
part provides a different methodological error. This is clearly
seen as the error increases between k = 10 and 15 although the
CAS covers more of the system’s static correlation with
increasing k. This is investigated in more detail in section B.4.
Since several k-splits lead to small DMRG-TCCSD errors, the

optimal k value from the computational point of view, is
determined not only by the error minimum but also by the
minimal computational time, i.e., we need to take the
computational requirements of the DMRG into account. Note
that the size of the DMRG block states contributes significantly
to the computational cost of the DMRG calculation. The
connection of the block size to the CAS choice is shown in
Figure 1b, where the maximal number of DMRG block states is
depicted as a function of k for the a priori defined truncation
error margin δεTr = 10− 8. Note that max(M) increases rapidly for
10 < k < 20. The optimal CAS is therefore chosen such that the
DMRG block states are not too large and the DMRG-TCCSD
provides a low error, i.e., is a local minimum in the residual with
respect to k.
It is important to note that based on Figure 4 the DMRG-

TCCSD energy got very close to, or even dropped below, the
CCSDT energy for several k values. Since close to the
equilibrium geometry the wave function is dominated by a
single reference character, it is expected that DMRG-TCCSD
leads to even more robust improvements for the stretched
geometries, i.e., when the multireference character of the wave
function is more pronounced. Our results for the stretched
geometries, r = 2.700a0 and 3.600a0, are shown in Figures 2, 3, 5,
and 6. As mentioned in section B.1, for larger r values static
correlations gain importance signaled by the increase in the
single orbital entropy in Figure 2. Thus, the multireference
character of the wave function becomes apparent through the
entropy profiles. According to Figure 5 the DMRG-TCCSD
energy for all k > 7 values is again below the CCSD computation
and for k > 15 it is even below the CCSDT reference energy. For
r = 3.600a0 the CC computation fluctuates with increasing
excitation ranks and CCSDT is even far below the FCI reference
energy, revealing the variational breakdown of the single-
reference CC method for multireference problems. In contrast
to this, the DMRG-TCCSD energy is again below the CCSD
energy for all k > 7, but above the CCSDT energy. The error
furthermore shows a local minimum around k = 19. For the
stretched geometries static correlations are more pronounced,
there are more orbitals with large entropies, thus the maximum
number of DMRG block states increases more rapidly with k
compared to the situation near the equilibrium geometry (see
Figure 1b). Thus, obtaining an error margin within 1 μEh for k =
19 ≪ 28 leads to a significant save in computational time and
resources. Here we remark that DMRG-TCCSD is a single-
reference multireference method thus the choice of the
reference determinant can effect its performance. In the our

Figure 4.Ground-state energy of the N2 molecule near the equilibrium
geometry, r = 2.118a0, obtained with DMRG-TCCSD for 7 ≤ k ≤ 28
and for various DMRG truncation errors δεTr. The CCSD, CCSDT,
and CCSDTQ reference energies are shown by dotted, dashed, and
dashed− dotted lines, respectively. The CCSDTPQH energy (k = 28) is
taken as a reference for the FCI energy. For δεTr = 10− 5 the CAS was
additionally formed by taking k orbitals according to increasing values
of the single-orbital entropy values, i.e., inverse to the other CAS
extensions. This is labeled by CAS↑ (see also Sec. V.B.3).
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current study, however, we have verified that for d≤ 4 and for all
k values the weight of the Hartree− Fock determinant was
significantly larger than all other determinants.
B.3. Effect of δεTr on the DMRG-TCCSD. In practice, we do

not intend to carry out DMRG calculations in the FCI limit, thus
usually a larger truncation error is used. Therefore, we have
repeated our calculations for larger truncation errors in the range
of 10− 4 and 10− 7. Our results are shown in Figures 4, 5, and 6.
For small k the DMRG solution basically provides the Full-CI
limit since the a priori set minimum number of block statesMmin

≃64 already leads to a very low truncation error. Therefore, the
error of the DMRG-TCCSD is dominated by the methodo-
logical error. For k > 15 the effect of the DMRG truncation error
becomes visible and for large k the overall error is basically
determined by the DMRG solution. For larger δεTr between
10− 4 and 10− 5 the DMRG-TCCSD error shows a minimumwith
respect to k. This is exactly the expected trend, since the CCSD
method fails to capture static correlation while DMRG requires
large bond dimension to recover dynamic correlations, i.e., a low
truncation error threshold. In addition, the error minima for
different truncation error thresholds δεTr happen to be around
the same k values. This has an important practical consequence:
the optimal k-split can be determined by performing cheap
DMRG-TCCSD calculations using large DMRG truncation
error threshold as a function of k.
The figures furthermore indicate thatΔEGS has a high peak for

9 < k < 16. This can be explained by the splitting of the FCI space
since this yields that the correlation from external orbitals with
CAS orbitals is ignored. Thus, we also performed calculations for
δεTr = 10− 5 using a CAS formed by taking k orbitals according to
increasing values of the single orbital entropy values in order to
demonstrate the importance of the CAS extension. The
corresponding error profile as a function of k near the
equilibrium geometry is shown in Figure 4 labeled by CAS↑.
As expected, the improvement of DMRG-TCCSD is marginal
compared to CCSD up to a very large k≃23 split since ψDMRG

CAS

differs only marginally from ψHF.
B.4. Numerical Investigation on CAS-ext Correlations.

Taking another look at Figure 2, we can confirm that already for
small k values the most important orbitals, i.e., those with the
largest entropies, are included in the CAS. In Figure 7, the sorted

values of the mutual information obtained by DMRG(k) for 9 ≤
k ≤ 28 is shown on a semilogarithmic scale. It is apparent from
the figure that the largest values of Ii|j change only slightly with
increasing k, thus static correlations are basically included for all
restricted CAS. The exponential tail of Ii|j corresponding to
dynamic correlations, however, becomes more visible only for
larger k values. We conclude, for a given k split the DMRG
method computes the static correlations efficiently and the
missing tail of the mutual information with respect to the full
orbital space (k = 28) calculation is captured by the TCC
scheme.

Figure 5.Ground-state energy of the N2 molecule with bond length r =
2.7a0, obtained with DMRG-TCCSD for 7 ≤ k ≤ 28 and for various
DMRG truncation errors δεTr. The CCSD, CCSDT, and CCSDTQ
reference energies are shown by dotted, dashed, and dashed− dotted
lines, respectively. The DMRG energy with δεTr = 10− 8 on the full
space, i.e., k = 28, is taken as a reference for the FCI energy. For δεTr =
10− 5, the CAS was additionally formed by taking k orbitals according to
increasing values of the single-orbital entropy, i.e., inverse to the other
CAS extensions. This is labeled by CAS↑ (see also section B.3).

Figure 6.Ground-state energy of the N2 molecule with bond length r =
3.6a0, obtained with DMRG-TCCSD for 7 ≤ k ≤ 28 and for various
DMRG truncation errors δεTr. The CCSD, CCSDT, and CCSDTQ
reference energies are shown by dotted, dashed, and dashed− dotted
lines, respectively. The DMRG energy with δεTr = 10− 8 on the full
space, i.e., k = 28, is taken as a reference for the FCI energy. For δεTr =
10− 5, the CAS was additionally formed by taking k orbitals according to
increasing values of the single-orbital entropy, i.e., inverse to the other
CAS extensions. This is labeled by CAS↑ (see also section B.3).

Figure 7. (a) Sorted values of the mutual information obtained by
DMRG(k) for 9 ≤ k ≤ 28 on a semilogarithmic scale for N2 at r =
2.118a0. (b) Sorted 40 largest matrix elements of the mutual
information obtained by DMRG(k) for 9 ≤ k ≤ 28 on a lin− lin scale
for N2 at r = 2.118a0.
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Correlations between the CAS and external parts can also be
simulated by a DMRG calculation on the full orbital space using
an orbital ordering according to the CAS vector. In this case, the
DMRG left block can be considered as the CAS and the right
block as the external part. For a pure target state, for example, the
ground state, the correlations between the CAS and external part
is measured by the block entropy, S(ρCAS(k)) as a function of k.
Here ρCAS(k) is formed by a partial trace on the external part of
|ΨDMRG

FCI ⟩. The block entropy is shown in Figure 8a. The block

entropy decays monotonically for k > 7, i.e, the correlations
between the CAS and the external part vanish with increasing k.
In contrast to this, when an ordering according to CAS↑ is used
the correlation between CAS and external part remains always
strong, i.e., some of the highly correlated orbitals are distributed
among the CAS and the external part. Nevertheless, both curves
are smooth and they cannot explain the error profile shown in
Figure 4.
B.5. Numerical Values for the Amplitude Error Analysis.

Since correlation analysis based on the entropy functions cannot
reveal the error profile shown in Figure 4, here we reinvestagate
the error behavior as a function of N/2 ≤ k ≤ K but in terms of
the CC amplitudes. Therefore, we also present a more detailed
description of eq 10 in section IV which includes the following
terms:
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Here the valid index-pairs are μ = (i, a), with i = (i1, ..., in)∈ {1, ...,
N/2}n, and a = (a1, ..., an) ∈ {N/2 + 1, ..., K}n. The excitation
rank is given by |μ| = n where n = 1 stands for singles, n = 2 for
doubles, and so on. The μ values are the labels of excitation
operators τ̂i

a ≔ aâ
†aî, and τ̂i1,...,in

a1,...,an ≔ τ̂in
an ... τ̂i1

a1. The corresponding
amplitudes are given as ti1,...,in

a1,...,an. For invalid index-pairs, i.e., index-

pairs that are out of range, the amplitudes are always zero. The
various amplitudes appearing in eq 11 are calculated according
to the following rules:
(1) The tensor sk*: amplitudes in the CAS(k) obtained by

DMRG(δεTr* = 10− 8) solution (represented by CI
coefficients c*) for CAS(K)
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where i, i1, i2 ∈ {1, ...,N/2} and a, a1, a2∈ {N/2 + 1, ..., k}.
(2) The tensor tk*: amplitudes not in the CAS(k) obtained

from the DMRG(δεTr* = 10− 8) solution (represented by CI
coefficients c*) for CAS(K) projected onto CAS(k), i.e.,
the complement (with respect to valid index-pairs) of sk*.

(3) The tensor sDMRG(k, δεTr): amplitudes in the CAS(k) are
obtained by the DMRG(δεTr) solution (represented by CI
coefficients c) for CAS(k). The amplitudes sDMRG(k, δεTr)i

a,
sDMRG(k, δεTr)i1,i2

a1,a2 are the same as eq 12, but with c* → c,
where i, i1, i2 ∈ {1, ...,N/2} and a, a1, a2∈ {N/2 + 1, ..., k}.

(4) The tensor tCCSD(k, δεTr): amplitudes not in the CAS(k)
obtained by TCCSD, i.e., the complement (with respect
to valid index-pairs) of sDMRG(k, δεTr).

In Figure 8b we show the error e(k, δεTr) as a function of k of
the nitrogen dimer near the equilibrium bond length. Note that
the quantitative behavior is quite robust with respect to the bond
dimension since the values only differ marginally. We emphasize
that the error contribution in Figure 8 is dominated by second
term in eq 11 since this is an order of magnitude larger than the
contribution from the first and third terms in eq 11, respectively.
The first term in eq 11 is furthermore related to the usual T1
diagnostic in CC,110 so it is not a surprise that a small value,
∼ 10− 3, was found. Comparing this error profile to the one
shown in Figure 4 we can understand the irregular behavior and
the peak in the error inΔEGS between k = 9 and 17, and the other
peaks for k > 17 but the error minimum found for k = 19 remains
unexplained. Furthermore, we can conclude from Figure 8b that
the quotient ΔEGS(k)/e(k, δεTr) is not constant. This indicates
that the constants involved in section IV in particular the
constant in eq 10 in section IV.D is indeed k-dependent.

VI. CONCLUSION
In this article we presented a fundamental study of the DMRG-
TCCSD method. We showed that, unlike the single-reference
CC method, the linked and unlinked DMRG-TCC equations
are in general not equivalent. Furthermore, we showed energy
size consistency of the TCC, DMRG-TCC, and DMRG-
TCCSD method and gave a proof that CAS excitations higher
than order three do not enter the TCC energy expression.
In addition to these computational properties of the DMRG-

TCCSD method, we presented the mathematical error analysis
performed in ref 76 from a quantum chemistry perspective. We
showed local uniqueness and quasi optimality of DMRG-TCC
solutions and highlighted the importance of the CAS-ext gapa
spectral gap assumption allowing to perform the analysis
presented here. Furthermore, we presented a quadratic a priori

Figure 8. (a) Block entropy, S(ρCAS(k)), as a function of k for r = 2.118
ordering orbitals along the DMRG chain according to the same CAS
and CAS↑ vectors as used in Figure 4. (b) e(k, δεTr) as a function of k of
the nitrogen dimer near the equilibrium bond length for DMRG
truncation error thresholds δεTr between 10− 4 and 10− 8.
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error estimate for the DMRG-TCC method, which aligns the
error behavior of the DMRG-TCC method with variational
methods except for the upper bound condition. We emphasize
that the DMRG-TCC solution depends strongly on the CAS
choice. Throughout the analysis we neglected this dependence
as we assumed an optimal CAS choice as indicated in section
IV.A. The explicit consideration of this dependence in the
performed error analysis carries many mathematical challenges,
which are part of our current research. Therefore, we extended
this work with a numerical study of the k-dependence of the
DMRG-TCCSD error which showed also that the constants
involved in the error estimation are most likely k-dependent.
This stresses the importance of further mathematical work to
include this dependence explicitly in the analysis.
We furthermore presented computational data of the single-

site entropy and the mutual information that are used to choose
the CAS. Our computations showed that these properties are
qualitatively very robust, i.e., their qualitative behavior is well
represented by means of a low-rank approximation, which is a
computational benefit. The numerical investigation of the k-
dependence of the DMRG-TCCSD error revealed that the
predicted trend in section IV.A is correct. We demonstrated that
the error indeed first decays (7≤ k≤ 9) and then increases again
(25 ≤ k ≤ 28) for low-rank approximations, i.e., 10− 4

respectively 10− 5. This aligns with the theoretical prediction
based on the properties of the DMRG and single reference CC
method. Additional to this general trend, the error shows
oscillations. A first hypothesis is that this behavior is related to
the ignored correlations in the transition k → k + 1. However,
this was not able to be proven so far using entropy based
measures but a similar irregular behavior can be detected by a
cluster amplitude error analysis. Furthermore, such oscillations
can be related to a bad reference function. Nonetheless, this
scenario has here been ruled out since the Hartree− Fock
determinant was found to be dominant in the CAS solution, i.e.,
the weight of the Hartree− Fock had largest weight in the CAS
solution. The irregular behavior of the error minimum found for
the DMRG-TCCSD method, therefore, could not be explained
within this article and is left for future work. Despite the
unknown reason for this behavior, we note that the error minima
are fairly robust with respect to the bond dimension. Hence, the
DMRG-TCCSD method can be extended with a screening
process using low bond-dimension approximations to detect
possible error minima.
On the other hand, an important feature that we would like to

highlight here is that a small CAS (k = 9) yields a significant
improvement of the energy and that the energies for all three
geometries and all CAS choices outrun the single-reference CC
method. In addition, the DMRG-TCCSD method avoids the
breakdown of the CC approach even for multireference
(strongly correlated) systems and, using concepts of quantum
information theory, allows an efficient routine application of the
method. Since the numerical error study showed a significant
improvement for small CAS, we suspect the DMRG-TCCSD
method to be of great use for larger systems with many strongly
correlated orbitals as well as a many dynamically correlated
orbitals.1,2

Finally, we remark, that besides the advantageous properties
of the method there is a need for further analysis and
developments in order to achieve our ultimate goal, i.e., to
provide a black-box implementation of the DMRG-TCC
method. Among these we highlight orbital rotations in the
CAS through Fermionic mode transformation,111 an automatic

calculation of the best rank-1 representation of the DMRGwave
function to be used as a reference state and the investigations of
the influence of the CAS CI-triples on the computed energies.
All these tasks are in progress.
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approaches with an approximate account of triexcitations and the
optimized-inner-projection technique. II. Coupled-cluster results for
cyclic-polyene model systems. Phys. Rev. B: Condens. Matter Mater.
Phys. 1990, 42, 3351.
(65) Atkinson, K. E. An introduction to numerical analysis; John Wiley
& Sons, 2008.
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ABSTRACT
We introduce a new implementation of the coupled cluster method with single and double excitations tailored by the matrix product
state wave functions (DMRG-TCCSD), which employs the local pair natural orbital (LPNO) approach. By exploiting locality in the cou-
pled cluster stage of the calculation, we were able to remove some of the limitations that hindered the application of the canonical version
of the method to larger systems and/or with larger basis sets. We assessed the accuracy of the approximation using two systems: tetram-
ethyleneethane (TME) and oxo-Mn(Salen). Using the default cut-off parameters, we were able to recover over 99.7% and 99.8% of the
canonical correlation energy for the triplet and singlet state of TME, respectively. In the case of oxo-Mn(Salen), we found that the amount
of retrieved canonical correlation energy depends on the size of the complete active space (CAS)—we retrieved over 99.6% for the larger
27 orbital CAS and over 99.8% for the smaller 22 orbital CAS. The use of LPNO-TCCSD allowed us to perform these calculations up to
quadruple-ζ basis set, amounting to 1178 basis functions. Moreover, we examined dependence of the ground state of oxo-Mn(Salen) on
the CAS composition. We found that the inclusion of 4dxy orbital plays an important role in stabilizing the singlet state at the DMRG-
CASSCF level via double-shell effect. However, by including dynamic correlation, the ground state was found to be triplet regardless of
the size of the basis set or the composition of CAS, which is in agreement with previous findings by canonical DMRG-TCCSD in smaller
basis.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5110477., s

I. INTRODUCTION

Since its introduction to quantum chemistry,1 the coupled
cluster (CC) approach has become one of the most widely used
methods for the accurate calculations of dynamic correlation. It
offers numerous favorable properties, such as compact descrip-
tion of the wave function, size-extensivity, invariance to rotations
within occupied or virtual orbital subspaces, and also a systematic
hierarchy of approximations converging toward the full configura-
tion interaction (FCI) limit.2 For instance, the CCSD(T) method,3
which includes connected single-, double-, and perturbative

triple- excitations, is notoriously referred to as the gold standard of
quantum chemistry.2

Although the CC method performs well for single reference
molecules, it becomes fairly inaccuarate or breaks down completely
for systems with strongly correlated electrons. Such systems are
multireference in nature since they include quasidegenerate frontier
orbitals, which are common during dissociation processes, in dirad-
icals, or compounds containing transition metals. Over the years,
numerous efforts to generalize the CC ansatz and thus overcome this
drawback gave rise to a broad family of multireference CC (MRCC)
methods.4–6
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One such approach, aiming to include static correlation in the
CC scheme, is to employ a different methodlike complete active
space self-consistent field (CASSCF) or multireference configura-
tion interaction (MRCI) in order to extract the information about
the most important excitations.7–29 The retrieved information can
be then introduced to a CC calculation as an external correction.
One of such methods is tailored CC with single and double exci-
tations (TCCSD) proposed by Kinoshita et al.,14 which draws on
the split-amplitude ansatz, in which the amplitudes corresponding
to single and double excitations are split into two parts. The active
part is treated by complete active space configuration interaction
(CAS-CI), and external amplitudes are iterated using the standard
CCSD framework. We recently extended this approach by using the
density matrix renormalization group (DMRG) method to obtain
the active space amplitudes.30

The DMRG method, which originated in solid-state
physics,31–33 is nowadays well established in quantum chemistry for
the treatment of strongly correlated systems.34–42 As a numerical
approximation to full configuration interaction (FCI), it can han-
dle significantly larger active spaces compared to the conventional
method. However, even then, the prohibitive scaling does not allow
us to include dynamic correlation, and it is therefore necessary to
employ some “post-DMRG” procedure. Many different attempts
have been made to tackle this limitation, for example, DMRG-
CASPT2,43 Cholesky decomposition DMRG-NEVPT2,44 DMRG-
icMRCI,45 canonical transformation,46 matrix product state (MPS)
based formulation of multireference perturbation theory,47 DMRG
pair-density functional theory,48 and also our aforementioned CC
tailored by MPS wave functions (DMRG-TCCSD).30

Even though the DMRG-TCCSD method offers a reasonably
efficient treatment of both static and dynamic correlation,49–51 its
applications to larger systems are hampered by the infavorable scal-
ing of the CCSD part of the calculation. To remove this restriction,
we decided to implement the method using a local approach. Out
of many possibilities how to exploit locality,52–58 we opted for pair
natural orbitals (PNOs) based methods, in particular, the local pair
natural orbital (LPNO) approach.59–61

The PNOs were introduced by Edmiston and Krauss and were
shown to provide a compact parameterization of the virtual space.62
Over the years, several correlation methods that made use of advan-
tages of the approach offered were developed,63–66 but the full poten-
tial of PNOs could have been unleashed only due to more recent
advances in modern hardware and modern integral transforma-
tion technologies, particularly the density fitting or resolution of
the identity methodology.67 The approach was further extended to
domain LPNO (DLPNO), with even more favorable scaling.68 Apart
from single-reference methods, the LPNO and DLPNO method-
ologies were also successfully applied to multireference CC tech-
niques.69–72

In this paper, we contribute to these efforts by implementing
the LPNO version of DMRG-TCCSD. We demonstrate the proper-
ties of the method on two systems which were previously studied
with its canonical implementation.30,49 First, we used tetramethyle-
neethane (TME) as a benchmark system to estimate the amount
of correlation energy possible to retrieve by LPNO approach com-
pared to the canonical version of the method. Then, we performed
a similar test on oxo-Mn(Salen) in a double-ζ basis set and subse-
quently performed a calculation using up to a quadruple-ζ basis set,

far beyond the capabilities of the canonical implementation. This
way, we were able to investigate the effect of dynamic correlation
in the basis sets of size previously unfeasible. Moreover, we explored
the impact of active space composition on the spin state ordering of
oxo-Mn(Salen) in order to shed light into previously varying claims
about its ground state.

In the rest of this paper, we will use the acronym TCCSD(e, o)
to denote a DMRG-TCCSD calculation, in which the active space
of DMRG consists of e electrons in o orbitals. In the same man-
ner, LPNO-TCCSD(e, o) denotes the calculation with the CC part
performed employing the LPNO approach.

II. THEORY AND IMPLEMENTATION

A. DMRG-based tailored coupled clusters
The tailored coupled cluster method, which belongs to the class

of externally corrected methods, employs the split-amplitude wave
function ansazt proposed by Kinoshita et al.14

�ΨTCC� = eT �Φ0� = eText+TCAS �Φ0� = eTexteTCAS �Φ0�, (1)

where the cluster operator T is split into two parts: TCAS which con-
tains the active amplitudes obtained from an external calculation
and Text which contains the external amplitudes, with |Φ0� being the
reference wave function.

In our implementation, we employed the DMRG method to
obtain the active amplitudes. Using the DMRG algorithm, we first
optimize the wave function, which is provided in matrix product
state (MPS) form

�ΨMPS� =�{α}A
α1Aα2�Aαk �α1α2�αk�, (2)

where α ∈ {|−�, |↓�, |↑�, |↓↑�} and Aαi are MPS matrices. These
are then contracted to obtain CI coefficients for single and double
excitationsC.73,74 Using the relations between CI and CC coefficients

T(1)CAS = C(1), (3)

T(2)CAS = C(2) − 1
2
[C(1)]2, (4)

we are able to acquire their respective amplitudes, which are subse-
quently introduced into a CC calculation. At this point, these active
amplitudes are kept frozen, while the remaining amplitudes Text are
optimized by solving the equations

�Φa
i �HeTexteTCAS �Φ0�c = 0 {i, a} ⊄ CAS, (5)

�Φab
ij �HeTexteTCAS �Φ0�c = 0 {i, j, a, b} ⊄ CAS, (6)

analogous to the standard CCSD equations. This way, the active
amplitudes account for static correlation, and by optimizing the
external amplitudes, we are able to recover the remaining dynamic
correlation.

B. The LPNO approach for DMRG-TCCSD
The first step in LPNO methods is the localization of internal

orbitals and subsequent transformation of virtual space to a PNO
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basis. This process can be divided into three distinct steps. First,
based on the MP2 calculation, pair energies and MP2 amplitudes
are calculated. From these, pair density matrices are constructed for
pairs of occupied orbitals and by their subsequent diagonalization
PNOs are acquired.

Since approximations are made during this procedure, the
accuracy of the method is controlled mainly by two cut-off param-
eters. The first, TCutPairs, limits the number of occupied orbital pairs
chosen for CCSD correlation treatment based on their respective
pair energies. The remaining weak pairs are then treated solely at
the MP2 level. The second, TCutPNOs, determines the truncation of
the PNO expansion for a given pair, based on the PNO occupation
numbers.

In order to make the LPNO-TCCSDmethod function properly,
we considered crucial to maintain the properties of the canonical
TCCSD method as well as the behavior of the original LPNO-CCSD
method. Just like the latter, it should maintain smooth dependence
of retrieved canonical correlation energy with respect to a change in
the cut-off parameters. Moreover, it is necessary to perform the PNO
transformation in such a way that the active orbitals in the new basis
exactly align with the orbitals in the original MO basis. Failing to
do so would result in a mismatch between the orbitals and imported
amplitudes. For the same reason, it is required for active orbitals to
pass both TCutPairs and TCutPNOs screenings.

Because we implemented LPNO-TCCSD in the spin-
unrestricted version of the LPNO-CCSD code, the following steps
will be described in the respective formalism.61 Also, for more
compact notation, we will write σσ′tabij = taσbσ′iσ jσ′ .

First, for each pair of occupied orbitals ij, we construct the MP2
amplitudes

ααtabij = − Kab
ij − Kba

ij

faa + fbb − fii − fjj , (7)

αβtabij = − Kab
ij

faa + fbb − fii − fjj , (8)

from exchange integrals Kab
ij and orbital energies fpp. The ββ case is

constructed analogously as the αα case. Subsequently, we replace the
active amplitudes, for which {i, j, a, b} ⊂ CAS, with the amplitudes
imported from a DMRG calculation. At this point, the first cut-off
parameter comes into play. For each pair, we calculate an MP2 pair
energy, and if it is larger than TCutPairs, the pair is kept for further
correlation treatment. To ensure that none of the active amplitudes
is discarded, we circumvent this screening for all active pairs and
keep them automatically.

In the next step, the PNOs are generated. First, for given pair
ij, a pair density matrix is built from the matrix Tij

σσ′ containing the
amplitudes σσ′tabij ,

Dij
αα = 4(Tij

αα)†Tij
αα

1 + 2Tr((Tij
αα)†Tij

αα) , (9)

(α)Dij
αβ = 2Tij

αβ(Tij
αβ)†

1 + Tr(Tij
αβ(Tij

αβ)†) , (10)

(β)Dij
αβ = 2(Tij

αβ)†Tij
αβ

1 + Tr((Tij
αβ)†Tij

αβ) . (11)

Since two sets of PNOs are needed for αβ pairs, we use the super-
scripts (α) and (β) to distinguish between them. Once again, the ββ
case is analogous to the αα case.

For an inactive pair {i, j} ⊄ CAS, we proceed directly to
diagonalization of the pair matrix to solve

Dijdijā = nijādijā (12)

and obtain set of PNOs dijā and their respective occupation numbers
nijā , where barred index refers to the PNO basis. This PNO expan-
sion is then truncated based on the second cut-off parameter. Only
PNOs with occupation numbers larger than TCutPNOs are kept, and
the remaining orbitals are discarded.

However, the process gets slightly more complicated for active
pairs {i, j} ⊂ CAS. To maintain the alignment between the orig-
inal active orbitals in MO basis and the active orbitals in PNO
basis, it is necessary to keep their coefficients untouched during
the PNO transformation. We achieve this by setting the active-
external elements of a pair density matrix to zero and replacing
the active-active part with an identity matrix. In order to also pre-
serve the correct order of the active orbitals, we add “infinitesimaly”
small positive numbers εa to the active diagonal, for which holds
that εa > εa+1. Thus, the resulting matrix has the block form (see
Fig. 1)

D̃ij = Dij
CAS ⊕Dij

ext, (13)
where

Dij
CAS = diag(1+ε1, . . . , 1+εn), (14)

(Dij
ext)ab = Dij

a+n,b+n. (15)

FIG. 1. A pair density matrix D̃
ij

for an active pair ij. The number of active virtual
orbitals is denoted by n, total number of virtuals by v.
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This way, wemake sure that after solving (12), all active orbitals have
the largest eigenvalues, which are in given order at the beginning,
and therefore pass the TCutPNOs screening.

The resulting equation for singly excited amplitudes remains
formally the same as the equation for the canonical method (5). On
the other hand, the equation for doubly excited amplitudes (6) now
becomes

�Φāb̄
ij �HeT(1)ext +T̄

(2)
ext eTCAS �Φ0�c = 0 {i, j, a, b} ⊄ CAS, (16)

with the active amplitudes formally in PNO basis.

III. COMPUTATIONAL DETAILS
The DMRG calculations were performed by the Budapest QC-

DMRG code.75 The LPNO-TCCSD method was implemented in
ORCA program package,76 which was also used to prepare the
orbitals.

In case of TME, we used CASPT2(6,6)/cc-pVTZ geometries for
seven values of the dihedral angle from our previous work.49 The
orbitals were prepared by CASSCF(6,6) calculation with the active
space containing six 2pz orbitals on carbon atoms.

In case of oxo-Mn(Salen), we used the singlet CASSCF(10,10)/
6-31G∗ optimized geometry by Ivanic et al.77 The orbitals were
optimized using the DMRG-CASSCF method78–80 in Dunning’s cc-
pVXZ X ∈ {D, T, Q} basis sets.81–83 The optimization was carried out
with fixed bond dimension M = 1024 for the smaller CAS(28,22)
and M = 2048 for CAS(28,27). The composition of these active
spaces is discussed further in Sec. IV. The orbitals were then split-
localized using the Pipek-Mezey algorithm84 in the following orbital
subspaces: internal, active doubly occupied, active singly occupied,
and active virtual.

The orbitals for DMRG were ordered using the Fiedler
method85,86 combined with some manual adjustments. All DMRG
runs were initialized by CI-DEAS procedure.41,87 We employed the
dynamical block state selection (DBSS) procedure36,88 to control the
accuracy of the larger oxo-Mn(Salen) calculations with the trunca-
tion error criterion set to 10−6. This resulted in block dimension
varying between 1000 up to 2500 block states for CAS(28,22) and up
to 8200 in case of CAS(28,27). The convergence threshold was set
to energy difference between two subsequent sweeps smaller than
10−6 a.u.

The core electrons were kept frozen throughout all coupled
cluster calculations. Auxiliary basis sets cc-pVQZ/C and cc-pV6Z/C
were used for the resolution of the identity approximation for oxo-
Mn(Salen) and TME, respectively.89,90 The default LPNO cut-off
parameters were set to TCutPNO = 3.33 × 10−7, TCutPairs = 10−4, and
TCutMKN = 10−3, and these were used unless otherwise stated. The
production runs of oxo-Mn(Salen) were performed with ORCA’s
TightPNO settings, i.e., the cut-off parameters set to TCutPNO = 10−7,
TCutPairs = 10−5, and TCutMKN = 10−4. For calculations which pur-
pose was to estimate the dependence of LPNO-TCCSD energies
on these parameters, one parameter was varied with remaining
parameters fixed to the default value. We assess the amount of
retrieved correlation energy by LPNO approach with reference to
a DMRG-TCCSD energy calculated with the traditional TCCSD
implementation.

IV. RESULTS AND DISCUSSION

A. Tetramethyleneethane
Although small, the tetramethyleneethane molecule is a chal-

lenging system due to its complex electronic structure. To correctly
describe the character of its singlet state, one needs to employ a
theory with a balanced description of both static and dynamic corre-
lations combined with a reasonably large basis set. This is the reason
why it often serves as a benchmark system for multireference meth-
ods.49,69,91–94 Moreover, it was already a subject of our previous study
with the canonical DMRG-TCCSDmethod,49 so it only seems natu-
ral to use this system to test the performance of the LPNO approach
to TCCSD. For this purpose, we investigate the behavior of the
approximation with respect to different geometries corresponding
to the rotation about its central C–C bond (see Fig. 2) and different
values of the cut-off parameters.

We only present results for a small active space corresponding
to six electrons in six 2p orbitals. This decision followed an effort to
perform the performance evaluation on three active spaces of dif-
ferent sizes. However, because of the small localization subspaces
stemming from a small number of occupied orbitals, many orbitals
remained rather delocalized. This resulted in large numbers of PNOs
necessary to maintain the accuracy, even for looser cut-off param-
eters, which ultimately rendered the LPNO approximation useless
due to its low efficiency. Therefore, we compare the performance of
LPNO-TCCSD with different sized active spaces on oxo-Mn(Salen),
which is better suited for this purpose.

At this point, we investigate the amount of correlation energy
retrieved by the LPNO-TCCSD method compared to the canonical
TCCSD method.

Figure 3 shows the dependence of the retrieved correlation
energy with respect to the cut-off parameter TCutPairs, which controls
the number of pairs treated by CCSD based on their estimated pair
correlation energies. Both singlet and triplet states show the desired
behavior and converge toward a certain value. For settings looser
than the default value of 10−4, the increasing number of pairs treated
by MP2 results in overestimation of the correlation energy. As can
be seen, for the triplet state, the method recovers consistently about

FIG. 2. Dihedral rotation of tetramethylenethane.
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FIG. 3. The percentage of correlation energy of the canonical TCCSD(6,6) calculation recovered by LPNO-TCCSD(6,6) in cc-pVTZ basis with respect to cut-off for estimated
pair correlation energies TCutPairs. The color maps on the left show the results for seven studied geometries and 1A and 3A states; the plot on the right shows the results
averaged over the geometries.

0.1% of correlation energy less than for the singlet state. This means
that the energy difference between the two states is therefore off by
about 0.7 kcal/mol compared to a canonical calculation. Regarding
the consistency of the approximation across different geometries,
the accuracy is mostly consistent, but slight discrepancies are visi-
ble around the default value of the cut-off parameter. However, the
largest difference in energies at this value is less than 0.03% canon-
ical correlation energies, which corresponds to an energy difference
smaller than 0.2 kcal/mol. Note that these differences are relevant for
singlet or triplet calculation alone.

Figure 4 shows the dependence on the second studied cut-off
parameter TCutPNOs. From 10−4, the recovered energy grows gradu-
ally when tightening the parameter resulting in 99.83% and 99.72%
of correlation energy recovered at the default value for the sin-
glet and triplet states, respectively. Again, the difference between
the geometries is less than 0.03% for each state alone. For the

smallest values, the singlet calculation retrieves more than 100% of
correlation energy, which is caused by using the default setting for
TCutPairs. This means that more pairs are treated only by perturba-
tive correction which overshoots the contributions to correlation
energy.

The observed difference in accuracy for these two cases then
might arise from the neglect of some of the terms in the current
LPNO implementation. However, this behavior should be eradicated
in the future DLPNO implementation of the method.

B. oxo-Mn(Salen)
The oxo-Mn(Salen) molecule (Fig. 5) has been a subject

of numerous computational studies motivated mainly by its role
in catalysis of the enantioselective epoxidation of unfunctional
olefins.95,96 Moreover, its closely lying singlet and triplet states

FIG. 4. The percentage of correlation energy of the canonical TCCSD(6,6) calculation recovered by LPNO-TCCSD(6,6) in cc-pVTZ basis with respect to cut-off for PNO
occupation numbers TCutPNO. The color maps on the left show the results for seven studied geometries and 1A and 3A states; the plot on the right shows the results averaged
over the geometries.
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FIG. 5. A molecule of oxo-Mn(Salen).

pose a considerable challenge for multireference methods. Over
the years, several multireference studies have been published,77,97,98
some of which employed the DMRGmethod,99–101 and recently, the
first DMRG results with dynamic correlation treatment were pre-
sented.30,102 Our aim was to contribute to these efforts by exploring
the effect of the active space and basis set dependence on the char-
acter of the ground state. With our LPNO implementation, we were
able to study the effect of dynamic correlation up to the quadruple-ζ
basis set. This would not be possible without the LPNO approxima-
tion since the cc-pVQZ basis for this system amounts to 1178 basis
functions.

In order to assess the accuracy of the LPNO-TCCSD method
with respect to active spaces of different size and investigate the dif-
ferent ground states reported at the CASSCF level, we selected two
active spaces. In accordance with the study by Wouters et al.,99 the
smaller CAS(28,22) consists of ten π orbitals on equatorial conju-
gated rings (C, N and O atoms), five 3d orbitals on Mn, three 2p
orbitals on the axial O atom, and four 2p orbitals on equatorial
N and O atoms forming σ bonds with the Mn atom. On top of
these, we added extra five orbitals on Mn resulting in CAS(28,27),

namely, 4dxy, 4dyz , and 4px, 4py, and 4s, which form σ∗ bonds
with Mn. The effect of inclusion of these particular orbitals is dis-
cussed further in the text. On top of that, we also tried to add
3p orbitals on Cl to the active space since these were included in
some of the studies,30,100 but based on the results of entanglement
analysis (one-orbital entropies), we concluded that their effect was
negligible.

First, we investigated the behavior of the LPNO approximation
in the smallest cc-pVDZ basis. The dependence of recovered corre-
lation energy for both spin states and active spaces with respect to
LPNO cut-off parameters is shown in graphs in Fig. 6. When vary-
ing TCutPairs, the curves for all four calculations converge smoothly.
The singlet and triplet curves exhibit an excellent behavior, with the
errors stemming from the approximation canceling out perfectly for
both states. In case of the smaller CAS(28,22), this is valid even for
less conservative values.

The amount of correlation energy with respect to TCutPNOs
parameter changes smoothly toward 100%with smaller values. With
the default settings, we were able to recover over 99.85% correlation
energy for the smaller and over 99.78% for the larger active space.
The method overshoots for TCutPNOs over 3.33 × 10−8 for the same
reason as with TME, i.e., the fixed TCutPairs parameter. Also the small
consistent gap between singlet and triplet curves disappears with
smaller cutoff for estimated pair correlation energies. As can be seen
from Table I, although the absolute energies acquired with tighter
cutoffs seem to be slightly worse, these settings noticeably improve
the reproduction of the canonical singlet-triplet gap.

For this system, the treatment of different spin states is balanced
due tomore effective cancellation of errors compared to TME. How-
ever, a difference in accuracy arises between the larger and smaller
CAS, with slightly better retrieval of correlation energy in the latter.
Similarly to TME, this can be attributed to a neglect of certain terms
in the LPNO implementation of the CC method.

FIG. 6. The percentage of correlation energy of oxo-Mn(Salen) retrieved by LPNO-TCCSD in cc-pVDZ basis with respect to canonical TCCSD calculations as a function of
cut-off for estimated pair correlation energies TCutPairs (left) and cut-off for PNO occupation numbers TCutPNO (right). The thin dashed lines in the right plot represent the values
for TCutPairs = 0.
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TABLE I. Energy differences in kcal/mol between LPNO-TCCSD calculations with
different settings of cut-off parameters and equivalent canonical calculations on oxo-
Mn(Salen) in cc-pVDZ.

CAS(28,22) CAS(28,27)

Default TightPNO Default TightPNO

1A 2.53 4.50 4.91 6.47
3A 2.47 4.55 5.51 6.50
�ET−S −0.07 0.04 0.60 0.03

Since the method is based on the original LPNO-CCSD imple-
mentation in ORCA, we focused mostly on the accuracy assess-
ment and did not perform an extensive study of time efficiency
as the speed-up with respect to canonical method was expected to
be very similar to the one achieved by the single-reference CCSD
method. As a rough estimate on timing, the LPNO-TCCSD(28,27)
calculation with default cutoffs was 20 times faster compared to the
canonical calculation, and even with TightPNO settings, an order
of magnitude speedup was achieved. The full DMRG procedure
took significantly longer time also due to the SCF optimization
steps.

After the accuracy assessment, we approached the actual sys-
tem. The first step was to obtain the energies of Wouters et al.99
with our smaller CAS(28,22) considering that this study reports on
the composition of the active space in detail. We successfully repro-
duced their results establishing the triplet ground state, but since
several later studies reported significantly lower energies of both
states101,102 with the CAS of the same size or smaller, we wanted to
investigate this further.

Therefore, we included, on top of three orbitals forming the σ∗
bonds, additional 4dxy, 4dyz to examine how much the double-shell
effect influences the stability of these states. With this active space,
we obtained significantly lower energies (partially due to the larger
number of variational parameters), and more importantly, the two
states switched resulting in the singlet ground state. The energies can
be found in Table II.

Based on the diagrams of mutual information plotted in Fig. 7,
we assume that the orbitals responsible for considerable decrease in
energy are mainly the antibonding σ∗ and partially the 4dyz orbitals.
As expected, these are strongly correlated with the respective bond-
ing orbitals. Since their effect is the same for both states of interest,
the remaining 4dxy has to cause the change in the ground state. This
change can be then easily explained when we consider that in singlet
state, the valence 3dxy orbital is fully occupied and therefore the 4dxy
orbital stabilizes the singlet via the double-shell effect. This claim
is supported by the fact that mutual information between the two
orbitals is fairly large in case of the singlet state. Even though its
value in the diagram is of an order of magnitude 10−2, out of the
remaining values of the same order, it is in fact one of the largest,
namely, 0.086, while in case of the triplet state, its value is merely
a fraction, i.e., 0.026. Moreover, this orbital was also present in the
study by Stein and Reiher,101 who obtained the singlet ground state
as well, with very similar energy difference between the two states.

When dynamic correlation is added to the calculation by the
LPNO-TCCSD method, a significant shift in energies occurs. Look-
ing at the energies of the triplet state, we can observe that the extra
orbitals in the larger CAS seem to contribute solely to the dynamic
correlation at the CASSCF level since the LPNO-TCCSD energies
are virtually the same for both active spaces. Singlet energies, on
the other hand, differ depending on the active space, which can be
attributed to the effect of aforementioned static correlation from

TABLE II. The singlet and triplet energies of oxo-Mn(Salen) E + 2251 in atomic units and the difference �ET−S = E(3A) − E(1A) in kcal/mol. Results for different active spaces
and in various basis sets.

cc-pVDZ cc-pVTZ cc-pVQZ
1A 3A �ET−S

1A 3A �ET−S
1A 3A �ET−S

DMRG-CASSCF(28,22)99 −0.7509 −0.7593 −5.3
DMRG-CASSCF(26,21)101 −0.7963 −0.7954 0.6
DMRG-CASSCF(28,22)102 −0.7991 −0.8002 −0.7 −0.9957 −0.9926 1.9 −1.0449 −1.0418 1.9
DMRG-CASSCF(28,22) −0.7502 −0.7582 −5.0 −0.9402 −0.9473 −4.5 −0.9891 −0.9961 −4.4
DMRG-CASSCF(28,27) −0.8803 −0.8791 0.8 −1.0717 −1.0697 1.2 −1.1210 −1.1187 1.5

TCCSD(34,25)30 a −2.7273 −2.7330 −3.6
MRLCC(28,22)102 −3.2830 −3.2600 14.4 −4.1303 −4.1310 −0.5
NEVPT2(28,22)102 −3.0109 −2.9990 7.4 −3.8437 −3.8463 −1.6 −4.1441 −4.1481 −2.4
DLPNO-CCSDb −3.0476 −3.0714 −14.9 −3.8702 −3.8919 −13.6 −4.1479 −4.1700 −13.9
DLPNO-CCSD(T)b −3.1986 −3.2071 −5.3 −4.0742 −4.0794 −3.3 −4.3672 −4.3735 −4.0
LPNO-TCCSD(28,22) −3.1455 −3.1554 −6.2 −3.9698 −3.9798 −6.3 −4.2479 −4.2578 −6.3
LPNO-TCCSD(28,27) −3.1491 −3.1550 −3.7 −3.9749 −3.9798 −3.1 −4.2531 −4.2578 −2.9

aThese values were obtained with split-localized ROHF triplet orbitals.
bThese calculations were performed with orbitals from the DMRG-CASSCF(28,27) calculation.
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FIG. 7. Split-localized orbitals and their
mutual information for 1A (left) and 3A
(right) states of oxo-Mn(Salen) with the
cc-pVDZ basis in CAS(28,27).103 The
mutual information is color-coded: the
black lines correspond to the strongest
correlations (10−1), pink (10−2), and
gray (10−3). One-site entropy values are
represented by a color gradient of the
respective dot, red being the largest
value and white being zero.

the inclusion of 4dxy orbital. Nonetheless, irrespective of the active
space, we found the ground state to be a triplet with slightly larger
singlet-triplet gap for the smaller CAS. This is in agreement with our
previously published results,30 in which we used canonical TCCSD,
but only with orbitals coming from an ROHF calculation.

In addition, we carried out single-reference DLPNO-CCSD
and DLPNO-CCSD(T) calculations. These were performed with
DMRG-CASSCF(28,27) reference due to the inability to converge
UHF calculation for the singlet state. The results show that the
single-reference treatment of dynamical correlation favors the triplet
ground state. Although the observed gap at the DLPNO-CCSD level
is significantly larger than for multireference methods with the addi-
tional contributions of perturbative triples, we acquired very similar
values to the DMRG-TCCSD(28,27) method.

Furthermore, all results remain consistent with larger basis sets.
Going from DZ to QZ basis at the CASSCF level, the ground state of
the particular CAS slightly stabilizes. Although no significant change
occurs for the singlet-triplet gap by including dynamic correlation
in the smaller CAS, the size of the gap decreases for larger CAS. This
change roughly corresponds to what was observed at the CASSCF
level.

Comparing these results to those published by Sharma et al.,102
we conclude that employing larger basis set does not qualitatively
affect the ground state. Since we have shown that the system is
quite sensitive to composition of the active space and apart from
DZ, their energies agree very reasonably with ours, we suppose
there might have been some inconsistency in the active space for
DMRG-CASSCF in the smallest studied basis set. Especially our best
result LPNO-TCCSD(28,27) is in excellent agreement with the best
available NEVPT2(28,22) in cc-pVQZ basis.

Regarding the future endeavors with this system, we would sug-
gest a geometry reoptimization. Although the used geometry serves
as a useful benchmark for the reason that it is frequently used by
several different groups, since the introduction of dynamic correla-
tion, the optimization at CASSCF(10,10)/6-31G∗ appears to be fairly
inadequate.

V. CONCLUSIONS
We introduced a new version of the DMRG-TCCSD method,

which employs the local pair natural orbital approach. The method

has been implemented in ORCA presently at the singles and doubles
level.

We performed accuracy assessment of the method employ-
ing two systems, which were previously studied by the canonical
TCCSD method. Regarding tetramethyleneethane, we were able to
retrieve over 99.7% for the triplet state and over 99.8% for the sin-
glet state, while using the default settings of cut-off parameters.
For oxo-Mn(Salen), the amount of retrieved correlation was depen-
dent on the size of the active space used, ranging from 99.6% for
the larger CAS(28,27) to 99.8% for smaller CAS(28,22). Despite
this dependence, an excellent agreement was achieved concern-
ing the accuracy between the spin states. Using the default set-
tings resulted in singlet-triplet gap being off by 0.6 kcal/mol and
with tighter cut-offs only 0.04 kcal/mol compared to the canonical
calculation.

Furthermore, we investigated the previously unexplored prob-
lem of varying reports of different ground states of oxo-Mn(Salen)
at the CASSCF level. We discovered that this inconsistency most
likely originates from the composition of CAS. In particular, we
found that the orbital responsible for stabilizing the singlet state is
the 4dxy orbital via the double-shell effect. However, by employing
the dynamic correlation treatment with LPNO-TCCSD, regardless
of the basis set, the ground state was unambiguously found to be a
triplet.

Regarding the future of the method, we plan to implement the
DLPNO version of the TCCSD, which we hope to further enhance
capabilities of the method and also include the perturbative triples
correction for even more accurate results.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional information on
oxo-Mn(Salen)—the split-localized DMRG-CASSCF(28,27) orbitals
used for LPNO-TCCSD calculations and the retrieval of correlation
energy as the function of both TCutPairs and TCutPNO parameters.
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ABSTRACT: We present a new implementation of density matrix renormaliza-
tion group based tailored coupled clusters method (TCCSD), which employs the
domain-based local pair natural orbital approach (DLPNO). Compared to the
previous local pair natural orbital (LPNO) version of the method, the new
implementation is more accurate, offers more favorable scaling, and provides more
consistent behavior across the variety of systems. On top of the singles and
doubles, we include the perturbative triples correction (T), which is able to
retrieve even more dynamic correlation. The methods were tested on three
systems: tetramethyleneethane, oxo-Mn(Salen), and iron(II)−porphyrin model.
The first two were revisited to assess the performance with respect to LPNO-
TCCSD. For oxo-Mn(Salen), we retrieved between 99.8 and 99.9% of the total
canonical correlation energy which is an improvement of 0.2% over the LPNO
version in less than 63% of the total LPNO runtime. Similar results were obtained
for iron(II)−porphyrin. When the perturbative triples correction was employed, irrespective of the active space size or system, the
obtained energy differences between two spin states were within the chemical accuracy of 1 kcal/mol using the default DLPNO
settings.

1. INTRODUCTION
Since its introduction to quantum chemistry,1 the coupled
cluster (CC) approach has become one of the most widely used
methods for accurate calculations of dynamic correlation. It
offers numerous favorable properties, such as compact
description of the wave function, size-extensivity, invariance to
rotations within occupied or virtual orbital subspaces, and also a
systematic hierarchy of approximations converging toward the
full configuration interaction (FCI) limit.2 For instance, the
CCSD(T) method,3 which includes connected single, double,
and perturbative triple excitations, is notoriously referred to as
the gold standard of quantum chemistry.2

Although the CC method performs well for single reference
molecules, it becomes fairly inaccurate or breaks down
completely for systems with strongly correlated electrons.
Such systems are multireference in nature since they include
quasi-degenerate frontier orbitals. This situation is common
during dissociation processes, in diradicals, or in compounds
containing transition metals. Over the years, numerous efforts to
generalize the CC ansatz and thus overcome this drawback gave
rise to a broad family of multireference CC methods
(MRCC).4−6

A possible approach for including static correlation in the CC
scheme is to employ a different method such as complete active
space self-consistent field (CASSCF) or multireference
configuration interaction (MRCI) in order to extract the
information about the most important excitations.7−29 The

retrieved information can then be introduced to a CC
calculation as an external correction. One such method is
tailored CC with single and double excitations (TCCSD)
proposed by Kinoshita et al.,14 which draws on the split-
amplitude ansatz by Piecuch et al.,18 in which the cluster
operator corresponding to single and double excitations is split
into two parts. The active part is imported from a complete
active space configuration interaction (CAS-CI) and kept fixed,
while the external amplitudes are iterated using the standard
CCSD framework. We recently extended this approach by using
the density matrix renormalization group (DMRG) method to
obtain the active space amplitudes.30,31 Related externally
corrected CC approaches employ fixed T3 and T4 amplitudes
obtained from MRCI32 or from stochastic CI33 and iterate all
singles and doubles in their presence. Compared to TCC, this
has the advantage that the active space T1 and T2 can reflect the
dynamic correlation outside of the active space, but one pays the
price of a much larger number of the T3 and T4 amplitudes
involved.

Received: January 20, 2020
Published: April 10, 2020

Articlepubs.acs.org/JCTC

© 2020 American Chemical Society
3028

https://dx.doi.org/10.1021/acs.jctc.0c00065
J. Chem. Theory Comput. 2020, 16, 3028−3040

D
ow

nl
oa

de
d 

vi
a 

C
H

A
R

LE
S 

U
N

IV
 IN

 P
R

A
G

U
E 

on
 D

ec
em

be
r 8

, 2
02

0 
at

 2
2:

42
:4

2 
(U

TC
).

Se
e 

ht
tp

s:
//p

ub
s.a

cs
.o

rg
/s

ha
rin

gg
ui

de
lin

es
 fo

r o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

is
he

d 
ar

tic
le

s.



The DMRG method, which originated in solid-state
physics,34−36 is nowadays well established in quantum chemistry
for the treatment of strongly correlated systems.37−45 As a
numerical approximation to FCI, it can handle significantly
larger active spaces compared to the conventional methods.
However, even then the prohibitive scaling does not allow one to
include dynamic correlation and it is therefore necessary to
employ some “post-DMRG” procedure. Many different
attempts have been made to tackle this limitation for example
with the complete active space perturbation theory
(CASPT2),46 Cholesky decomposition n-electron valence
state perturbation theory (NEVPT2),47 MRCI using cumulant
reconstruction with internal contraction of DMRG wave
function,48 canonical transformation,49 matrix product state
(MPS) based formulation of multireference perturbation
theory,50 DMRG pair-density functional theory,51 and also our
aforementioned CC tailored by MPS wave functions (DMRG-
TCCSD).30,52,53

Even though the DMRG-TCCSD method offers a reasonably
efficient treatment of both static and dynamic correlation,54 its
application to larger systems is hampered by the unfavorable
scaling of the CCSD part of the calculation. With such a steep
scaling, even massive parallelization is not sufficient to make the
method applicable to molecules with hundreds of atoms. To
overcome this issue, Pulay proposed to exploit the locality of the
electron correlation.55,56 Due to its short-range character for
non-metallic systems, it is possible to take advantage of sparsity
of the Hamiltonian matrix by employing the basis of localized
orbitals.
Although the occupied orbital space can be easily localized

using a variety of appropriate methods,57−59 for the virtual space
things get slightly more complicated. In their first works on
locality, Pulay and Sæbø used projected atomic orbitals
(PAOs),60,61 which were also used by Werner and Schütz in
the local CC method.62−66 In this approach, each localized
occupied orbital is assigned a domain of PAOs obtained by
projecting out the occupied orbital components from atomic
orbitals. The pairs of occupied orbitals are subsequently
classified according to their real space distance and treated at
either coupled cluster level (strong pairs), perturbative level
(weak and distant pairs), or neglected altogether (very distant
pairs).
Another idea how to make use of locality is based on the

concept of dividing a large system into smaller segments and
performing the calculations on each of these subsystems
separately. Among such approaches belong the divide−
expand−consolidatemethod,67,68 the divide-and-conquermeth-
od,69 the incremental method,70 the local natural orbital
method,71 and the fragment molecular orbital method.72 The
closely related cluster-in-molecule method73 is based on energy
decomposition into contributions corresponding to individual
occupied orbitals.
Possibly the most effective way of virtual space truncation is,

however, the use of pair natural orbitals (PNOs), which are
known to provide compact parametrization of the virtual space.
They were first used in the 1960s by Edmiston and Kraus74 and
later by Meyer,75−79 Ahlrichs and co-workers.80,81 For many
years, the progress in the area of PNO-based methods stalled,
until their revival in 2009, when the new local pair natural orbital
(LPNO) variants of CEPA andCCSDmethods were introduced
by Neese et al.82−85 The cornerstone of this approach, the idea
to use PNOs in combination with localized occupied orbitals,

was later developed into the more advanced domain-based local
pair natural orbital (DLPNO) methods.86−89

In these, PNOs were expressed as a linear combination of
PAOs in a pair domain, which ultimately removed the
bottleneck of previous PNO methods and achieved genuine
linear scaling. For instance, the resulting DLPNO-CCSD
method is applicable to systems with hundreds of atoms and
thousands of basis functions, which renders the prior SCF
calculation possibly computationally more demanding than the
actual correlation treatment.
Moreover, the PNO-based approaches possess many

desirable properties, which allow them to be used in a black
box fashion. They provide a very compact description of the
virtual space, which makes it computationally feasible to use
sufficiently large domains of PAOs, something that would be too
costly for a purely PAO-based approach. They use a limited
number of cutoff parameters, which do not involve any real
space distance and the calculated correlation energy smoothly
depends on the values of these parameters.
Currently, PNO-based methods are developed in a number of

groups including those of Werner90−93 and Haẗtig94−96 and are
widely employed in the context of various systems of chemical
interest.97−106 Apart from single-reference methods, the
methodology was also successfully applied to multireference
CC techniques.107−110

In this article, we build upon the previous investigation of our
LPNO-TCCSD method111 and introduce the newly imple-
mented DLPNO-TCCSD and DLPNO-TCCSD(T) methods.
On the basis of our experience, we revisit the molecule of
tetramethyleneethane (TME) and address the drawbacks of the
former method. The performance of the new approximation is
then assessed using two benchmark systems, namely, oxo-
Mn(Salen) and a model of iron(II)−porphyrins (FeP).

2. THEORY AND IMPLEMENTATION
2.1. DMRG-Based Tailored Coupled Clusters. The

tailored coupled cluster method,14 which belongs to the class
of externally corrected methods, employs the split-amplitude
wave function ansatz proposed by Piecuch et al.18

|Ψ ⟩ = |Φ ⟩ = |Φ ⟩ = |Φ ⟩+e e e eT T T T T
TCC 0 0 0

ext CAS ext CAS (1)

where |Φ0⟩ is the reference wave function and the cluster
operator T is split into two parts: TCAS which contains the active
amplitudes obtained from an external calculation and Text which
contains the external amplitudes, i.e., the amplitudes with at least
one index outside the CAS space. Another way to justify this
ansatz is the formulation of CC equations on the basis of
excitation subalgebras recently introduced by Kowalski.112,113

In our implementation, we employed the DMRG method to
obtain the active amplitudes. Using the DMRG algorithm, we
first optimize the wave function, which is provided in the MPS
form

∑ α α α|Ψ ⟩ = | ⟩
α

α α α

{ }
A A A... ... kMPS 1 2

k1 2

(2)

where α ∈ {|−⟩, |↓⟩, |↑⟩, |↓↑⟩} and Aαi are MPS matrices. These
are then contracted to obtain CI coefficients for single and
double excitations C.114,115 Using the intermediate normal-
ization and the relations between CI and CC coefficients
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T C

T C C

(3)

1
2

(4)

CAS
(1) (1)

CAS
(2) (2) (1) 2

we are able to acquire the respective CC amplitudes, which are
subsequently introduced into the CC calculation. At this point,
these active amplitudes are kept frozen, while the remaining
amplitudes in Text are optimized by solving the equations

⟨Φ | |Φ ⟩ = { } ⊆ ̷

⟨Φ | |Φ ⟩ = { } ⊆ ̷

H i a

H i j a b

e e 0 , CAS (5)

e e 0 , , , CAS (6)

i
a T T

c

ij
ab T T

c

0

0

ext CAS

ext CAS

analogously to the standard CCSD equations. This way, the
active amplitudes account for static correlation, and by
optimizing the external amplitudes, we are able to recover the
remaining dynamic correlation. The effect of dynamic
correlation on TCAS is neglected, which is an approximation
inherent in the TCC method.
Due to the two-body Hamiltonian, TCC recovers the DMRG

energy for Text = 0. In the limit of CAS including all orbitals, FCI
energy is recovered, although the TCC energy does not behave
monotonously when extending the CAS space.53 Nevertheless,
in practice the optimal CAS size related to the energy minimum
can be determined with low cost DMRG calculations.53 In
addition, a quadratic error bound valid for DMRG-TCC
methods is also derived.53

On top of the TCCSD routine, the perturbative triples
correction can be applied.15 However, in order to prevent the
double counting of static correlation, it is necessary to omit the
terms that include the active amplitudes. This can be
straightforwardly achieved by setting all active single and double
amplitudes to zero during the calculation of the (T) correction.
2.2. Domain Local Pair Natural Orbital Approximation

for TCCSD. The presented method is based on the open-shell
DLPNO-CCSD code as implemented in ORCA.116 In this
section, we briefly outline DLPNO-CCSD and describe the
modifications that were made to accommodate the tailored
version of the method.
As in all PNO-based local methods, the whole process starts

with the localization of the occupied orbitals. On the basis of our
previous experience,111 we opt for the split-localization scheme,
where the orbitals are separately localized within four distinct
orbital subspaces: doubly occupied external, doubly occupied
active, singly occupied active, and active virtual. Such choice has
been shown to provide a set of orbitals which yield a reasonable
convergence behavior of the DMRG procedure,117 without
influencing the DMRG energy.
The next step is the construction of orbital domains. Using the

idea of Werner et al.,118,119 we first construct PAOsi
kjjjjjj

y
{zzzzzz∑μ μ|∼ ⟩ = − | ⟩ | ⟩i1

i (7)

by projecting out the localized occupied and active orbitals |i⟩
from the original set of atomic orbitals |μ⟩. The acquired orbitals
are subsequently normalized, and the orbital domains are
constructed on the basis of the differential overlap integrals

∫ ϕ ϕ= | | | |μ μ∼ r(DOI) di i
2 2 3

35 (8)

between PAOs and the set of occupied and active orbitals. Here,
the first prescreening parameter comes into playfor a given

occupied orbital i, only PAOs for which (DOI)iμ > TCutDO are
included within its domain. Also, if an atom contains at least one
PAO, all PAOs belonging to this atom are considered for further
domain construction.
At this point, the main difference of the TCC approach

compared to the conventional DLPNO-CCSD is that all active
indices including the active virtuals are formally treated as singly
occupied. Moreover, in the following dipole prescreening, it is
ensured that every active occupied pair (i.e., a pair with both
active indices) automatically survives the dipole prescreening.
After the prescreenings, unrestricted MP2 pair energies εij

PAO

are calculated and used to categorize occupied orbital pairs ij
into three classes, on the basis of the preset cutoff parameters.
Specifically, the active pairs and the pairs with energies larger
than TCutPairs are classified as strong, while the rest is either weak
or neglected according to a related parameter. The whole
process is executed in two consecutive steps. First, a crude
screening is performed in smaller domains using loose
thresholds, followed by the second screening in which the
strong and weak pairs are again distributed between the three
categories, but this time with finer thresholds. The strong pairs
are then passed to the next stage, while the remaining pair
energies are stored as a correction to the final energy

∑ ∑ ∑ε ε εΔ = + +E
ij

ij
ip

ip
pq

pqCutPairs

weak
PAO

weak
PAO

weak
PAO

(9)

where i, j are indices of doubly and p, q of singly occupied
orbitals. If the perturbative triples correction is invoked, the final
weak pairs with energies higher than 0.01TCutPairs are also saved
for later use.
Afterward, using the nonredundant PAOs, the NEVPT2 pair

densities, Dij, are constructed for the surviving pairs which do
not contain any explicit information about the tailored CAS
space. These are diagonalized to obtain PNO expansions dij,
which are then truncated on the basis of the cutoff parameter
TCutPNO. Only PNOs with occupation numbers larger than its
value are kept, and the remaining orbitals are discarded. The
final PAO/PNO transformation matrix for a given pair is then
obtained by enlarging the former transformationmatrix by a unit
matrix

= ⊕S I dij
N

ij
CAS (10)

whereNCAS is the number of active SOMOs and virtual orbitals;
see Figure 1. While this artificially increases the final number of
PNOs, it barely increases the computational time. Singles PNOs
are obtained in the same manner from the densities which are
computed as

= †D t tpp
pp pp
(1) (1)

(11)

where the amplitudes are

∑ μ ν
ε ε=

⟨ ∼ || ∼ ⟩
− −μ ν μ ν∼ ∼ ∼ ∼

p p

f
t

2pp
pp pp

pp

(1)

pp pp pp pp (12)

where f pp are diagonal Fock matrix elements. Furthermore, the
pair energies are recalculated in the new truncated PNO basis,
and the differences between them and the original MP2
estimates in the PAO basis
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ε ε ε ε

ε ε

Δ = − + −

+ −

E ( ) ( )

( )

ij
ij ij

ip
ip ip

pq
pq pq

CutPNO

strong
PAO PNO

strong
PAO PNO

strong
PAO PNO

(13)

are stored as a correction to the final energy.
The resulting equations for singly excited amplitudes (eq 5)

now become

⟨Φ | |Φ ⟩ = { } ⊆ ̷̅ ̅ + ̅H i ae e 0 , CASi
a T T T

c0
ext
(1)

ext
(2)

CAS (14)

where the barred index a i̅ndicates PNO basis. Similarly, the
equations for doubly excited amplitudes (eq 6) become

⟨Φ | |Φ ⟩ = { } ⊆ ̷̅ ̅ ̅ + ̅H i j a be e 0 , , , CASij
a b T T T

c0
ext
(1)

ext
(2)

CAS

(15)

Once these equations are solved, the stored corrections (eqs 9
and 13) are added to the acquired energy. Except the fact that
the active amplitudes are “frozen” during the CCSD iterations,
these equations are identical to single-reference DLPNO-CCSD
as implemented in ORCA.89

2.3. Perturbative Triples Correction to DLPNO-TCCSD.
To calculate the triples correction using the DLPNO
approach,120,121 it is first necessary to identify relevant compact
parametrization of virtual space for every triple ijk. Domains for
these triples are created as a union of i, j, and k domains, and the
ij, jk, and ik pair densities are created within these triples
domains.
Next, the triples densities are constructed by averaging over

the respective pair densities

= + +D D D D1
3

( )ijk ij jk ik
(16)

where the triple ijk is composed either of three strong pairs or of
two strong and a weak pair, as it has been previously shown that
using only the strong pairs is insufficient.120 Since the
amplitudes for weak pairs are not known prior to the triples
calculation, the approximate MP2 amplitudes are used. The
process then continues analogously to the construction of PNOs
in CCSD.

Once the densities are constructed, they are diagonalized in
order to obtain the triple natural orbitals (TNOs) and their
corresponding natural occupation numbers. The TNO ex-
pansion is then truncated on the basis of the occupation
numbers and the cutoff parameterTCutTNO, and from the orbitals
that passed the screening a transformationmatrix is formed. This
matrix is enlarged by a unit matrix of dimension NCAS, and its
final form is used to transform the integrals and amplitudes and
subsequently to calculate the energy correction. As in the
canonical version of the method, all active single and double
amplitudes are set to zero during the calculation of the
correction to prevent double-counting.

3. COMPUTATIONAL DETAILS
The DMRG calculations were performed by the Budapest QC-
DMRG code.122 The DLPNO-TCCSD and DLPNO-TCCSD-
(T) methods were implemented in the ORCA program
package,116 which was also used to prepare the orbitals.
Prior to DMRG calculations, we split-localized the orbitals by

the Pipek−Mezey method58 in the following orbital subspaces:
internal, active doubly occupied, active singly occupied, and
active virtual. Orbital ordering was subsequently optimized
using the Fiedler method123,124 combined with minor manual
adjustments. All DMRG runs were initialized by the CI-DEAS
procedure44,125 and employed the dynamical block state
selection (DBSS) procedure39,126 to control the accuracy of
the calculation, with the truncation error criterion set to 10−6.
The convergence threshold was set to energy difference between
two subsequent sweeps smaller than 10−6 a.u.
The core electrons were kept frozen throughout all coupled

cluster calculations. The default set of DLPNO cutoff
parameters TCutPNO = 3.33 × 10−7, TCutPairs = 10−4, TCutMKN =
10−3, and TCutDO = 10−2 was employed unless otherwise stated.
The other settings, referred to as TightPNO, were used for
production runs: TCutPNO = 10−7, TCutPairs = 10−5, TCutMKN =
10−3, and TCutDO = 5.0 × 10−3. For perturbative triples the
default value of relevant cutoff parameter is TCutTNO = 10−9 for
both sets of settings. To estimate the dependence of DLPNO-
TCCSD energies on these parameters, one parameter was varied
with the remaining parameters fixed to the default value. We
assess the amount of retrieved correlation energy by DLPNO
approach with reference to the DMRG-TCCSD energy
calculated with the canonical TCCSD implementation.
For TME, we used CASPT2(6,6)/cc-pVTZ geometries for

seven values of the dihedral angle from our previous work.54 The
orbitals were prepared by CASSCF(6,6) calculation with the
active space containing six 2pz orbitals on carbon atoms. The cc-
pV6Z/C auxiliary basis set was used for the resolution of the
identity (RI) approximation.127

For oxo-Mn(Salen), we used the singlet CASSCF(10,10)/6-
31G* optimized geometry by Ivanic et al.128 The orbitals were
optimized using the DMRG-CASSCF method129−131 in
Dunning’s cc-pVXZ, X ∈ {D,T,Q}, basis sets.132−134 The
optimization was carried out with fixed bond dimension M =
1024 for the smaller CAS(28,22) andM = 2048 for CAS(28,27).
The composition of these active spaces is discussed further in
detail in the previous work.111 The cc-pVQZ/C auxiliary basis
set was used for RI.135

Finally, the calculations on FeP were performed at the triplet
geometry from the previous study of Li Manni and Alavi,136 with
CASSCF/def2-SVP orbitals, for three distinct active spaces,
which were selected on the basis of the entanglement analysis.
For the largest CASDMRG-CASSCFwas applied, with the fixed

Figure 1.An illustration of the PAO/PNO transformationmatrix for an
active pair ij in DLPNO-TCC. The original transformation matrix dij,
with N being the number of PNOs, is enlarged by an identity matrix of
size NCAS, which is formally composed of two blocks corresponding to
singly occupied (blue) and virtual orbitals (red) included in the active
space.
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bond dimensionM = 1024. The def2-SVP and def2-TZVP basis
sets137 were used with the def2-TZVPP/C auxiliary basis set138

for RI.

4. RESULTS AND DISCUSSION
4.1. Tetramethyleneethane. Although small, the tetrame-

thyleneethane molecule is a challenging system due to its
complex electronic structure. To correctly describe the character
of its singlet state, one needs to employ a theory with a balanced
description of both static and dynamic correlation combined
with a reasonably large basis set. This is the reason why it often
serves as a benchmark system for multireference meth-
ods.54,107,139−142 We previously studied the system with the
canonical DMRG-TCCSD method,54 as well as with its LPNO
version.111 In the latter, we encountered an issue with different
accuracy for singlet and triplet states, which we attributed to the
neglect of some terms in the LPNO-CCSD implementation in
ORCA. For this reason, we revisit the system to investigate the
improvement by the new DLPNO method, which should offer
more robust approximation.
We performed calculations in seven different geometries

corresponding to the rotation about the central C−C bond of
the molecule (see Figure 2a) and different values of the cutoff

parameters. These benchmarks were performed only for TCutPairs
and TCutPNO parameters, since TCutDO does not affect the results,
unless an extremely small value is chosen. This behavior
corresponds with the observations from previous stud-
ies.89,109,110

The left plot in Figure 3 shows the dependence of retrieved
canonical correlation energy with respect to estimated pair
correlation energies cutoffTCutPairs averaged over the geometries.
Both methods converge in a similar fashion, but DLPNO-
TCCSD recovers 0.1−0.3% more correlation energy than
LPNO-TCCSD. The right plot in the same figure shows the
dependence on the second cutoff parameter, that is, PNO
occupation number TCutPNO, which is again averaged over the
geometries. Here, DLPNO-TCCSD shows noticeably faster
convergence to the canonical value compared to LPNO-
TCCSD, with more accurate correlation energies even for
higher values of the parameter. For instance, when the default
values are used, DLPNO-TCCSD extracts over 99.91% of the
canonical correlation energy.
One can notice the aforementioned discrepancy in accuracy

for the LPNO-TCCSD method, which can be explained by the
neglected terms in the UHF-LPNO formalism. DLPNO-
TCCSD does not exhibit this behavior and describes both
spin states equally well. This means that the difference of the
recovered correlation energy is less than 0.01% compared to
LPNO-TCCSD, for which this percentage is an order of
magnitude worse.
Figure 4 shows the dependence of nonparallelity error (NPE)

on TCutPNO for both LPNO and DLPNO versions of TCCSD. It

Figure 2. Dihedral rotation of tetramethyleneethane (a), a molecule of
oxo-Mn(Salen) (b), and the model of iron(II)-porphyrin (c). Color
key: iron (gray, large), manganese (violet), chlorine (green), oxygen
(red), nitrogen (blue), carbon (gray, small), and hydrogen (white).

Figure 3. Percentage of correlation energy of TME in cc-pVTZ basis retrieved by LPNO-TCCSD and DLPNO-TCCSD with respect to canonical
TCCSD calculations as a function of cutoff for estimated pair correlation energies TCutPairs (left) and PNO occupation numbers TCutPNO (right). The
plotted values are averages over the set of all geometries.

Figure 4. Nonparallelity error for TME in cc-pVTZ as a function of
cutoff for PNO occupation numbers TCutPNO.
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can be seen that the NPE is no larger than 0.17 kcal/mol for
either spin state, with very similar value for TightPNO settings,
as well as for the LPNO version.
From the chemical point of view, the most interesting

property is the behavior of the singlet−triplet gap with respect to
the cutoff parameters. It can be observed from the presented
data that this property is well described at the default and even
looser settings, which means that it can be calculated by
DLPNO-TCCSD with virtually no loss in accuracy.
4.2. oxo-Mn(Salen). The oxo-Mn(Salen) molecule (Figure

2b) has been a subject of numerous computational studies
motivated mainly by its role in catalysis of the enantioselective
epoxidation of unfunctional olefins.143,144 Due to its closely lying
singlet and triplet states it is also considered to be a challenging
system even for multireference methods. Over the years, many
multireference studies have been published,128,145,146 some of
which employed the DMRG method117,147,148 and DMRG
results with dynamic correlation treatment were presented as
well.30,111,149 This includes our previous studies, in which we
used the system as a benchmark for the predecessors of the
current method, namely, DMRG-TCCSD and its LPNO
version.
Again, we first assessed the percentage of the recovered

canonical TCCSD correlation energy with respect to the cutoff
parameter TCutPairs. The curve shown in the left plot of Figure 5

follows the same trend as that for TME and quickly converges.
This means that the retrieved correlation energy is already
converged by the value TCutPairs = 10−5. Even though the
correlation energy is not yet stable for the default value 10−4, the
difference in accuracy between two spin states is minimal. Since
we are interested in the width of the singlet−triplet gap, it
appears that even this setting provides quite reasonable
accuracy.
The right plot of Figure 5 shows the dependence on the cutoff

parameter TCutPNO. These curves smoothly approach 100% as
the parameter tightens, the behavior as observed for conven-
tional DLPNO-CCSD. However, the energies overshoot for the
very conservative values of the parameter, which is caused by
overcompensation of the neglected pairs with the MP2 pair
energy. For this reason, we calculated the same dependence also
with the tighter setting of TCutPairs = 10−5 (the thinner dotted
lines in the plot). Since for this value the correlation energies are
basically converged with respect to TCutPairs, we can observe that
the curves now smoothly converge toward 100%. The singlet−
triplet gap seems reasonably accurate for the default value of
TCutPNO and for more conservative values the difference in
accuracy completely disappears.
We also examined the effect of these cutoffs on the

perturbative triples correction recovered by DLPNO-TCCSD-
(T), which are shown in Figure 6. At the default value of TCutPairs

Figure 5. Percentage of correlation energy of oxo-Mn(Salen) in cc-pVDZ basis retrieved by DLPNO-TCCSD with respect to canonical TCCSD
calculations as a function of cutoff for estimated pair correlation energies TCutPairs (left) and cutoff for PNO occupation numbers TCutPNO (right). The
thin dashed lines in the right plot represent the values for TCutPairs = 10−5.

Figure 6. Percentage of perturbative triples correction correlation energy of oxo-Mn(Salen) in cc-pVDZ basis retrieved by DLPNO-TCCSD(T) with
respect to canonical TCCSD(T) calculations as a function of cutoff for estimated pair correlation energies TCutPairs (left) and cutoff for PNO
occupation numbers TCutPNO (right). The thin dashed lines in the right plot represent the values for TCutPairs = 10−5.
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the energies seem to be almost converged and are fully
converged at the TightPNO setting; the actually relevant
relative accuracy does not change. In the case of TCutPNO, the
curves seem to slowly converge toward 100%, which is even
more apparent when tighter cutoff on pair energies is in place.
Note that these values represent only the percentage of the
canonical triples correction, not the total correlation energy, and
for this particular system, the triples correction amounts to less
than 3% of the total correlation energy. On top of that, we
investigated the sensitivity of overall correlation energy on the
TCutTNO with the conclusion that the default value is more than
adequate; see Figure 7.

Table 1 contains the differences between DLPNO and
canonical energies for the singlet−triplet gap. Although the

errors in energies for singlet or triplet state alone are substantial
(especially for the larger CAS), the errors for the gap are well
within the chemical accuracy of 1 kcal/mol. When the
perturbative triples correction is invoked, tighter cutoffs are
preferable. The same can be observed in Figure 8, where the
chemical accuracy is achieved even with looser than default
settings. Also the behavior of the DLPNO approximation seems
quite stable with respect to the size of the active space.
When we compare these results to the previous LPNO-CCSD

calculations,111 DLPNO-TCCSD has smaller error in absolute
energies, but larger in gaps. This can be attributed to the rather
fortunate cancellation of errors in the LPNO case, but otherwise

the DLPNO implementation is more reliable due to smaller
errors in absolute energies and smooth convergence toward the
canonical correlation energies.
Moreover, we performed calculations with up to cc-pVQZ

basis set. We found the results to be consistent with the previous
LPNO-TCCSD calculations and NEVPT2(28,22), with pertur-
bative triples correction being responsible only for a minor shift
in energy; see Table 2. Even though the calculation in cc-pVQZ,

which amounts to 1178 basis functions, is perfectly within the
possibilities of the LPNO approach, it took 60% longer to finish
under the same conditions (8 cores, 30GB of memory per core)
compared to the DLPNO calculation.

4.3. Iron(II)−Porphyrin Model. Iron(II)−porphyrin de-
rivatives play important roles in reactions related to material
science and biological processes due to their closely lying spin
states. The chosenmodel has previously been a subject of several
large scale CASSCF studies,136,150 and we therefore consider it
to be an interesting system to test the efficiency of the method
for several active spaces of different size.
The left plot in Figure 9 shows the dependence on the TCutPairs

cutoff parameter. As for oxo-Mn(Salen), the curves converge
smoothly and at 10−5 they are practically converged. The
accuracy is consistent for triplet and quintet spin states, and it
differs maximally by 0.05% of the retrieved canonical correlation
energy. This is true regardless of the size of the active space,

Figure 7. Percentage of correlation energy of oxo-Mn(Salen) in cc-
pVDZ basis retrieved by DLPNO-TCCSD(T) with respect to
canonical TCCSD(T) calculations as a function of cutoff for TNO
occupation numbers TCutTNO.

Table 1. Energy Differences (kcal/mol) between DLPNO-
TCCSD and DLPNO−CCSD(T) Calculations with Different
Settings of Cutoff Parameters and Equivalent Canonical
Calculations on oxo-Mn(Salen) in cc-pVDZ

CAS(28,22) CAS(28,27)

default TightPNO default TightPNO

SD S 2.52 3.45 3.60 4.30
T 1.92 3.01 3.06 3.97
ΔES−T 0.60 0.44 0.54 0.33

SD(T) S 6.38 5.30 7.33 6.19
T 5.54 4.79 6.67 5.80
ΔES−T 0.84 0.51 0.66 0.39

Figure 8. Error of DLPNO-TCCSD(T) in singlet−triplet gap of oxo-
Mn(Salen) in cc-pVDZ basis with respect to canonical TCCSD(T)
calculations as a function of cutoff for PNO occupation numbers
TCutPNO. The thin dashed lines represent the values for TCutPairs = 10−5.

Table 2. Singlet and Triplet Energies of oxo-Mn(salen) in cc-
pVXZ Basis Sets, Difference E(1A) − E(3A) (kcal/mol), with
Results for Different Active Spaces and in Various Basis Sets

DZ TZ QZ

LPNO-TCCSD(28,22)111 6.2 6.3 6.3
DLPNO-TCCSD(28,22) 6.9 7.3 6.9
DLPNO-TCCSD(T)(28,22) 5.9 6.3 5.8

LPNO-TCCSD(28,27)111 3.7 3.1 2.9
DLPNO-TCCSD(28,27) 4.1 4.0 3.1
DLPNO-TCCSD(T)(28,27) 4.0 5.0 2.9

NEVPT2(28,22)149 − 7.4 1.6 2.4
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although the overall accuracy is slightly lower for the largest
CAS.
The right plot in Figure 9 shows the dependence on the

TCutPNO cutoff parameter. For very loose values, the discrepancy
in accuracy for different spin states is apparent, especially for the
larger CAS. However, it disappears with default and TightPNO
settings of the cutoff. The method once again overestimates the
correlation energy for the default value of TCutPairs, but for tighter
value TCutPairs = 10−5 it converges smoothly toward 100%.
Regarding the triples correction, the convergence behavior is

similar to that for oxo-Mn(Salen). The percentages of retrieved
triples energy with respect to both TCutPairs and TCutPNO are
shown in Figure 10. The DLPNO approximation for this
correction is again the most sensitive to changes in the TCutPNO
parameter but shows clear convergence toward 100%. Depend-
ence of total DLPNO correlation energy on TCutTNO is shown in
Figure 11.
Finally, we assess the accuracy of the triplet−quintet gap,

which is the actual value of interest. Table 3 lists the energy
differences between TCCSD, TCCSD(T) and their DLPNO
versions. At the CCSD level, the errors for absolute energies
grow with growing CAS. These errors are larger for the
TightPNO settings, which is understandable given the method
overshoots for looser TCutPairs thresholds. However, the tighter
cutoffs significantly improve the accuracy in energy of the

triplet−quintet gap, with the exception of the smallest active
space. Although the decrease in accuracy of the absolute energies
is observed, once the perturbative triples correction is included,
the errors in gaps are basically the same as in the CCSD case.

Figure 9. Percentage of correlation energy of FeP in def2-SVP basis retrieved by DLPNO-TCCSD with respect to canonical TCCSD calculations as a
function of cutoff for estimated pair correlation energies TCutPairs (left) and cutoff for PNO occupation numbers TCutPNO (right). The thin dashed lines
in the right plot represent the values for TCutPairs = 10−5.

Figure 10. Percentage of perturbative triples correction correlation energy of FeP in def2-SVP basis retrieved by DLPNO-TCCSD(T) with respect to
canonical TCCSD(T) calculations as a function of cutoff for estimated pair correlation energiesTCutPairs (left) and cutoff for PNOoccupation numbers
TCutPNO (right). The thin dashed lines in the right plot represent the values for TCutPairs = 10−5.

Figure 11. Percentage of correlation energy of FeP in cc-pVDZ basis
retrieved by DLPNO-TCCSD(T) with respect to canonical TCCSD-
(T) calculations as a function of cutoff for TNO occupation numbers
TCutTNO. The thin dashed lines represent the values for TCutPairs = 10−5.
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Moreover, the dependence of the DLPNO error on TCutPNO is
presented in Figure 12. Even for the default cutoffs, the error is

well under 1 kcal/mol and is even smaller for the TightPNO
settings, with the previously discussed exception of CAS(8,12).
Interestingly, the accuracy of the quintet state is consistently
lower than for the triplet state for the largest CAS, while it is the
opposite for the smaller active spaces.

5. CONCLUSIONS
We introduced a new version of the DMRG-TCCSD method,
which employs the domain-based local pair natural orbital
approach. The method was implemented in ORCA and should
be available in the next release, while the Budapest DMRG code
is used for the DMRG part.
We performed several accuracy assessments of the method

employing three systems, two of which have been previously
studied by the canonical and LPNO versions of the TCCSD
method.
For tetramethyleneethane, we were able to retrieve over

99.9% of the canonical correlation energy, while using the
default settings of cutoff parameters, with negligible non-
parallelity error with respect to its dihedral rotation. Also, the
drawbacks present in the LPNO version were eliminated.
For oxo-Mn(Salen), the amount of retrieved correlation was

dependent on the size of the used active space, ranging from
99.8% for the larger CAS(28,27) to 99.9% for smaller
CAS(28,22), which is an improvement about 0.2% with respect
to LPNO-TCCSD. Using the default settings resulted in the
singlet−triplet gap being off by 0.5−0.6 kcal/mol and with
tighter cutoffs only 0.3−0.4 kcal/mol compared to canonical

calculation. These results are slightly worse than those of LPNO-
TCCSD, which we believe is a consequence of a fortunate
cancellation of errors in LPNO-TCCSD, since DLPNO-
TCCSD are consistently better for the remaining two systems.
Moreover, new implementation offers significantly better timing
than the LPNO one.
For iron(II)−porphyrin, the dependence on cutoff parame-

ters was very similar to that for oxo-Mn(Salen). With the default
settings, we were able to retrieve more than 99.9% canonical
correlation energy. Irrespective of the active space size, the
method determined the triplet−quintet gap with error safely
within the chemical accuracy of 1 kcal/mol even with the default
settings.
To summarize, we believe that DLPNO−DMRG-TCCSD-

(T) is a possible approach to treat systems with a moderate
multireference character. In the near future, we plan to
implement the DLPNO version of multireference TCCSD,
which we hope to further enhance the capabilities of this
method.
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S. Analysis of the Tailored Coupled-Cluster Method in Quantum
Chemistry. SIAM J. Numer. Anal. 2019, 57, 2579−2607.
(53) Faulstich, F. M.; Mat́e,́ M.; Laestadius, A.; Csirik, M. A.; Veis, L.;
Antalik, A.; Brabec, J.; Schneider, R.; Pittner, J.; Kvaal, S.; Legeza, Ö.
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(54) Veis, L.; Antalík, A.; Legeza, Ö.; Alavi, A.; Pittner, J. The Intricate
Case of Tetramethyleneethane: A Full Configuration Interaction
Quantum Monte Carlo Benchmark and Multireference Coupled
Cluster Studies. J. Chem. Theory Comput. 2018, 14, 2439−2445.
(55) Pulay, P. Localizability of dynamic electron correlation. Chem.
Phys. Lett. 1983, 100, 151−154.
(56) Sæbø, S.; Pulay, P. Local configuration interaction: An efficient
approach for larger molecules. Chem. Phys. Lett. 1985, 113, 13−18.
(57) Foster, J. M.; Boys, S. F. Canonical Configurational Interaction
Procedure. Rev. Mod. Phys. 1960, 32, 300−302.
(58) Pipek, J.; Mezey, P. G. A fast intrinsic localization procedure
applicable for ab initio and semiempirical linear combination of atomic
orbital wave functions. J. Chem. Phys. 1989, 90, 4916−4926.
(59) Knizia, G. Intrinsic Atomic Orbitals: An Unbiased Bridge
between Quantum Theory and Chemical Concepts. J. Chem. Theory
Comput. 2013, 9, 4834−4843.
(60) Sæbø, S.; Pulay, P. Fourth-order Møller−Plessett perturbation
theory in the local correlation treatment. I. Method. J. Chem. Phys.
1987, 86, 914−922.
(61) Sæbø, S.; Pulay, P. The local correlation treatment. II.
Implementation and tests. J. Chem. Phys. 1988, 88, 1884−1890.
(62) Hampel, C.; Werner, H.-J. Local treatment of electron
correlation in coupled cluster theory. J. Chem. Phys. 1996, 104,
6286−6297.
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(135)Weigend, F.; Köhn, A.; Haẗtig, C. Efficient use of the correlation
consistent basis sets in resolution of the identity MP2 calculations. J.
Chem. Phys. 2002, 116, 3175−3183.
(136) Li Manni, G.; Alavi, A. Understanding the Mechanism
Stabilizing Intermediate Spin States in Fe(II)-Porphyrin. J. Phys.
Chem. A 2018, 122, 4935−4947.
(137) Weigend, F.; Ahlrichs, R. Balanced basis sets of split valence,
triple zeta valence and quadruple zeta valence quality for H to Rn:

Design and assessment of accuracy. Phys. Chem. Chem. Phys. 2005, 7,
3297.
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corresponds to quintet: a DFT and DMRG-based
tailored CC study†

Andrej Antalı́k, ab Dana Nachtigallová, *cd Rabindranath Lo,cd

Mikuláš Matoušek,ab Jakub Lang, a Örs Legeza,e Jiřı́ Pittner,a Pavel Hobza *cd

and Libor Veis *a

Fe(II)-porphyrins play an important role in many reactions relevant

to material science and biological processes, due to their closely

lying spin states. Although the prevalent opinion is that these

systems posses the triplet ground state, the recent experiment on

Fe(II)-phthalocyanine under conditions matching those of an iso-

lated molecule points toward the quintet ground state. We present

a thorough DFT and DMRG-based tailored CC study of Fe(II)-

porphyrin model, in which we address all previously discussed

correlation effects. We examine the importance of geometrical

parameters, the Fe–N distances in particular, and conclude that

the system possesses the quintet ground state.

Porphyrins are conjugated aromatic systems composed of four
pyrrole rings connected at their Ca atoms by CH groups (see
Fig. 1). Their metal-derivates, in particular Fe(II)-porphyrins
based on Fe(II)-porphyrin (FeP, Fig. 1a) (Fe(II)-phthalocyanine
(FePc, Fig. 1b) and Fe(II)-porphyrazine (FePz, Fig. 1c)), play an
important role in reactions related to material science and
biological processes due to the near degeneracy of their high-
spin (quintet), intermediate-spin (triplet) and low-spin (singlet)
states. A well-known example is the triplet to singlet spin
crossover upon binding of molecular oxygen to the Fe(II) active
site of hemoglobin.1

Since neither FeP, nor FePz exists in an unsubstituted state,
the direct comparison of theoretical and experimental results is
not possible. Although the existing experimental studies on
four-coordinated Fe(II) embedded in substituted porphyrin
systems2–10 mostly predict the triplet ground state, they have
been performed either in the crystal phase or polar solvent,
which are far from the gas phase conditions of computational
studies.

We have recently investigated the effect of different environ-
ments on the FePc ground state by means of the Mössbauer
spectroscopy and various computational methods.11 Our
experiments have unambiguously indicated the triplet ground
state of FePc in the crystalline form and dissolved in dimethyl-
formamide, and the quintet when dissolved in monochloro-
benzene (resemblance to gas phase conditions of computa-
tional studies). The quintet ground state was also confirmed by
the multireference density matrix renormalization group
(DMRG) calculations. These findings clearly contradict the
prevalent opinion in the literature.

The experimental observations of Fe(II)-porphyrins guided
several follow-up computational studies on FeP and FePz with
the density functional theory (DFT)5,11–23 and multireference
methods.24–32 Nevertheless, due to the complexity of the pro-
blem, an unambiguous answer to the state ordering has not
been found even with the multireference methods that are able
to correlate a relatively large number of electrons.28,29,33,34

Fig. 1 Structures of Fe(II)-porphyrin (a), Fe(II)-phtalocyanine (b), Fe(II)-
porphyrazine (c), and a model system of Fe(II)-porphyrin (d) studied in this
work and in the text denoted as 1, or depending on the geometry, the
Fe–N distance in particular, employed 1a, 1b, and 1c (see Table 1).
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The effects of different contributions to electron
correlation,25,26,30 have recently been investigated by calcula-
tions on model system of Fe(II)-porphyrin in which the bridging
CH groups are replaced by hydrogen atoms (model 1, Fig. 1d).
In the recent work of Li Manni et al.,31 the complete active
space (CAS) was constructed from 32 electrons in 34 orbitals, in
particular, the Fe(3d), Fe(4d), s lone pairs, and all p orbitals of
the porphyrin model ring to cover the valence correlation. The
active space was then augmented by the semi-core Fe(3s,3p)
orbitals resulting in CAS(40,38) and a minor increase in the
quintet-triplet gap. The inclusion of beyond-CAS correlation by
employing the single reference coupled cluster correction further
stabilized the triplet ground state and provided the final estimate
of the triplet-quintet energy gap as 5.7 kcal mol!1. Comparing
these results to the FePc experimental data11 and our preliminary
DFT calculations on the spin state ordering in FeP and FePc (see
ESI†), we reopen the debate over the character of the Fe(II)-
porphyrins and their modelling. Besides discussing the extent of
electron correlation in the multireference approach, we explore
the role of other parameters which may influence the ground state
predictions.

Among such parameters, particular attention should be
paid to the geometry of FeP systems. The Fe–N bond distance
(RFeN) has been discussed by several authors,35–37 with some
proposing that the increase in RFeN stabilizes quintet states via
the relaxation of dx2!y2 orbital.38 The calculated Fe–N bond
distances obtained for the quintet states typically range from
2.0 to 2.1 Å.35,39,40 In comparison, the value of 1.972 Å taken from
the X-ray diffraction of Fe(II)-tetraphenylporphyrin (FeTPP)8 is
closer to the value of 1.989 Å obtained for the FeP triplet state by
employing the PBE0 functional in DFT optimization.40 This
result confirms the suggestion discussed in ref. 11 for Fe(II)-Pc,
according to which the ground spin state observed in the
crystalline form of Fe(II)-porphyrins very likely differs from the
ground state of an isolated molecule in the gas phase.

This discussion on various effects influencing the spin state
ordering raises the following question: Does the improved
electron correlation treatment result in the same changes in
the triplet-quintet state ordering of the FeP model regardless of
whether the triplet optimized or quintet optimized distance
is used?

To resolve this issue, apart from the DFT calculations with the
B97-D3 functional, we investigated the electronic structure of 1
by means of DMRG-based methods. DMRG is a well-established
and very powerful approach suitable for treatment of strongly
correlated problems that require large active spaces.41,42 How-
ever, despite its favorable scaling, it is still computationally
prohibitive to treat the dynamic correlation solely with DMRG.
As a possible solution, we have introduced the TCCSD method,
in which the CC wave function is externally corrected using the
information extracted from the DMRG calculation.43 We showed
that it is able to describe both non-dynamic and dynamic
correlation in a balanced way,44,45 but due to the scaling of the
CCSD part, the TCCSD methodology quickly becomes unfeasible
for larger systems. To remove this bottleneck, we have recently
developed its domain-based local pair natural orbital (DLPNO)

version,46 which employs the pair natural orbitals to exploit the
locality of electron correlation.47–49

The RFeN values resulting from spin separate triplet and
quintet optimizations of model 1, performed at the B97-D3/
TZVPP level, are given in Table 1. For comparison, we also report
the distances for FeP and FeTPP, which are in very good
agreement with the PBE0 values of 1.989 Å and 2.053 Å opti-
mized for the FeP triplet and quintet states, respectively.40

Additionally, the RFeN values obtained from the triplet optimiza-
tions agree reasonably well with the distance of 1.972 Å found in
the X-ray diffraction experiment8 (where FeTPP is predicted
to possess the triplet state), thus confirming the reliability of
B97-D3 functional. In agreement with the discussion above,
the quintet-optimized RFeN values of FeP, FeTPP and 1 are
larger compared to the triplet state, with the differences 0.060 Å,
0.067 Å and 0.132 Å, respectively. The significant increase in
elongation for 1 compared to FeP and FeTPP stems from the
larger flexibility of the surrounding ring because of the missing
bridging CH groups.

Table 2 lists the relative spin state energies from DFT
obtained by employing the B97-D3 functional for various geo-
metries of 1 and their comparison with the previously reported
results on 1a obtained with the Stochastic-CASSCF.30,31 The
B97-D3 adiabatic energy gap is determined as 11.0 kcal mol!1

with the quintet ground state by using the Fe–N distances from
the fully optimized triplet 1b and quintet 1c geometries
(the difference in RFeN is 0.132 Å). This gap then reduces to
2.8 kcal mol!1 when RFeN values from the optimized FeP are
used (the difference in RFeN is 0.067 Å). The vertical gap at the
triplet geometry 1b results in reversed ordering with the triplet
state more stable than quintet by 2.9 kcal mol!1 and it
increases to 8.0 kcal mol!1 when RFeN optimized for FeP triplet
is used. At the similar Fe–N distance 1a, the Stochastic-CASSCF

Table 1 The Fe–N distance (RFeN, in Å) optimized for each state at the
B97-D3/TZVPP level for FeP-based systems with the exception of 1a
which is from ref. 31

Triplet Quintet

FeP model (1) 1.989 (1a)
2.048 (1b) 2.180 (1c)

FeP 1.997 2.064
FeTPP 1.995, 1.998 2.063–2.065

Table 2 Relative energies in kcal mol!1 of the triplet and quintet states of
1 based on the DFT calculations and Stochastic-CASSCF calculations from
ref. 31. Geometry denotes the source of geometry parameters

Method Excitation Geometry Triplet Quintet

B97-D3/TZVPP Adiab. 1b, 1c 11.0 0.0
Vert. 1b 0.0 2.9
Adiab. FeP (T,Q) 2.8 0.0
Vert. FeP (T) 0.0 8.0

Stoch.-CASSCF(32,34) Vert. 1a 0.0 3.1
(40,38) Vert. 1a 0.0 4.4a

a Involving CCSD(T) correlation treatment increases the gap to
5.7 kcal mol!1.
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calculations30,31 predict the triplet ground state as well, but
with the smaller energy gap of 3.1 and 4.4 kcal mol!1 using the
CAS(32,34) and CAS(40,38), respectively.

These results indicate that the Fe–N bond distances play a
significant role in the spin state ordering of FeP systems, but
the extent of its influence has not yet been evaluated in detail.
In fact, it seems that the value of this structure parameter can
dominate the energy balance and thus relative ordering of the
spin states. We evaluate this effect together with another signifi-
cant influence which is the level of electron correlation treatment.
In the following, we present the main results of (DMRG-)CASSCF
and TCC calculations, while the complete set of energies together
with Computational Details is provided in the ESI.†

Based on the previous discussions on the ground state of
FeP systems in literature, only the lowest quintet (5A1g) and
triplet states are considered. Unlike in the study of Li Manni
et al.,31 the lowest triplet state in all our (DMRG-)CASSCF and
TCC calculations corresponds to 3A2g with the occupation
(dx2!y2)2(dz2)2(dxz)1(dyz)1(dxy)

0. Considering a very small energy
gap of only about 0.5 kcal mol!1 between the two lowest triplets
(3A2g and 3Eg) in the aforementioned study, this discrepancy
might be attributed to the difference in basis sets. Nevertheless,
we believe that such a small energy gap is below the resolution
of the employed methods. Also, the 3A2g state was found to be
the lowest triplet state of FeP in ref. 40.

In order to assess the accuracy of the DLPNO approximation,
we first performed a series of benchmark calculations. In these,
we calculated the energy differences of the studied quintet to
triplet energy gaps DEQ-T = ET! EQ between the canonical TCC
methods and its DLPNO counterparts in the smaller SVP basis
set. The resulting errors coming from the DLPNO approxi-
mation are well below 0.5 kcal mol!1, except those obtained
for 1a with CAS(8,12), where the errors are about 0.6 kcal mol!1.

We first discuss the results for vertical DEQ-T in the 1a
geometry which are presented in Fig. 2a. This system has already
been a subject of previous studies by Li Manni et al.30,31 and it

therefore offers an opportunity to compare our approach with a
different method. Starting with the smaller CAS(8,12) and
CAS(12,16), CASSCF results show an initial stabilization of the
quintet state. Similarly to ref. 31, the additional dynamic correla-
tion on top of the CASSCF reference wave functions by means of
the DLPNO-TCCSD stabilizes the triplet, i.e., decreases DEQ-T.
Its further, yet less prominent stabilization is observed when
perturbative triples are employed. At this point, it is obvious that
the inclusion of four Gouterman’s p-orbitals50 in CAS does not
change the relative energies of the lowest quintet and triplet
states and virtually no difference in enegy gap between CAS(8,12)
and CAS(12,16) at all levels of correlation treatment is observed.
However, the situation is different when the largest active space
is used.

While for the smaller active spaces each method assigns the
quintet ground state, the addition of all p-orbitals stabilizes the
triplet state with respect to quintet at the DMRG-CASSCF(32,34)
level. Thus, the triplet becomes the ground state with DEQ-T

gap corresponding to !2.49 kcal mol!1, which agrees well with
the energy gap of !3.1 kcal mol!1 of the said study.30 The
difference between these two values might originate in the use
of different basis sets and/or slightly differently optimized
CASSCF orbitals, since the bond dimension in DMRG-CASSCF
is not in full accordance with the given number of walkers in
Stochastic-CASSCF. When the dynamic correlation is added on
top of DMRG-CASSCF, the change in DEQ-T is less prominent
compared to the smaller active spaces. This means that the
majority of important correlations is already captured by the
active space containing 34 orbitals as previously discussed.30

Interestingly, the dynamic correlation stabilizes the quintet
state, resulting in DEQ-T of !0.11 kcal mol!1 at our highest
level of theory DLPNO-TCCSD(T)(32,34), which contrasts with
the previous observations !5.7 kcal mol!1.31 The effect of active
space on the energetic ordering of parent FeP was recently
studied by means of another post-DMRG method, namely
DMRG-based pair density functional theory.34 In this work, the
ground state was identified as triplet, but the impact of geometry
was not discussed.

This inconsistency between our and the previously pub-
lished results deserves a few comments. In the study,31 the
authors investigated the effect of Fe(3s,3p) orbitals, as well as
the virtual orbitals not included in CAS(32,34). Both groups of
orbitals have a different stabilization effect: semi-core orbitals
stabilize the triplet state, whereas the dynamic correlation of
the full virtual space stabilizes the quintet state. In our opinion,
the observed discrepancy stems from the fact that in the article
by Li Manni et al.31 the correlation effects have been studied at
a different level of theory. The semi-core orbitals have been
eventually included into the active space, and thus described at
the multireference level, while the effect of full virtual space has
been studied by means of single-reference CC. Taking into
account that in our TCC calculations the HF determinants
contribute to the total wave function with the weight of about
0.6, the single-reference level of theory might be inadequate.
Even though we employ the single-reference CC formalism
(using one-determinant Fermi vacuum), our TCC approach

Fig. 2 The (DMRG-)CASSCF, DLPNO-TCCSD, and DLPNO-TCCSD(T)
(a) vertical DEQ-T energy gaps of 1a,31 (b) vertical DEQ-T energy gaps of 1b
and adiabatic energy gaps of fully optimized 1 in kcal mol!1 in def2-TZVP
basis. The keys are shared by both plots.
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systematically accounts for the strong-correlation effects via the
CC amplitudes extracted from the DMRG wave function. The
semi-core correlation is included directly at the CCSD level and
the effect of triplet stabilization is even more prominent than in
Li Manni et al.31 (with respect to calculations with frozen
Fe(3s,3p) orbitals, see ESI†). Nevertheless, further studies
which would employ alternative computational methods of
calculation of dynamic correlation on top of CASSCF(32,34)
(e.g., adiabatic connection51) are necessary to confirm our
hypothesis. We additionally carried out single reference
DLPNO-CCSD(T) calculations of the FeP model with DMRG-
CASSCF(32,34) and B3LYP orbitals, since Radoń showed that
CCSD(T) method itself can perform well on FeP.52 The resulting
vertical gaps presented in ESI† are in qualitative agreement with
the DLPNO-TCCSD(T) results, in case of DMRG-CASSCF(32,34)
reference orbitals differing by 2.8 and 3.6 kcal mol!1 for 1a and 1b
geometry respectively. The difference between DLPNO-CCSD(T)
energy gaps with DMRG-CASSCF(32,34) and B3LYP orbitals is
negligible.

Next, the results are analyzed in terms of RFeN distance for
spin state specific optimized structures of FeP model 1 and
presented in Fig. 2b. The solid lines show the values of vertical
DEQ-T calculated for the 1b geometry, which with improving
treatment of electronic correlation exhibit very similar trends as
for 1a, but shifted by about 8 kcal mol!1 towards the more
stable quintet. The dashed lines show the values of adiabatic
DEQ-T calculated for fully optimized 1 i.e., with the triplet and
quintet states in 1b and 1c geometries, respectively. Compared
to the vertical DEQ-T, these stabilize the quintet even more.

Now, considering the most important geometrical parameter
RFeN of the models used in this study, our best estimate of the
vertical DEQ-T of 1a (RFeN = 1.989 Å) obtained at the DLPNO-
TCCSD(T)(32,34)/def2-TZVP level of theory puts the triplet state
below quintet with the negligible gap of !0.11 kcal mol!1. On
the other hand, the same calculations of 1b (RFeN = 2.048 Å),
which is optimized for the triplet state, result in quintet being
more stable by 7.83 kcal mol!1. Note that although the 1b model
comes from the triplet optimized geometry, its Fe–N distance
closely reflects the quintet state geometry of FeP and its deriva-
tives and the conclusions made on these systems will thus be
slightly biased towards quintet (just as 1a reflects their triplet
geometry and is biased towards triplet, see Table 1). As can be
seen from the comparison of the spin state ordering of 1 with
FeP and FePc (see Table 2 and ESI†), the former is not a
sufficient model to describe the correlation of electrons in
Fe(3d,4d) orbitals and pyrrolic p-electron system in Fe(II)-
porphyrins. In addition, the changes in triplet and quintet
geometries of 1 are overestimated due to the increased flexibility
caused by removing the CH groups. Despite this, our results
highlight the crucial role of Fe–N distance in the spin-state
ordering and shed new light on the experimental data inter-
pretation of Fe(II)-porphyrins.

In this communication, we presented a thorough study of
Fe(II)-porphyrin model, which explored various effects influen-
cing the spin state ordering of FeP systems. We included all
previously discussed correlation effects28,30,31,34 – non-dynamic

valence correlation via DMRG-CASSCF(32,34), and beyond-active-
space and semi-core dynamic correlation via DMRG-based
DLPNO-TCCSD(T). The use of the latter method allowed us to
employ basis sets flexible enough to capture subtle changes in the
spin state ordering. On top of that, we stress the crucial impor-
tance of geometrical parameters, the Fe–N distances in particular,
which is an aspect that has not been previously addressed and has
a substantial impact on the ground state character. By exploring
different geometries, we conclude that by using the model
structure with Fe–N distances close to the quintet optimized
geometry of FeP and its derivatives, the ground state is found to
be a quintet (vertical DEQ-T = 7.8 kcal mol!1), which is consistent
with the previous measurements on an isolated molecule of Fe(II)-
phthalocyanine.11
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J. Pittner, J. Phys. Chem. Lett., 2016, 7, 4072–4078.
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