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Abstract

Despite the extensive body of empirical research, the discussion on whether
student employment impedes or improves educational outcomes has not been
resolved. Using meta-analytic methods, we conduct a quantitative review of 861
effect estimates collected from 69 studies describing the relationship between
student work experience and academic performance. After outlining the theo-
retical mechanisms and methodological challenges of estimating the effect, we
test whether publication bias permeates the literature concerning educational
implications of student employment. We find that researchers report negative
estimates more often than they should. However, this negative publication bias
is not present in a subset of studies controlling for the endogeneity of student
decision to take up employment. Furthermore, after correcting for the negative
publication bias, we find that the student employment-education relationship
is close to zero. Additionally, we examine heterogeneity of the estimates using
Bayesian Model Averaging. Our analysis suggests that employment intensity
and controlling for student permanent characteristics are the most important
factors in explaining the heterogeneity. In particular, working long hours re-
sults in systematically more negative effect estimates than not working at all or
working only a few hours per week. In contrast, studies accounting for student

pre-existing characteristics such as ability yield consistently positive estimates.
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Abstrakt

Dosavadni védecké poznatky nenabizeji jednoznacnou odpovéd na otazku, zdali
zameéstnani student ma pozitivni ¢i negativni dopad na jejich studijni vysledky.
Cilem této diplomové prace je za pouziti metody meta-analyzy kvantitativné
prezkoumat 861 odhadti, které pochazeji z 69 empirickych studii popisujicich
vztah mezi praci studentti a jejich akdemickymi vysledky. Po pfedstaveni
teorie a metodologickych problemii pti odhadovani tohoto efektu, zkoumame
pritomnost publikacni selektivity. Z nasi analyzy vyplyva, ze negativni odhady
jsou reportovany castéji nez pozitivni odhady. Pokud se vsak zamétime na
odhady studii, které uvazuji moznou endogeneitu rozhodnuti studenti zapo-
jit se do pracovniho procesu, toto nadmérné publikovani negativnich odhadt
(negativni publikacni selektivita) zmizi. Kromé negativni publikacni selektivity
vysledky nasi analyzy ukazuji, ze kdyz oc¢istime efekt od této odchylky, vysledny
pumeérny efekt je témér nulovy. Za pomoci Bayesovského priamérovani modeli
dale zkoumame, které aspekty primarnich studii, ze kterych jsme odhady extra-
hovali, zptisobuji rozdilnost téchto odhadi. Na zdkladé vysledkii nasi analyzy
vime, ze hlavnimi faktory zptsobujici tuto rozdilnost je intenzita zaméstnani,
tedy kolik hodin tydné student stravi v praci a vlastnosti student. Pokud
student vénuje pracovnim povinnostem hodné ¢asu, jeho studijni vysledky jsou
systematicky horsi, nez kdyz nepracuje anebo pracuje méné. Naopak studie,
které ve svych analyzach berou v potaz charakteristiky studentti jako je naprik-
lad jejich studijni zptsobilost, vykazuji systematicky pozitivni efekt zaméstnani

studentti na jejich akademické tspéchy.
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Motivation Student employment during secondary as well as tertiary education
has become a prevalent trend in many countries of the Western world (Neyt et al.,
2019). More specifically, based on the results of 2012 Survey of Adult Skills, the
share of students combining work and studies in OECD countries amounts approx-
imately to 39% (PIAAC, 2012). As this share has been steadily increasing over the
past years, the research concerning the relationship between student employment
and educational attainment has grown accordingly. However, currently there is no
consensus on to what extent student work improves or impairs academic performance.

The extant literature suggests two opposing views on the intersection of students’
work behavior and their educational achievement. The first perspective classifies stu-
dent employment as complementary to education, providing students with additional
experience, knowledge and soft-skills (Darolia, 2014). The second perspective views
student work as a substitute to education, crowding out time which should be de-
voted to academic activities, and thus having a detrimental impact on educational
outcomes (ibid).

In spite of numerous attempts, the prior research failed to substantiate a con-
clusive evidence for the negative impact of student work on academic performance.
Although most studies investigating the scrutinized relationship report a detrimen-
tal effect (Montmarquette et al., 2007; Oettinger, 1999; Darolia, 2014; Moulin et
al., 2013), studies employing a more advanced methodological practices often show a
negligibly small negative effect (Eckstein & Wolpin, 1999) or no effect at all (Buscha
et al., 2011; Rothstein, 2007). Surprisingly, some research studies even demonstrate
a positive effect of student part-time employment on their GPA if students work only
a certain amount of hours during a week (Salamonson & Andrew, 2005; Quirk et al.,
2001).
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There are numerous reasons causing variation in the estimated results across
different studies. First, a significant amount of empirical studies investigating the
scrutinized relationship conducted their research in the absence of any endogene-
ity checks, which can potentially conceal the true effect (Darolia, 2014). In fact,
Neyt et al. (2019) identify the endogeneity problem that pre-existing differences be-
tween working and non-working students might account for variation in educational
outcomes as well as work behavior as the biggest methodological challenge of this
research subject (p. 897). Second, the heterogeneity in the results can be also embed-
ded in the varying features of employed methodological approaches as well as nature
of the dataset, country of analysis, educational level or student job characteristics.
Third, one cannot eliminate the presence of publication bias in the existing literature
as researchers, editors and reviewers might have a strong preference for convention-
ally expected results (Stanley, 2005). In fact, Buscha et al. (2011) admit that "the
view that part-time work has a detrimental effect on educational attainment, relying
on academic research, is increasingly widespread in the last 10 years" (p. 383).

Given these ambiguities, the aim of this paper is to quantitatively review the
extensive body of existing literature exploring the relationship between student em-
ployment and educational performance. Employing the method of meta-analysis
will allow me to verify the presence of publication bias, to determine the factors
systematically affecting reported findings, and finally to establish "the primary ef-
fect [sterilized] from background variation and contaminating influences" (Stanley,
Doucouliagos & Jarrell, 2008, p. 2). Meta-analysis is a well-established method of
quantitative literature review, vastly used in the field education economics (See for
example Havranek, Irsova & Zeynalova, 2018; Groot & Van Den Brink, 2000), bene-
fiting from an objective assessment of a voluminous amount of existing data (Stanley,
Doucouliagos & Jarrell, 2008).

To this date, only two literature reviews focusing on youth work experience dur-
ing their studies have been conducted (Neyt et al., 2019; Riggert et al. 2006).
These reviews provide a comparison of the existing empirical research and suggest
potential sources of heterogeneity and inconsistencies among available studies. How-
ever, none of the aforementioned summaries consider publication bias, nor they rely
on objectively compiled sample of studies. Thus, from a theoretical perspective, a
quantitative analysis of the empirical research results is vital in order to provide a
systematic evaluation on this topic.

Furthermore, examining student work behavior while studying is also relevant on
practical level. First, understanding the costs and benefits of working while studying
is essential for prominent stakeholders of this issue (Darolia, 2014); for students in
order to make a well-informed decision regarding their work experience alongside

their studies and for career counselors to deliver their clients an educated advice.
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Second, education policy makers should develop their recommendations concerning
youth employment in the presence of clear empirical evidence (Ruhm, 1997). Hence,
the effect between student work and academic achievement corrected for publication

bias can serve the policy makers as a benchmark for designing future policy proposals.

Hypotheses

Hypothesis #1: The literature estimating the impact of student employment

on academic achievement is affected by publication bias.

Hypothesis #2: The publication bias does not plague studies carefully control-

ling for endogeneity.

Hypothesis #3: Accounting for the inherent endogeneity has a significant im-

pact on the effect estimate.

Hypothesis #4: The effect estimate significantly depends on method of esti-
mation, educational level, country of analysis, student job characteristics, type

of educational outcome and student characteristics.

Methodology First, I will construct my own dataset consisting of primary studies.
I will use Google Scholar to search for primary studies. Later, when I assemble
several primary studies, I will apply the snow-balling method. The chosen primary
studies must fulfil these criteria: (1) the study investigates the impact of student
employment on academic attainment, not on academic activities such as study time
(e.g. Manthei & Gilmore, 2005; Kalenkoski & Pabilonia, 2009), (2) the study must
report standard errors, and (3) the independent variable cannot be a dummy, e.g.
working vs. non-working student. I will transform the collected effect estimates into
partial correlation coeflicients as each study uses different proxies for the dependent
and independent variable. By standardizing the effect sizes the primary studies
become comparable (Cazachevici, Havranek, & Horvath, 2019).

To test for publication bias, I will follow the example of Stanley & Doucoulia-
gos (2010) and examine the asymmetry of the so-called funnel plot. To test for the
presence of publication bias in a quantitative manner, I will examine the correla-
tion between partial correlation coefficients and their standard errors. I will follow
Gechert et al. (2019) and use the same specifications, if they will be feasible for
my data. The same procedure will be conducted on a subset of studies carefully
controlling for endogeneity.

To test how various study characteristics influence the reported outcomes, I will
rely on Bayesian Model Averaging (BMA), a method running many regressions with

different subsets of the additional explanatory variables. To make the estimation
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feasible, I will apply the Markov chain Monte Carlo algorithm estimating only the
most important regression models. This approach is widely used in meta-analyses to
account for model uncertainty (See Havranek, Irsova & Zeynalova, 2018). Each vari-
able will be assigned a posterior inclusion probability (PIP) denoting the likelihood
of including a certain variable in the true model. To decide which variables drive the
heterogeneity, I will follow Jeffreys’ categorization (1961) for interpreting the values
of PIP.

Expected Contribution So far the academic literature lacked any meta-analysis
quantitatively summarizing the existing research on the effect of the student employ-
ment on academic achievement. Therefore, my main contribution on the academic
level lies in (1) testing whether publication bias plagues the studies estimating the
scrutinized relationship, (2) examining how the employed estimation methods differ-
ently controlling for the endogeneity problem influence the findings, and (3) evalu-
ating how the environment in which the effect have been studied as well as method-
ological aspects can capture variation in the reported estimates. On the practical
level, results of my thesis can serve as guidelines for education policy makers working
on recommendations concerning youth employment or school-to-work programmes

integrating professional experience in study programs.

QOutline

1. Introduction: I will highlight the lack of consensus in the existing literature
and the possible sources of result variation to demonstrate the demand for
systematic evaluation of empirical findings. Moreover, I will argue that publi-
cation bias is likely to permeate the existing literature, thus it is desirable to

test for it.
2. Literature review

3. Estimating the relationship: I will review the methods which have been em-
ployed to measure the scrutinized effect, how the main variables (student em-
ployment and educational outcomes) were operationalised, and explain how

various estimation methods dealt with the endogeneity problem.

4. The data set: I will describe the search strategy, define my selection criteria
and explain the transformation of collected estimates into partial correlation
coefficients. Then, I will provide the summary statistics of my dataset and list

additional explanatory variables collected to examine the heterogeneity.

5. Methods
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6.

Core

(a) Publication Bias: I will create a funnel plot and estimate the correlation
between the effect estimates and the standard error to assess the presence

of publication bias.
(b) Heterogeneity: I will explain BMA and the choices I will make when
applying this method.

Results: T will discuss results of BMA for each additional explanatory variable

and attempt to provide a theoretical explanations for the results.

. Robustness Checks: I will replicate the analysis on a more homogeneous sample

of estimates (same DV, IV measured in the same units, etc.).

. Concluding remarks 4€“ I will summarize my findings, state the implications

for public policy purposes and mention the limitations of my study in case any

emerge.
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Chapter 1
Introduction

Being employed while studying at a secondary or tertiary education institution
is an indispensable part of students’ lives in most countries of the Western
world (Singh 1998; Tyler 2003; Marsh & Kleitman 2005). Based on the results
of 2012 Survey of Adult Skills, the share of students aged 16-29 combining paid
work and studies amounts to 39% in OECD countries (Quintini 2015). As the
practice of taking up employment during studies has become a prevalent trend,
we have witnessed a substantial growth in researchers’ attempts to investigate
the relationship between students’ employment and their educational outcomes.
Although the first attempts to examine the relationship date back to 1960s,
the existing research offers little consensus on whether working while studying
yields educational benefits or costs.

Theoretical mechanisms underpinning the student work-education relation-
ship provide ambiguous predictions on the direction and origin of the effect.
Student employment can be classified as a complement to education, providing
students with additional experience, knowledge and soft skills. Oppositely, it
can be classified as a substitute, reducing time devoted to academic activities
and impeding educational outcomes (Darolia 2014). Alternatively, recently de-
veloped theoretical mechanisms stipulate that the relationship is conditional on
students’ pre-existing characteristics (Lee & Staff 2007) or primary orientation
towards education and employment (Baert et al. 2018).

Hence, from the theoretical perspective, the impact of student employment
on educational outcomes is ambiguous, leaving the search for definite answer to
empirical research. Yet, the existing empirical evidence imitates the ambiguity
embedded in the theoretical foundations. On one hand, number of studies

find a negative impact of student work experience on educational outcomes
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(Tyler 2003; Marsh & Kleitman 2005; Stinebrickner & Stinebrickner 2003).
On the other hand, multiple authors report negligibly small effect (Eckstein &
Wolpin 1999; Darolia 2014; Singh 1998) or no effect at all (Buscha et al. 2012;
Rothstein 2007; Lillydahl 1990). Some studies even find a positive effect, e.g.
when students work only a certain amount of hours during a week (Salamonson
& Andrew 2006; Quirk et al. 2001). These differences might arise due to
number of reasons: researchers are guided by various theories, the endogeneity
of the decision to work is ignored or treated differently (Ruhm 1997; Rothstein
2007; Stinebrickner & Stinebrickner 2003), researchers include different sets of
covariates, or the employed samples substantially vary in size (Darolia 2014;
Kalenkoski & Pabilonia 2010; McKechnie et al. 2005).

As Riggert et al. (2006) point out, "critical reading of the empirical litera-
ture on student employment could legitimately lead different readers to different
conclusions" (pg. 85). Given the contradictions on the theoretical and empiri-
cal level, the goal of this thesis is to synthesize results from the existing studies
and deliver a meta-analytic review of the literature describing the relationship
between student employment and educational achievement. Applying the mod-
ern methods of meta-analysis, we aim to estimate the true effect and explore
to what extent the true effect is influenced by the possible publication bias
induced by researchers’ shared preference for a certain outcome. Furthermore,
we aim to identify the methodological, publication and data-related factors
explaining heterogeneity among the empirical results.

Admittedly, the existing literature contains articles attempting to explain
variation in the student employment-education relationship. For instance, Rig-
gert et al. (2006) provide a qualitative review of aspects causing inconsistencies
in studies focusing on higher education. Similarly, Neyt et al. (2019) provide
a systematic comparison of the empirical findings using descriptive statistics.
Finally, combining five datasets from the US, Warren & Cataldi (2006) employ
a simple meta-analysis to examine time patterns in the relationship between
employment and high school dropout. We advance the meta-analysis by War-
ren & Cataldi (2006) in two ways. First, in addition to time factor, we inspect
how other aspects systematically affect the relationship using Bayesian Model
Averaging, an estimation method accounting for model uncertainty. Second, we
extend our analysis to estimates capturing all types of educational outcomes,
not only dropout decision and document students from different countries and
educational levels. Moreover, to our best knowledge, this thesis constitutes

the first meta-analysis estimating the true effect of student employment on
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academic outcomes while correcting for publication bias.

Our results show that a negative publication bias permeates the literature
on student employment-education relationship. After filtering out this bias, we
obtain a negligible mean effect estimate. This finding is further confirmed by
our 'best-practice estimate’, an estimate resulting from a synthetic study with
predefined ideal conditions, which is close to 0. Furthermore, we observe that
the negative publication bias persists even when we control for 26 additional
study characteristics. In particular, our analysis of the systematic heterogeneity
among reported estimates suggests that negative effect estimates are associated
with specifying educational outcome as dropout decision, measuring employ-
ment as a continuous variable, number of citations primary study receives, and
conducting the analysis in Europe. In contrast, positive estimates are linked
with studies using longitudinal data and controlling for students’ ability.

Studying the impact of student employment on educational outcomes is
important both from the individual and societal perspective (Porter 1997).
From the perspective of an individual student, knowing whether working im-
proves or impairs educational performance is crucial as higher educational levels
are associated with more favourable, future socioeconomic situation character-
ized by higher annual income and lower unemployment rate (Riggert et al.
2006). From the societal perspective, following neoclassical growth theory, ed-
ucation increases population’s human capital, resulting in higher productivity
and overall output (Mankiw et al. 1992). Alternatively, in line with theories on
endogenous growth, higher levels of education contribute to producing innova-
tions in the economy, promoting economic growth. Given its wide individual
and societal implications, we feel encouraged to further investigate the student
work-education relationship.

This thesis is organized as follows. Chapter 2 provides an overview of
theoretical perspectives, explaining the mechanisms underlying the student
employment-education relationship. Chapter 3 addresses various estimation
strategies and the most challenging estimation obstacles including the endo-
geneity problem. In Chapter 4, we elaborate on the data collection procedure,
outline the data adjustment process, and provide descriptive statistics of our
sample. In Chapter 5, we introduce tests of publication bias and summarize its
results. Chapter 6 explains Bayesian Model Averaging, addresses its implemen-
tation, and finally discusses the factors responsible for heterogeneity between
the existing estimates. Finally, Chapter 7 encapsulates the main research re-

sults, its contributions and limitations.



Chapter 2
Theoretical Mechanisms

Theoretical mechanisms explaining the intersection between students’ work be-
havior and their educational achievement fail to provide a clear prediction for
the effect between these two variables. The traditional course of research relies
on well-established models, including Developmental Model utilizing Human
Capital Theory and Zero-Sum Model depending on Zero-Sum Theory. On the
contrary, recent articles exploit modern theoretical mechanisms explaining the
relationship through students’ pre-existing differences and their primary ori-
entation towards education and employment. In this section, we provide an
overview of the traditional and modern perspectives explaining the theoretical

mechanisms behind the investigated relationship.

2.1 Traditional Theoretical Mechanisms

2.1.1 Developmental Model

The first traditional model, building upon the Human Capital Theory (Becker
1965), views student employment as complementary to education enhancing
students’ human capital. As a result of skill and knowledge transmission from
the work environment, the developmental model predicts that term-time em-
ployment positively affects educational outcomes (Marsh 1991). In practice,
students’ work activities can contribute to the development of their soft skills
including problem-solving, organizational skills, time-management, communi-
cation, working under pressure, and presentation skills (Darolia 2014). If we
assume that such skills are transferable, individuals working while studying
might benefit from the acquisition of such skills in the academic setting (Buscha

et al. 2012). Likewise, engagement in occupational activities allows students



2. Theoretical Mechanisms 5

to apply their academic knowledge in real-life context augmenting their learn-
ing experience (Geel & Backes-Gellner 2012). Finally, Rothstein (2007) argues
that an early-age work experience might aid students to ascertain their career
goals and motivate them to work harder during their studies.

Students’ testimonies concerning their motivation to work corroborate plau-
sibility of these arguments. Stern & Briggs (2001), in their qualitative study,
demonstrate that high school students perceive school and work as mutually re-
inforcing since both employment and school demand responsibility, time man-
agement skills, and communication with other people (pg. 370). Similarly,
Wang et al. (2010) report that students enrolled in post-secondary institutions

work primarily in order to gain work experience and practical skills.

2.1.2 Zero-Sum Model

The second model, utilizing Zero-Sum Theory (Becker 1965), classifies student
work as a substitute to education, crowding out time which should be devoted
to academic activities. Therefore, Zero-Sum Model posits that student em-
ployment exerts a detrimental impact on educational outcomes (Marsh 1991).
As students possess only limited time resources, they face a time-allocation
problem: they must distribute their time between leisure activities, studying
and working. Devoting more time to work-related activities inevitably leads
to less available time for academic pursuits. Hence, time spent working is
likely to have a deleterious effect on students’ academic productivity as it re-
duces time available for homework and independent study (Choi 2018; D’ Amico
1984). Additionally, besides reduced time for studying, Darolia (2014) argues
that working also impairs involvement in academic community undermining
students’ educational commitment and aspirations. Furthermore, Oettinger
(1999) suggests that employment engagement produces excessive fatigue, de-
creasing students’ attentiveness.

Despite the aforementioned arguments, spending time at student work does
not have to necessarily detract from time devoted to study-related activities.
For instance, Body et al. (2014) suggest that students are more likely to de-
crease their leisure time instead of study time. Furthermore, Kalenkoski &
Pabilonia (2012) show that although working high school students from the US
tend to lower time devoted to homework, they decrease time spent on free-time

activities substantially more.
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2.1.3 Threshold Model

The so called "Threshold model’ reconciles the theoretical mechanisms behind
Developmental and Zero-Sum Models and assumes a non-linear relationship
between working and academic success (Marsh & Kleitman 2005). Using the
Zero-Sum Theory and Human Capital Theory, Neyt et al. (2019) explain that
the first hours of employment contribute the most to gaining valuable trans-
ferable skills because during these hours the marginal benefits of working are
the highest. With increasing working hours, the marginal benefits of student
employment decrease and begin to replace time crucial for successful academic
growth. Therefore, depending on the intensity of student employment, some
studies show that working may be simultaneously a complement and a substi-
tute to academic performance (Choi 2018). This intensity-dependent perspec-
tive holds that working has positive consequences on study engagement only up
to a certain threshold of hours worked. After exceeding this threshold, the ef-
fect of student employment on educational outcomes reverses as working hours
begin to interfere with academic pursuits (Buscha et al. 2012). Admittedly,
the literature diverges in stating the actual hours threshold, at which the effect
reverses (Marsh & Kleitman 2005). While Montmarquette et al. (2007) report
an inflection point of 15 hours worked per week, Tessema et al. (2014) find this

point at 10 hours worked per week.

2.2 Modern Theoretical Mechanisms

2.2.1 Primary Orientation Perspective

In contrast to the traditional theoretical mechanisms, modern theoretical per-
spectives do not assume that student employment is the most decisive factor in
determining the relationship between student employment and academic conse-
quences (Warren 2002). Instead, they posit that the relationship may be largely
driven by pre-existing differences between working and non-working students
(Rothstein 2007).

The Primary Orientation Perspective, also called selection-to-work perspec-
tive (Choi 2018) or self-selection perspective (Lee & Staff 2007), holds that
various socio-psychological factors including family attitudes towards educa-
tion, motivation, and educational aspirations form altogether an individual

commitment towards education or work experience driving the investigated
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relationship (Warren 2002). More specifically, the perspective suggests that
student employment has more deleterious educational effect for students ori-
ented primarily towards work unlike to students oriented primarily towards
education. This difference reflects students’ educational engagement or disen-
gagement, which developed before their decision to participate in the labour
market (Warren 2002). Hence, the relationship between employment and school
performance becomes non-significant or less pronounced as long as researchers
account for the primary orientation of students (Choi 2018; Lee & Staff 2007;
Warren 2002). In that sense, the Primary Orientation Perspective does not
attempt to provide a causal explanation for the scrutinized effect. Rather, it
emphasizes students’ self-selection process to take up employment, depending
on their observable and unobservable pre-existing characteristics forming their
prior orientation towards work and education (Neyt et al. 2019). Baert et al.
(2018) investigate the Primary Orientation Perspective empirically and find
that estimation using students’ primary orientation as a mediator yields a less
negative effect between employment and GPA compared to estimation omitting

the mediator.

2.2.2 Heterogenous Effect Perspective

The Heterogenous Effect Perspective proposes that the relationship between
student work and educational outcomes is directly conditional on individual
and student job characteristics (Lee & Staff 2007). "This perspective empha-
sizes that assuming homogeneous effects of student employment on academic
outcomes without considering sources of effect heterogeneity limits an accu-
rate understanding of the impacts of student employment" (Choi 2018, pg. 92).
Existing research provides vast evidence for the conditional nature of the re-
lationship between student employment and educational performance; the ef-
fect and its magnitude varies greatly by ethnic group (D’Amico 1984), gender
(Buscha et al. 2012; Holford 2020), job type (McNeal 1997; Sabia 2009), mo-
tivation to work (Wenz & Yu 2010), job industry (Dadgar 2012), and educa-
tional level (Neyt et al. 2019). Failing to take into account the personal and
work-environment characteristics results in an incomplete understanding of the
examined relationship.

To illustrate this better, consider the distinction between students attending
secondary and post-secondary education institution. Compared to high school

pupils, university students represent a specific group of youth with a relatively
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high interest in education as the most academically disengaged students moved
to the labour market immediately after high school graduation (Bozick 2007).
Furthermore, the organizational structures of secondary and post-secondary
education are substantially different; university students have less contact hours
and more flexibility in terms of workload and choice of courses (Bozick 2007).
Hence, given these varying conditions and characteristics, it is reasonable to
assume that the effect of student work on scholastic performance differs between

these two groups of students.



Chapter 3
Estimating the Relationship

Credibility of empirical research concerning the effect of student employment
on educational outcomes depends on proper controlling for pre-existing het-
erogeneity among students (Choi 2018). Unless studies account for observable
and unobservable characteristics which simultaneously determine students’ de-
cision to work and academic performance, they report erroneous results due to
the endogeneity problem. In this chapter, we discuss the endogeneity problem
and its sources in detail. Furthermore, we discuss the most popular estima-
tion methods and address the varying measures used as proxies for student

employment and educational outcomes.

3.1 Endogeneity Bias

Researchers examining the effect of student employment on educational out-

comes usually estimate variation of the following model:

APy = Bo + BiEmpi + B Xit + €4, (3.1)

where AP,; denotes academic performance of student 7 in time period ft,
Emp;; represents student employment, X;; corresponds to the set of included
control variables and ¢;; is the error term.

The existing literature implies that researchers encounter one major prob-
lem when estimating Equation 3.1: the potential endogeneity of student em-
ployment and academic performance. Empirically, the potential endogeneity
of students’ decision to work represents the main challenge in estimating the

true effect as it undermines any attempt to interpret the link between these
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two variables as causal (Beffy et al. 2013). The existing literature suggest two
sources of potential endogeneity.

The first source holds that students’ labour supply decision is determined
by both observable (e.g. family background, gender, ethnicity, etc.) and unob-
servable characteristics (e.g. ability, motivation, work ethic, time preference,
social and peer networks, etc.) that simultaneously influence students’ aca-
demic performance (Beffy et al. 2013). In particular, these characteristics may
systematically differ between students who participate in the labour market and
students who do not (Rothstein 2007). Thus, if a certain estimation method
fails to appropriately control for the pre-existing heterogeneity between stu-
dents, we cannot conclude that the estimated effect of student employment on
educational outcomes is directly attributable to students’ employment.

Econometrically, the first source of endogeneity encompasses both the omit-
ted variable bias and the selection bias. The omitted variable bias occurs when
researchers fail to include relevant personal observable characteristics under X,
while the selection bias arises when researchers do not account for students’ un-
observed characteristics in their methodological approach, e.g. when estimat-
ing Equation 3.1 with Ordinary Least Squares (OLS). Estimating Equation 3.1
with OLS yields inconsistent estimates of 3, unless the exogeneity assumption
that student employment is uncorrelated with the error term Cov(Emp, €;/X)
= 0 is satisfied. As X;; can only include observable controls affecting academic
performance, the error term ¢; consists both of a random component (; and
a component related to unobserved characteristics pu;, taking the form of €; =
Wit + Gy If these unobserved characteristics p;; are also predictors of Empy,
the disturbance term of Emp;; takes the form of v; = uy + ¥y, consisting of
the unobserved personal characteristics and a random term. In this case, the
correlation between Emp;; being a predictor variable of AP;; and ¢; is nonzero,
resulting in an inconsistent OLS estimator of (.

The OLS estimator of /31 can be biased both positively (upward) or nega-
tively (downward). To illustrate the opposite directions of the bias, consider
students attributed with high levels of ability, a characteristic that is difficult
to control for. On one hand, higher levels of ability make these students more
likely to participate in other human capital enhancing activities such as work
(Stinebrickner & Stinebrickner 2003). In this case, simple econometric meth-
ods such as OLS understate the negative impact of student employment on
academic performance because thanks to their superior pre-existing character-

istics such as ability, these students can successfully combine work and studies.



3. Estimating the Relationship 11

Hence, OLS generates an upward-biased estimate. On the other hand, if such
students are less likely to participate in the labour market, e.g. because they
prefer devoting their energy to academic pursuits, the resulting OLS estimator
overstates the negative effect of student work. The OLS estimate is overstated
because it mainly reflects the effect of students with low ability, who have worse
academic performance due to their lower ability, and decide to pursue work ex-
perience not to increase their human capital, but to gain more relevant skills
for their future career. In this scenario, the OLS estimator is downward-biased.

The second source of endogeneity concerns reverse causation, a situation
when both variables are jointly determined resulting in the simultaneous equa-
tions bias (DeSimone 2006). This occurs when the estimated effect of student
work on academic performance partly reflects a causal impact of academic per-
formance on student work.

The second type of endogeneity bias, the simultaneous equations bias, usu-
ally permeates cross-sectional studies. In these studies, researchers do not
distinguish between time periods, at which the student employment and aca-
demic achievement are measured and observe these variables simultaneously at
time t. In consequence, the causal link between these two variables is unclear
as we cannot say which variable causes the other (Warren et al. 2000). In the
endeavour to circumvent this problem, researchers hinge on the availability of
longitudinal data (See, for inatance, Apel et al. 2008; Lee & Orazem 2010;
Kalenkoski & Pabilonia 2010). Longitudinal data overcome the issue of mis-
matched time periods for used variables: student employment observed at time
t is used as a regressor for educational outcomes measured at time ¢ + x, where
= represents several months or years (Warren et al. 2000). Considering the
indisputable time order between measuring student employment and educa-
tional outcomes, longitudinal data allow researchers to draw causal inferences
between these two variables.

Similarly to correcting for reverse causation by using longitudinal datasets,
authors of later studies have seeked a solution to the first type of endogeneity.
Early studies, utilizing OLS and other elementary estimation methods, treat
student employment as exogenous, failing to appropriately account for the en-
dogeneity of the decision to work (Ruhm 1997). Although some of these early
studies accommodate multiple control variables to account for observable indi-
vidual differences, Stinebrickner & Stinebrickner (2003) suggest that "includ-
ing individual characteristics provides only a relatively low level of protection

against this type of endogeneity" (pg. 474). Therefore, early studies generate
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naive estimates of the examined effect as they cannot control for all observ-
able and unobservable characteristics, demonstrating the need for advanced
methodological techniques. In the following subsection, we review method-
ological solutions researchers use to mitigate endogeneity caused by students’

self-selection into employment.

3.2 Estimation Methods

Propensity Score Matching. Some studies address the endogeneity of em-
ployment decision using the propensity score matching that accounts for ob-
servable heterogeneity between working and non-working students (Choi 2018;
Lee & Staff 2007). Propensity score matching technique pairs working and
non-working students based on their degree of similarity in various observable
socio-psychological and demographic characteristics composing together the
propensity score (Lee & Staff 2007). Consequently, the effect of student em-
ployment on educational outcomes is compared between the matched students.
Despite its attractiveness, propensity score matching method fails to deliver
unbiased results due to the violation of the conditional independence assump-
tion. This assumption asserts that all variables affecting the construction of
propensity score and the outcome variable must be observable. In light of pre-
vious discussion on unobserved individual characteristics, such a condition is
hard to fulfill.

Fixed-Effect Model and Random-Effects Model. One solution al-
lowing researchers to control for unobserved differences between working and
non-working students entails adding individual unobserved fixed-effects p; into

the linear regression model:

APy = Bo + BiEmpi + BoXir + i + € (3.2)

By subtracting the individual-specific means from the variable values at
each time period, the fixed-effects (FE) model allows researchers to control
for the time-invariant student-level unobserved characteristics (Darolia 2014).
However, as noted by Apel et al. (2008), the fixed-effects model yields unbiased
and consistent estimates only under the assumption that unobserved student
characteristics determining student work habits and academic performance are
constant over time. As explained by Oettinger (1999), this assumption is ques-

tionable as students’ motivation is likely to fluctuate over time. Typically,
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students pursuing enrollment into tertiary education institution increase their
academic effort before their high school leaving exams in order to enhance their
chances of being accepted to their top-choice universities.

Apart from the fixed-effects model, a common alternative used by researchers
is the random-effects (RE) model (See, for instance, Staff et al. 2010; Apel et al.
2008). However, unlike to the fixed-effects model, the random-effects model as-
sumes that the unobserved individual characteristics are uncorrelated with the
explanatory variables in the model. Considering the discussion on the possible
link between students’ innate motivation and their work involvement in Sub-
section 2.2.1, such assumption is rarely satisfied. Hence, RE model also fails
to provide unbiased and consistent estimates.

Multi-equation Modelling Approach. An ideal solution to obtain a
consistent estimate of 51 is the Two-Square Least Square (T'SLS) instrumental

variable procedure, consisting of a multi-equation model:

Empz-t = + oleit + OéQXrL't + Vit, (33)

APy = Bo + BiEmpi + BoXit + €. (3.4)

In Equation 3.3, which models students’ decision to participate in the labour
market Emp;, Z; represents a vector of selected instrumental variables, while
vector X;; refers to the exogenous determinants of a particular educational
outcome. The TSLS procedure estimates the effect of student employment
on their academic performance in two subsequent stages. In the first step,
the student employment is regressed on the chosen instrumental variable(s)
and other control variables. In the second step, the estimated values of student
employment are used as an explanatory variable for the academic performance.

For TSLS to yield a consistent estimate of 5y, the vector of instrumental
variables Z;; must fulfill two conditions. First, the instrument relevance con-
dition requires the set of instrumental variables Z;; to be correlated with the
endogenous variable Emp;, Cov(Zy, Empy) # 0. Second, the instrument ex-
ogeneity condition requires the instrument to be uncorrelated with the error
term, Cov(Zy, €;) = 0.

Many researchers taking advantage of the instrumental variable (IV) ap-
proach hinge on the availability of local labour market conditions, e.g. youth
unemployment rate, as the instrumental variable (Rothstein 2007; Beffy et al.
2013; Holford 2020; Lee & Orazem 2010). Other articles use child labour laws
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(Tyler 2003; Apel et al. 2008), the proportion of unearned income (DeSimone
2006), paternal schooling (DeSimone 2008), socio-economic status of students’
families (Simén et al. 2017), amount of financial aid students obtain (Sprietsma
2015), or the variation in area house prices (Darolia 2014) as their instrumental
variables.

Next to the instrumental variable estimation, some researchers rely on the
simultaneous equation modelling (SEM) approach (Parent 2006; Kalenkoski
& Pabilonia 2010). Identically to to the instrumental variable approach, the
SEM approach models the effect of student work on educational outcome by es-
timating a system of linear equations (Kalenkoski & Pabilonia 2010). However,
instead of relying on the TSLS estimator, the simultaneous equations model is
usually estimated via maximum likelihood estimator (Kalenkoski & Pabilonia
2010).

Dynamic Discrete Model. The last method overcoming the endogeneity
bias is the dynamic discrete approach explicitly modelling students’ decision-
making process to work (See, for example, Eckstein & Wolpin 1999; Montmar-
quette et al. 2007). In essence, the method estimates the likelihood function of
participating in the labour market exploiting the finite number of discrete types
of students who differ in the unobservable characteristics (Eckstein & Wolpin
1999). The dynamic discrete model approach advances the other estimation
methods in two ways. First, it allows joint modelling of student employment
and academic performance. Second, it explicitly controls for students’ unob-

served individual traits.

3.3 Variable Operationalization

3.3.1 Measuring Student Employment

Besides various estimation methods, reviewed studies also differ in terms of
operationalizing the employment variable. The majority of existing studies es-
timate the effect of employment intensity on educational outcomes, while the
rest examines the effect of employment status on educational outcomes. Re-
searchers using employment status as the independent variable simply distin-
guish between working and non-working students, defining student employment
as a dummy variable (See, for example, McKenzie & Schweitzer 2001; McNeal
1997). In contrast, researchers using the specification of employment intensity

define the variable either as a continuous or as a categorical variable.
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We find different continuous measures of student employment intensity in
the existing studies. For instance, Carr et al. (1996) use total hours worked
during a semester to estimate the effect, while D’Amico (1984) relies on the
percentage of the school year’s weeks with work hours being either above or be-
low 20 hours. Nonetheless, researchers usually measure the intensity of student
employment as average hours worked during the interview week (Ruhm 1997),
a typical non-summer week (Sabia 2009), midterm week (Kalenkoski & Pabilo-
nia 2010), or during two reference weeks in the academic year (Darolia 2014).
However, as explained by Oettinger (1999), imputing the typical or survey
week’s hours worked to the entire school year might contribute to a significant
measurement bias. To correct this bias, Oettinger (1999) suggests combining
the amount of weeks worked during the year and the average weekly hours
worked in the resulting student employment measure. Contrarily to Oettinger
(1999), Ruhm (1997) argues that work hours reported for the week preceding
the survey might better reflect the reality than work hours reported for periods
preceding the survey by several months, given the time proximity and ease of
remembering.

Similarly to the continuous variable specification, the categorical specifi-
cation of student employment intensity may also take various forms (See, for
example, Gleason 1993; Torres et al. 2010; Staff et al. 2010). For instance, Hov-
dhaugen (2015) divides his sample into 3 bands: 1-19 hours per week, 20-30
hours per week, and more than 30 hours per week. Alternatively, Torres et al.
(2010) use 5 work intensity categories and Tyler (2003) uses 10 categories, each

representing a 5-hour increment.

3.3.2 Measuring Educational Outcomes

Likewise to student employment, the dependent variable educational outcomes
can take various forms as educational outcomes encompass a wide range of
academic goals and results. Neyt et al. (2019) distinguish four classes of edu-
cational outcomes: educational engagement, educational decisions, exam/test
results, and educational attainment.

Educational engagement refers to students’ habits associated with their
class preparation and discipline they display in school-related activities. This
category embraces measures such as class attendance/absence (Schoenhals et al.
1998), time spent doing homework or devoted to independent study (Marsh &
Kleitman 2005), truancy (Staff et al. 2010), or paying attention during class
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(Sabia 2009). The second category of educational choices represents the de-
cisions students make during their academic career, including the decision to
drop out from a course or a study programme (Warren & Cataldi 2006) and
to enroll in further educational level, e.g. the tertiary institution (See, for in-
stance, Steel 1991). The third category, exam and test results, embodies the
most employed measure of educational outcomes. Studies, in particular those
conducted in the US, employ students’ grade point average as the outcome
variable (DeSimone 2008; Gleason 1993; Sabia 2009). Other researchers utilize
specific course grades (Kouliavtsev 2013), test scores (Tyler 2003), or results of
high school final exams (Dustmann & Soest 2007). The very last category, edu-
cational attainment, comprises of students’ probable and actual achievements,
e.g. probability of graduation from the secondary school (Beffy et al. 2013) or
credits earned during a specific time period (Dadgar 2012).

Taken as a whole, studies examining the relationship of student employment
on educational outcomes differ in many aspects, including their approach to
account for the endogeneity bias, chosen estimation method and operational-
ization of the main variables. Moreover, considering the varying estimates,
these studies provide an inconsistent lesson about the investigated relation-
ship. Researchers themselves admit that "the range of findings may be an
artifact of the different operationalisations" concealing the true effect (McNeal
1997, pg. 208). Hence, it seems viable to conduct a quantitative analysis of the
voluminous research on this topic to determine factors systematically affecting
reported findings and examine the presence of a potential publication bias. In
the next chapter, we turn to explaining the construction of a dataset allowing

us to fulfill these objectives.



Chapter 4

Data

To examine the effect of student employment on educational outcomes, we
employ the quantitative research design of meta-analysis. To use this method,
we construct an original dataset including 861 effect estimates from 69 research
papers. In this section, we describe the data collection process, the adjustments

we perform to collected data, and finally descriptive statistics of our dataset.

4.1 Data Collection

As a very first step of creating our dataset, we compile a list of primary studies
using the Google Scholar search engine. Our search query has been repeatedly
modified to cover 10 essential studies in the first 40 hits of the search. We

employ the following word combination as our definitive search query!:

’employment and academic performance’

We examine abstracts and result sections of the first 500 studies to assess the
presence of desirable estimates. After that, applying the snowballing method,
we review research papers included in reference lists of the previously inspected
studies. Additionally, we check studies cited by Neyt et al. (2019) in their
multidisciplinary literature review. We terminate the search for primary studies
in May 2020.

Primary studies included in our final sample adhere to the following criteria.
First, the studies examine the impact of student term-time employment on

educational outcomes. Second, selected studies report uncertainty measures

'See Appendix A for a list of attempted search queries accompanied by reasons for their
omission.
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around the estimates such as standard errors, t-statistics or p-values. Moreover,
contrarily to Cazachevici et al. (2020), we use only studies explicitly reporting
uncertainty measures and defer from averaging expected p-values based on the
number of asterisks or other graphical means denoting the significance level of
an estimate (See Marsh & Kleitman 2005; McCoy & Smyth 2007; Wang et al.
2010 for such a type of notation of statistically significant coefficients).

To elaborate on the first criterion, specifically on the response variable, we
do not incorporate studies operationalizing educational outcomes as academic
engagement such as time spent doing homework or class preparation (See Marsh
& Kleitman 2005; Manthei & Gilmore 2005; Schoenhals et al. 1998). From our
perspective, educational engagement does not represent an outcome, rather a
process leading to a comparable educational outcome such as exam score or
enrollment into further level of education. Moreover, measures of academic en-
gagement are almost always self-reported being a subject to an individual over-
or under-estimation (Applegate & Daly 2006). Therefore, given the subjectivity
of such measures, their inclusion in the sample would introduce an additional
bias. In a similar spirit, we exclude studies defining the dependent variable
as time to obtain a degree (See Theune 2015) because this operationalization
might be considerably affected by current trends in study patterns such as the
habit of taking gap years and other social factors, e.g. prolonging studies in
order to exploit tax benefits of the student status.

Further, we do not use studies focusing on student employment in the pri-
mary school setting (See Post & Pong 2000) since in this context student work is
illegal and rare. Similarly, we discard studies examining the impact of sandwich
work placement, a year-long integrated period of work experience in students’
study programme, on student academic performance. We disregard these stud-
ies because such programmes are specifically designed to be part of the cur-
riculum with the aim to enhance student academic performance (Jones et al.
2017; Scott-Clayton & Minaya 2016). Finally, we exclude studies investigat-
ing the relationship between summer employment and educational outcomes
(See Leos-Urbel 2014) and strictly adhere to research papers focusing on term-
year employment, which is "much more salient because of its infringement on
attendance, study habits, and achievement" (McNeal 1997, pg. 210).

To complete the list of conditions for including primary studies in our
dataset, there are two practical obstacles preventing us from accommodating all
existing research papers on this topic into our sample. These are author’s lan-

guage limitations and study accessibility. The former halts us from analyzing
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research papers published in other languages than English (See, for instance,
Lanzarini et al. 2015; Ghavam et al. 2005). The latter forces us to disqualify
studies inaccessible with the standard university license, although such studies
have shown potential for providing desired estimates since they appeared as
results of our search query. See Appendix A for the list of unavailable studies.

Following Stanley (2001), no study is disqualified on the basis of publication
form. Thus, besides standard research articles from reviewed journals, we em-
ploy working papers, conference articles, MA theses, and PhD dissertations in
the final sample and control for study quality in the analysis. Table 4.1 provides
the final list of primary studies utilized in our meta-analysis.

Consequently, we gather individual effect estimates and their uncertainty
measures from the primary studies included in our list. Apart from these
coefficients and their standard errors, we also collect other variables to analyze
the systematic heterogeneity among the reported coefficients. These variables
include estimation characteristics, specific data features, dummy variables for
control variables, and publication characteristics. We describe these variables
in detail in Section 6.1.

During extracting effect estimates from original studies and coding study
characteristics, we have experienced various difficulties related to insufficient
reporting practices in primary research papers: presenting effect estimates and
uncertainty measures such as t-statistics with erroneous signs (Rochford et al.
2009; DeSimone 2008), failing to specify the form of uncertainty measures ac-
companying the effect coefficients (Simén et al. 2017), making mistakes in plac-
ing decimal separators in reported values (Tienda & Ahituv 1996), and denot-
ing standard errors associated with estimates as standard deviations (Beerkens
et al. 2011; Body et al. 2014; Callender 2008). Besides imprecise reporting,
some research papers lack a thorough description of control variables employed
in original regression analyses enhancing the probability of coding some study
characteristics erroneously. We completed data collection in August 2020. The
final dataset is available in the attached ZIP file to this thesis.

4.2 Data Adjustments

After finalizing data collection, we engage in data adjustment procedures, en-
suring that the dataset includes comparable effect estimates. First, unlike to
most studies reporting standard regression coefficients, several studies employ

the method of a logistic regression and report odds ratios as the effect estimates
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Table 4.1: Primary studies used in the meta-analysis

Apel et al. (2008) Gleason(1993) Rochford et al. (2009)
Applegate & Daly (2006) Hawkins et al. (2005) Rothstein (2007)

Arano & Parker (2008) Holford (2020) Sabia (2009)

Auers et al. (2007) Hovdhaugen (2015) Salamonson & Andrew (2006)
Baert et al. (2017) Hwang (2013) Savoca (2016)

Baert et al. (2018) Jaquess (1984) Simon et al. (2017)
Beerkens et al. (2018) Joensen (2009) Singh et al. (2007)

Befly et al. (2013) Jones & Sloane (2005) Sprietsma (2015)

Body et al. (2014) Kalenkoski & Pabilonia (2010)  Staff & Mortimer (2007)
Bozick (2007) Kohen et al. (1978) Staff et al. (2010)
Buscha et al. (2012) Kouliavtsev (2013) Steel (1991)

Callender (2008) Lee & Orazem (2010) Steinberg et al. (1982)
Canabal (1998) Lee & Staff (2007) Stinebrickner

Carr et al. (1996) Maloney & Parau (2004) & Stinebrickner (2003)
Choi (2018) McKechnie et al. (2005) Tienda & Ahituv (1996)
Dadgar (2012) McKenzie & Schweitzer (2001)  Torres et al. (2010)
D’Amico (1984) McNeal (1997) Trockel et al. (2000)
Darolia (2014) McVicar & McKee (2002) Tyler (2003)

DeSimone (2006) Montmarquette et al. (2007) Warren & Cataldi (2006)
DeSimone (2008) Oettinger (1999) Warren & Lee (2003)
Dustmann & Van Soest (2008)  Parent (2006) Warren et al. (2000)
Eckstein & Wolpin (1999) Paul (1982) Wenz et al. (2010)
Ehrenberg & Sherman (1987) Richardson et al. (2013) Yanbarisova (2015)

Zhang & Johnston (2010)

(See, for example, Bozick 2007 or Warren & Lee 2003). An odds ratio repre-
sents an univariate transformation of the estimated beta coefficient quantifying
the constant effect of the independent variable on the occurrence likelihood of
an outcome (Sribney & Wiggins n.d). We transform the reported odds ratios

into the regression coefficients using the inverse form of the following formula:

ory = i (4.1)

where or;; denotes the reported odds ratio and [;; denotes the desirable
effect estimate from i-th specification in study s. To calculate the corresponding
standard error from the odds-ratio adjusted standard error, we follow Oehlert
(1992) and take advantage of the Taylor series-based delta method. The delta
method allows us to approximate the variance of a random variable function
by expanding the function with the variable mean (Oehlert 1992). We apply
the delta method following this formula:

SE(or;s) = \/eﬁisVar(ﬁis)eﬁis = SE(Bi,)e, (4.2)

where SE/(or;s) refers to the odds-ratio adjusted standard error and SE(f;s)
to the standard error corresponding to the original coefficient estimate from i-

th specification in s-th study. As we want to calculate standard error of the
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original regression coefficient, we apply Equation 4.2 reversely.

Similarly, some studies examine the non-linear effect between student em-
ployment and educational outcomes and report an estimate for a quadratic
term. To account for the presence of two estimates of the same effect, we follow

Zigraiova & Havranek (2016) and linearize the investigated effect as follows:

ﬁis = Bl'is + qusfesy (43)

SE(/B’LS) = \/SE(BZZS>2 + SE(gqis)zfesa (44>

where Blis refers to the linear estimate of the student employment coeffi-
cient, qus corresponds to the estimate of the quadratic term of the student
employment coefficient in i-th estimation from study s, and finally 7., denotes
the sample mean of the student employment measured in study s. Further,
SE(0s) denotes the standard error for the estimate of the linear term and
SE(f,is) denotes the standard error for the estimate of the quadratic term.

Finally, two studies in our dataset estimate an interaction effect between
the student employment and other variables, e.g. female students (Steel 1991;
Carr et al. 1996) and whether student graduated from secondary school (Steel
1991). We follow Cazachevici et al. (2020) and calculate the average marginal
effect of student employment on academic performance and the corresponding

standard errors using the delta method:

MEis = Blis + BtisTiS7 (45)

SE(ME,) = \|SE(Biis)? + SE(Bus)*Tis, (4.6)

where M E;, corresponds to the calculated marginal effects of student em-
ployment, Bh-s denotes the estimated linear effect size of student employment,
and Btis corresponds to the estimate of the included interaction term in i-th
estimation from study s. Finally, apart from the mean value of the variable
included in the interaction term 7;s, the calculation of the corresponding stan-
dard errors utilizes the reported standard error associated with the estimate
of the linear term SE(f;s) and standard error of the estimated coefficient for
the interaction term SFE(fBys). Admittedly, some research papers (e.g. Carr

et al. 1996; Ruhm 1997) fail to provide summary statistics or uncertainty mea-
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sures for quadratic/interaction terms, yielding the transformations infeasible
and preventing us from calculating the resulting estimates.

As noted in Section 3.3, researchers use different proxies for measuring ed-
ucational outcomes. To ensure that the collected estimates reflect the effect of
student work on educational outcomes in a unified way, we adjust signs for some
of the collected estimates. For instance, McNeal (1997) defines the educational
outcome as students’ dropout likelihood, whereas Carr et al. (1996) measure
the educational outcome as the likelihood of completing secondary education.
Combining estimates from these studies would be problematic as they yield
estimates with opposite signs when essentially reporting the effect of the same
direction. In other words, if student employment has a detrimental effect on
educational attainment, studies using the dropout likelihood as a proxy report
a positive effect, whereas studies using the likelihood of completing a certain
education level as a proxy report a negative effect. To further illustrate this
issue, consider a German grading scheme employed by Sprietsma (2015), in
which 1 is the best grade while 6 is the worst or a class rank used by D’Amico
(1984), where lower rank signifies better academic performance. In both cases,
we interpret a negative effect estimate as a positive impact of student employ-
ment on academic achievement. Hence, to make these estimates comparable
with other collected coefficients, we reverse their signs.

Even after performing all aforementioned adjustments, the collected esti-
mates still vary in their econometric specification and measurement units. Fol-
lowing a well-established transformation method employed among others by
Havranek et al. (2016), Cazachevici et al. (2020), and Doucouliagos & Laroche
(2003), we standardize the effect sizes of the collected estimates by converting
them into partial correlation coefficients (PCC). PCCs make the reported study
estimates directly comparable as they represent a unitless measure of strength
and direction of the relationship holding other variables constant. Signs of
PCCs correspond to the modified signs of the estimates. Using the following

formulas, we calculate the partial correlation coefficient and the standard error:

tis

\/ t?s + dfis7

1 — PCC2
se(rec), - |- 20% )

where PCC} represents the partial correlation coefficient of i-th estimate

PCC;, = (4.7)
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reported in study s, SE(PCC);s represents the corresponding standard error,
t;s denotes the t-statistic, and df;s represents the number of degrees of freedom.

Our final step in data transformation entails two adjustments. First, Cal-
lender (2008) and Sabia (2009) report zero standard errors for some of their
estimates. Such values do not allow us to compute PCCs. Hence, we replace
standard errors equal to 0 by 0.001, a sufficiently low value. Second, despite the
cleaning process, we still observe a few 'extreme’ values of the calculated PCCs
and corresponding standard errors. To prevent loss of information provided by
these observations, we substitute these outliers and their uncertainty measures

by values winsorized at the 1% level.

4.3 Descriptive Evidence

Before we dive into the analysis of publication bias and heterogeneity, we shed
more light on the created dataset by presenting summary statistics. Following
the inclusion criteria and performing data adjustments, our dataset contains
861 partial correlation coefficients from 69 primary studies capturing the effect
of student employment on academic achievement. The oldest study in our
sample is published in 1978, while the newest one is published in 2020. Within
this time-frame, studies included in the sample are relatively equally distributed
in terms of their publication year, demonstrating a stable on-going interest in
the topic we examine. In Figure 4.1, we show a box plot of PCCs across
countries, demonstrating a moderate variability among the effect estimates.
The calculated PCCs describing the effect of student employment on aca-
demic achievement can be characterized by a median of -0.006 and a simple
mean of -0.017. A simple average falls short of providing us with a valuable
insight because it places a higher weight on primary studies reporting a large
amount of effect estimates. In fact, our dataset contains seven primary studies
reporting only one estimate, whereas Sabia (2009) reports 220 estimates in his
study. To counter this disproportion, we weight estimates by the inverse of the
number of estimates reported by each study. The weighted mean equals -0.051.
Both means show a modest magnitude of the relationship between employ-
ment and students” academic performance. Even the weighted mean suggests a
weak and non-significant relation. In light of Doucouliagos’ Effect Size Guide-
lines for Partial Correlations in Empirical Economics (2011), these values do
not imply even a small effect. Furthermore, Figure 4.2 depicts the distribution

of calculated PCCs. The histogram is pointy documenting a heavy-tailed, uni-
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Figure 4.1: Variation of effect estimates within and across countries
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Notes: The figure displays a box plot of the partial correlation coefficients capturing the rela-
tionship between student employment and academic achievement across different countries.

Figure 4.2: Distribution of calculated PCCs
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modal distribution with a slight negative skewness. Additionally, a box plot
of PCCs across studies available in Appendix A suggests a substantial within-
and between-study heterogeneity in PCCs.

To obtain some preliminary clues on the heterogeneity, we examine sim-
ple and weighted mean values for different categories of our dataset, reported
in Table 4.2. Although we provide simple and weighted mean values, the fol-
lowing discussion relies on the weighted mean values that are more reliable.
Studies failing to control for the endogeneity of students’ decision to work yield
substantially higher negative weighted mean compared to studies accounting
for endogeneity, which supports the view that the negative relationship is at-
tributable to pre-employment differences (Rothstein 2007). Correspondingly,
mean effect estimates for different estimation methods diminish in magnitude
as their ability to control for pre-existing unobservable differences enhance.
Nevertheless, apart from dynamic discrete estimation approach, the differences
among estimation techniques are rather small. Next, we observe that the nega-
tive effect of student employment on educational outcomes is more pronounced
for university and male students compared to high school and female students,
respectively.

Further, Table 4.2 shows that estimates signify little spatial and time vari-
ation. On the other hand, we observe clear differences between estimates re-
ported in published and unpublished studies implying a possible presence of
publication bias in collected estimates. Finally, the mean effect estimates of
different educational outcomes are relatively comparable as opposed to mean
estimates of different employment measures. Primary studies using the con-
tinuous form of student employment yield substantially higher negative effect
compared to studies using either dummy or categorical specification. We notice
that for categorical specification, the mean is driven by positive estimates re-
ported for low work intensities. This could bias our results in the forthcoming
analyses. For this reason, in the next sections, we create more homogeneous

subsamples that we use as robustness checks.
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Table 4.2: Partial correlation coefficients for various data categories

Unweighted Weighted
n  Mean 95% CI Mean 95% CI
All estimates 861 -0.017 -0.022 -0.013 -0.051 -0.057 -0.045
Endogeneity
Endogeneity control 307 -0.022 -0.028 -0.016 -0.036 -0.043 -0.029
No endogeneity control 554 -0.015 -0.021 -0.009 -0.057 -0.065 -0.049
Data type
Longitudinal data 729 -0.008 -0.012 -0.004 -0.025 -0.030 -0.020
Cross-sectional data 132 -0.069 -0.086 -0.052 -0.087 -0.105 -0.069
Estimation method
Elementary approach 525 -0.013 -0.021 -0.009 -0.057 -0.065 -0.049
Matching approach 29 -0.041 -0.057 -0.025 -0.060 -0.073 -0.048
Joint modelling 138 -0.041 -0.051 -0.030 -0.045 -0.055 -0.034
Panel methods 148 -0.007 -0.012 -0.002 -0.035 -0.043 -0.028
Dynamic discrete 21 -0.009 -0.053 0.035 -0.009 -0.048 0.030
Data characteristics
Male students 218 -0.013 -0.020 -0.007 -0.056 -0.067 -0.044
Female students 222 0.002 -0.003 0.007 -0.023 -0.028 -0.017
Secondary education 621 -0.008 -0.012 -0.004 -0.029 -0.035 -0.024
Tertiary education 240 -0.043 -0.055 -0.031 -0.070 -0.082 -0.057
Academic outcome
Educational choice 147 -0.030 -0.040 -0.020 -0.039 -0.048 -0.030
Educational attainment 116 -0.022 -0.036 -0.008 -0.039 -0.056 -0.022
Test scores 598 -0.014 -0.019 -0.001 -0.057 -0.065 -0.050
Student employment
Continuous variable 261 -0.039 -0.048 -0.030 -0.080 -0.092 -0.069
Dummy variable 158 -0.007 -0.016 0.003 -0.024 -0.035 -0.014
Categorical variable 442 -0.008 -0.014 -0.003 -0.022 -0.029 -0.015
Low-intensity 185 0.013 0.006 0.021 0.014 0.004 0.024
Medium-intensity 94 -0.011 -0.023 0.000 -0.035 -0.051 -0.020
High-intensity 163 -0.031 -0.041 -0.021 -0.044 -0.054 -0.034
Spatial variation
European countries 125 -0.029 -0.045 -0.014 -0.061 -0.079 -0.044
USA 694 -0.013 -0.018 -0.009 -0.042 -0.048 -0.036
Other countries 42 -0.052 -0.076 -0.029 -0.075 -0.101 -0.048
Publication status
Unpublished 75  -0.004 -0.022 0.014 -0.021 -0.038 -0.004
Published 78 -0.019 -0.023 -0.014 -0.057 -0.063 -0.050
Publication date
Until 1990 40 -0.061 -0.087 -0.034 -0.055 -0.089 -0.022
1991-2000 103 -0.030 -0.040 -0.020 -0.039 -0.053 -0.025
2001-2010 453 -0.010 -0.016 -0.004 -0.053 -0.061 -0.045
Since 2011 265 -0.019 -0.027 -0.011 -0.053 -0.063 -0.042

Notes: The table shows mean values of PCCs for different subsets of data. We report
the unweighted and weighted mean where we weight the values by the inverse of number

of estimates per study.
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Publication Bias

5.1 Definition and Motivation of Publication Bias

In the previous sections, we reviewed theories and methodological approaches
concerning the relationship between student employment and educational out-
comes. Further, we summarized the collected evidence in order to identify
the average effect and the most pronounced empirical patterns. Although such
approach is valuable as it uncovers new insights, it fails to challenge the credibil-
ity of collected empirical evidence resulting in possibly biased summary effects
(Ioannidis et al. 2017).

Credibility of certain findings has been traditionally evaluated by journal
editors and referees who ultimately decide which results get published. Despite
all efforts to standardize this decision-making process, findings with certain
features are more likely to be accepted by journal editors. In consequence,
such approach might produce a biased overview of the empirical knowledge on
a certain topic. Stanley (2005) identifies three features enhancing the publica-
tion probability of effect estimates. First, both researchers and editors favour
statistically significant estimates. Second, reviewers and researchers treat more
favourably research findings consistent with the dominant theory. Third, re-
searchers themselves use the dominant theory, although unintentionally, as a
guiding mechanism when designing their model specification. Generally, we
call this tendency of journal reviewers and researchers to "prepare, submit and
publish" research findings corresponding to their expectations of statistical sig-
nificance and direction ’publication selection bias’ or simply 'publication bias’
(Dickersin 2005, pg. 13).

Publication bias has been excessively described in the past (Dickersin 2005).
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Only recently, however, researchers have begun to study the systematic misre-
porting of effect estimates in various economic topics including minimum-wage
research (Card & Krueger 1995; Doucouliagos & Stanley 2009), budgetary im-
plications of numerical fiscal rules (Heinemann et al. 2018), or consumption
habit formation (Havranek et al. 2017). Inevitably, reported results and their
distortion have been also scrutinized in other research areas including economics
of education. For example, Havranek et al. (2018) find a negative publication
bias in the evidence on the relationship between tuition fees and demand for
tertiary education. Similarly, Minasyan et al. (2019) test whether publication
selection bias permeates literature concerning the link between gender inequal-
ity in education and per capita economic growth.

To enrich the research of systematic misreporting in the field of economics
of education, in this section, we investigate whether the existing empirical
evidence on educational implications of student employment suffers from pub-
lication selection bias. A less immersed observer could reject the presence of
publication bias in this empirical evidence for two reasons. For one, as there
are multiple theories offering convincing explanations for positive and negative
estimates, research findings are less likely to be influenced by a 'commonly ac-
cepted theory’. For two, researchers themselves (See, for instance, Oettinger
1999; Sabia 2009; Tyler 2003) acknowledge that there seems to be little consen-
sus on whether student employment hinders or improves academic performance
implying minor preference for a certain type of results among researchers.

Nonetheless, a thorough look into the existing literature suggests counter-
arguments, indicating the presence of negative publication bias. For example,
Buscha et al. (2012) admit that "the view that part-time work has a detri-
mental effect on educational attainment [...] is increasingly widespread in the
last 10 years" (pg. 383). Similarly, Neyt et al. (2019) hint at the possibility
of negative publication bias by showing that the most convincing studies in
terms of their methodological advancement yield less negative effect estimates
compared to less advanced studies. If the collected evidence on the effect be-
tween student employment and academic performance is subject to publication
bias, the descriptive statistics are biased. Hence, the sample mean reported in
the previous section does not represent the true average effect. To assess the
credibility of empirical evidence regarding the effect of student employment on
educational outcomes, in this section, we test whether the collected estimates

are influenced by publication bias.
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5.2 Testing for Publication Bias

5.2.1 Graphical Test: Funnel Plot

We begin our investigation of potential publication bias by employing a visual
tool for its assessment called funnel plot. In essence, funnel plot represents a
scatter plot, where the effect estimates from individual studies depicted on the
horizontal axis are plotted against the precision measure on the vertical axis
(Sterne et al. 2005).

Assumingly, the most precise estimates should lie close to the true mean
effect in the top part of the graph, with the spread widening out at the bot-
tom of the graph as the precision of effect estimates decreases (Egger et al.
1997). Therefore, in the absence of publication bias, the graph should form the
shape of a symmetrical inverted funnel. Conversely, an asymmetry of the fun-
nel plot indicates the existence of publication bias, e.g. preference for positive
or negative estimates. Moreover, funnel plot indicating an overrepresentation
of statistically significant results over statistically non-significant results, irre-
spective of their direction, appears wide and hollow (Stanley 2005).

We construct the funnel plot presented in Figure 5.1 in the following way.
On the horizontal axis, we plot the partial correlation coefficients. On the
vertical axis, we plot the inverse of standard errors. Although using the inverse
of standard errors as a measure of precision is a standard practice in a meta-
analytic research, this choice slightly modifies the expected shape of funnel
plot: in the absence of publication bias the outer lines of the resulting funnel
plot should be curved inwards (Sterne et al. 2005).

The diagram presented in Figure 5.1 roughly forms the predicted inverted
funnel shape with a high level of symmetry. Even very imprecise estimates
concentrated at the bottom of the diagram are reported. After a detailed
inspection, we notice that the graph depicts more negative estimates of a high
magnitude compared to high positive estimates. This results in a left-skewed
funnel plot indicating that large positive estimates are slightly underrepresented
in the literature.

Nevertheless, this mild underrepresentation of large positive estimates does
not have to be a result of a negative publication bias. Variation in estimation
methods and any other difference between research designs of primary studies
is capable of introducing asymmetry to the funnel plot (Stanley 2005). Un-

fortunately, the graphical means of funnel plot does not allow us to examine
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other causes of its skewness apart from publication selectivity. Moreover, the
funnel plot technique is a highly subjective assessment of publication bias as
it relies on researchers’ visual evaluation. Hence, given little asymmetry in the
funnel plot and the subjectivity of this tool, at this point of our analysis, we
cannot conclude that a negative publication bias is present in the literature
on the relationship between student employment and academic achievement.
To complement the graphical analysis with a more rigorous assessment, in the

next subsections, we utilize quantitative tests of publication bias.

Figure 5.1: Funnel plot of partial correlations coefficients
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Notes: The figure displays the funnel plot of partial correlation coefficients capturing the
effect of student employment on academic achievement. The solid vertical line represents the
mean of PCCs, the dashed vertical line indicates the median. We use unwinsorized data for
constructing this graph, however, for quantitative tests we use winsorized data.

5.2.2 Linear tests

Formally, we inspect the publication bias using the linear regression approach
suggested by (Egger et al. 1997). Following the linear regression approach, we

estimate:

PCCis = By + B1SEpcc,, + €is, (5.1)
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where PCC;; and SEpcc,, are the calculated partial correlation coefficients
and their corresponding standards errors, respectively. Finally, €;, represents
the regression error term. We interpret the constant (3, (effect beyond bias)
as the true effect corrected for publication bias. On the other hand, beta
coefficient 3 (publication bias) and its test for statistical significance convey the
information regarding the existence, direction and magnitude of the potential
publication bias.

We call Equation 5.1 the funnel asymmetry test (FAT) as it expresses the
symmetry of funnel plot in quantitative terms (Egger et al. 1997). In essence,
the funnel asymmetry test explores the correlation between reported estimates
and their standard errors. In the absence of publication bias, the test detects
the correlation to be zero as the effect estimates are randomly distributed across
studies (Stanley 2005). Conversely, if the test diagnoses publication bias, the
correlation between reported estimates and their standard errors is non-zero.

To estimate the regression Equation 5.1, we pursue different model speci-
fications. First, we estimate the equation with ordinary least squares (OLS).
Second, we test for publication bias by estimating the model with between-
study variance. We do not estimate the model using within-study variance
because the nature of our dataset does not allow us to pursue this specifi-
cation; our dataset is unbalanced and some primary studies report only one
effect estimate. In the third specification, we introduce a weighting scheme
widely used in meta-analytic studies (For instance in Havranek et al. 2018 or
Gechert et al. 2019). In the third specification, we weight effect estimates by
the inverse of the number of observations per study, ensuring that estimates
generated from studies of varying sample sizes have an equal impact. Finally,
Stanley (2005) points out that estimating Equation 5.1 might be biased due
to random sampling error and joint determination of effect estimates and their
standard errors by the chosen estimation method in the primary study. To
remedy the potential endogeneity between reported estimates and their stan-
dard errors, we estimate Equation 5.1 with the instrumental variable approach.
We use the square root of the number of observations as an instrument. This
instrument should fulfill both the relevance and exogeneity conditions. By def-
inition, the instrument is correlated with standard errors because large-sample
studies typically generate small standard errors. On the other hand, it is un-
likely, however not impossible, that sample size is correlated with a chosen
estimation approach.

The results of these specifications are presented in Panel A of Table 5.1. We
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observe a mild negative publication bias that is statistically significant at 5% or
lower significance level for all four specifications. On the contrary, based on the
low and statistically non-significant values for mean corrected for publication
bias, we cannot reject the hypothesis that the underlying effect of students’

employment on their educational outcomes is non-existent.

Table 5.1: Linear tests of publication bias

Panel A: Various model specifications

OLS Between Study Instrument
effects

Standard Error -0.881** -1.974%** -1.779%** -0.904**
(Publication Bias) (0.31) (0.36) (0.38) (0.31)

[-1.629, -0.273] [-2.585, -0.874] [-1.589, -0.292]
Constant 0.006 0.017 0.010 0.007
(Mean Beyond Bias) (0.01) (0.01) (0.01) (0.01)

[-0.023, 0.035] [-0.012, 0.031] [-0.022, 0.036]
Observations 861 861 861 861
Studies 69 69 69 69
Panel B: Model specifications weighted by precision

WLS Between Study Instrument
effects

Standard Error -0.544 -1.336%** -1.305%* -0.561
(Publication Bias) (0.31) (0.36) (0.44) (0.31)

[-1.239, 0.095] [-2.211, -0.2261] [-1.224, 0.094]
Constant -0.003 -0.003 -0.004 -0.003
(Mean Beyond Bias) (0.01) (0.01) (0.01) (0.01)

[-0.020, 0.011] [-0.032, 0.013] [-0.017, 0.011]
Observations 861 861 861 861
Studies 69 69 69 69

Notes: The table reports the results of linear regression testing for the presence of publication
bias. The standard errors of the regression parameters are clustered at the study level. The
simple uncorrected mean equals -0.017, the weighted uncorrected mean - 0.051. In panel
A we present the following specifications: OLS = ordinary least squares, BE = study-level
between effects, Study = weighted by the inverse of the number of estimates reported per
study, IV = the inverse of the square root of the number of observations acts as an instrument
for the standard error. In Panel B, the same specifications are additionally weighted by the
inverse of PCC’s standard errors. Standard errors in parentheses. 95% confidence intervals
from wild bootstrap clustering in brackets. * p < 0.10, ** p < 0.05, *** p < 0.01.

To further address the heteroscedasticity of Equation 5.1, we follow another
standard practice among meta-analysts (See, for instance, Stanley 2005 or Zi-
graiova & Havranek 2016) and apply a weighting scheme, in which we assign

more weight to more precise estimates. To achieve higher efficiency, we weight
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the equation by the inverse of their standard errors (1/SE):

1 1
go———— =tis = Bp.————— SE v g 5.2
SEpcc,, fo SEpcc,, +hi5Broc, v (5:2)

PCC;

In Equation 5.2, By denotes the extent and direction of publication bias,
while [, signifies the mean effect corrected for publication bias. Moreover,
t;s stands for t-statistic of the i-th PCC obtained from the s-th study. We
call Equation 5.2 precision asymmetry test (PET) (Stanley 2005). Apart
from applying this heteroscedasticity correcting weighting scheme separately,
we pursue it simultaneously with the other model specifications described
above. Panel B in Table 5.1 reports results for these estimations. Likewise
to Panel A, we observe that the underlying corrected mean effect is substan-
tially smaller than the simple uncorrected mean effect (-0.017), close to zero
and non-significant. Regarding the publication bias, we still observe a negative
publication bias, however its significance at 5% level fades out for OLS weighted
by precision and instrumental variable estimation weighted by precision.

Our final advancement accounting for the heteroscedasticity of FAT-PET
entails clustering standard errors at the study level. The standard assumption
that error term ¢;, is independently and identically distributed as €;; ~ iid
(0,0%) is most likely violated. It is likely that there is some correlation between
standard errors of effect estimates reported in the same primary study. To
avoid erroneous results and inferences from statistical tests, we cluster standard
errors at the study level. By this clustering, we assume correlation between
estimates from the same study and independence between estimates generated
by different studies. Although we reach the minimum amount of clusters for
reasonable inference, our sample suffers from unequal cluster sizes that might
introduce another bias to the inference (MacKinnon & Webb 2017). To account
for this cluster unbalancedness, we follow Gechert et al. (2019) and employ
wild bootstrap clustering. We report the 95% confidence interval of the wild

bootstrap for all specifications apart from study-level between-effect estimation.

5.2.3 Non-linear tests

Both funnel and precision asymmetry tests (FAT-PET) serve as powerful tests
for examining publication bias and the true underlying effect corrected for this
bias (Stanley 2008). However, the major limitation of these tests stems from

their assumption that there is a linear relation between publication bias and
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standard errors. Stanley et al. (2010) suggest that this assumption is likely
to be violated for highly precise effect estimates. Estimates concentrated at
the top of the funnel plot are less likely to be contaminated by publication
bias bias due to their sufficiently small standard errors. Such small standard
errors allow them to achieve statistical significance without particular selec-
tion (Stanley et al. 2010). Therefore, when applying linear approximation,
publication bias might be overstated, shifting the true underlying effect down-
wards. For this reason, we perform alternative non-linear tests used in recent
meta-analyses to identify the authentic empirical effect clear of publication
bias (See, for instance, Cazachevici et al. 2020; Havranek et al. 2020; Matousek
et al. 2019). Table 5.2 displays values of the true underlying effect using these

non-linear techniques.

Table 5.2: Non-linear tests of publication bias showing the underlying
true effect

Stem-based Endogenous kink WAAP  Selection model

method
Effect Beyond Bias 0.004 -0.010 0.004 -0.019%*
(0.021) (0.027) (0.007) (0.003)
Observations 861 861 861 861
Studies 69 69 69 69

Notes: The table reports the results of non-linear tests, showing the magnitude and
significance of the true underlying effect corrected for publication bias. The simple
uncorrected mean equals -0.017, the weighted uncorrected mean - 0.051. Standard errors
in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

First, we employ the stem-based method introduced by Furukawa (2019).
The stem-based method builds upon the "Top 10" developed by Stanley et al.
(2010). Both methods operate under the assumption that a subsample of the
most precise estimates should exert a minimum publication bias. Hence, the
calculated true underlying effect based on this subsample should be more effi-
cient. While "Top 10’ method relies on an arbitrary cut-off point of the 10%
most precise estimates, the Stem-based method determines the number of stud-
ies for estimating the true empirical effect endogenously. Furukawa (2019) ob-
tains the desired number of studies by minimizing the mean squared error of
the estimates. The goal of the estimation is to find an optimal number of stud-
ies that is sufficiently high to ensure efficiency of the true effect estimator and
sufficiently low, so it does not include many imprecise estimates.

The next method we use, the Endogenous Kink method as proposed by Bom
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& Rachinger (2019), also follows logic embedded in "Top 10’ approach. Assum-
ing that more precise estimates are less likely to suffer from publication bias,
the objective of Endogenous Kink technique is to isolate them and use them for
computing the average effect. Similarly to Furukawa’s Stem-based method, En-
dogenous Kink finds the fraction of most precise estimates endogenously. The
Endogenous Kink method obtains the cut-off value by fitting a piecewise linear
meta-regression of estimates on their standard errors. This regression consists
of two branches; a horizontal branch for the most precise estimates featuring
no relation with their standard errors a positively-sloped branch mirroring the
positive correlation between standard errors and estimates contaminated by
publication bias. The kink, at which the branches meet, signifies the cut-off
value. Using stem-based method and the Endogenous Kink technique yield the
mean of true underlying effect estimate of 0.004 and -0.010, respectively.

Further, we follow a novel method designed by Ioannidis et al. (2017) and
compute the weighted average of adequately powered (WAAP) estimates. The
WAAP estimator calculates the true effect using only adequately powered es-
timates with statistical power higher than 80% and weights them by optimal
weights (1/SE?). Stanley et al. (2017) point out that the main limitation of
the WAAP method lies in its unfeasibility when being applied to datasets with
no sufficiently powered studies. Our winsorized sample is an example of such a
dataset. Therefore, when calculating WAAP, we resort to using unwinsorized
data. Estimating WAAP for the unwinsorized dataset, we obtain the mean
effect of 0.004.

Our final non-linear test is the Selection Model introduced by Andrews &
Kasy (2019). Similarly to Hedges (1992), Andrews & Kasy (2019) assume that
the chance of publishing certain effect estimate is dependent on its statistical
significance and that this chance changes once a certain level of t-statistic is
achieved. The method uses maximum likelihood to identify the publication
probability for different windows of data bounded by critical t-statistic thresh-
olds. Consequently, it calculates how many estimates in these windows are
underrepresented and assigns them with more weight. The Selection Model
gives us the mean effect of student employment on educational outcomes equal
to -0.019.

On average, the values of true underlying effect generated by non-linear tests
are slightly more negative than the ones generated by linear tests. This con-
firms that linear tests sometimes overstate publication bias and understate the

true underlying effect. Nonetheless, given the zero-close estimates, non-linear
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tests are consistent with linear tests, showing that the true underlying effect is
negligible and mostly statistically non-significant. This finding is reconcilable
with modern theoretical mechanisms. These mechanisms state that the effect
of student work on academic performance is not driven by the employment
itself. However, it is rather conditional on students’ primary orientation or

pre-existing characteristics, resulting in attenuation or absence of the effect.

5.2.4 Caliper test

Non-linear tests allow us to verify the magnitude and existence of the true un-
derlying effect, while relaxing the linearity assumption between effect estimates
and standard errors embedded in funnel and precision asymmetry tests (FAT-
PET). Nevertheless, non-linear tests do not circumvent another limitation of
FAT-PAT, which is the exogeneity assumption between standard errors and ef-
fect estimates. Traditional solution to this issue involves estimating FAT-PAT
with instrumental variable that we perform in Subsection 5.2.2. To further
corroborate or reject the negative publication bias, we seek an alternative test,
relaxing the exogeneity assumption.

With this objective in mind, we employ Caliper test proposed by Ger-
ber & Malhotra (2008) and used in modern meta-analyses (See, for instance,
Havranek et al. 2020; Matousek et al. 2019). Similarly to instrumental variable
estimation of FAT-PET, Caliper test drops the assumption of zero correlation
between effect estimates and their standard errors in the absence of publication
bias. It compares number of estimates below and above certain critical value
of t-statistics in a given band. In the absence of publication bias, estimates
just above and just below these arbitrary thresholds (in our case -1.96, 0, and
1.96) should be equally likely which seems to be violated in our case by look-
ing at Figure 5.2 showing the frequency distribution of t-statistics of computed
PCCs. If the opposite is true, these critical values have a substantial impact on
which findings get published, supporting the presence of publication selection
bias.

Our results for Caliper test reported in Table 5.3 do not show any publi-
cation selection bias between significant and non-significant positive estimates
where the frequencies of estimates below and above the 5% significance thresh-
old gradually equalize as we narrow down the caliper. Similarly, Caliper test
detects minimum disparities between positive and negative estimates that are
equally distributed around the threshold of 0. Although, given the results of
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Table 5.3: Caliper test for detecting publication bias

Threshold for t-statistic -1.96 0 1.96

Caliper size: 10%
Share of estimates above the threshold 0.472%%*%  (.548*** (. 577F**
0.08)  (0.09)  (0.10)

Caliper size: 5%
Share of estimates above the threshold 0.750%*%*  (0.545***  (.545***
(0.11)  (0.16)  (0.16)

Observations 861 861 861
Studies 69 69 69

Notes: The table reports the share of estimates being above the critical value
of t-statistic (in absolute terms) in a 10% and 5% caliper. To illustrate the
interpretation of the coefficients, a coefficient of 0.750 means that the ratio of
negative significant estimates to non-significant is 75% to 25%. Standard errors
in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

Figure 5.2: Distribution of t-statistics of partial correlation coeffi-
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the previous tests, we would expect negative estimates to dominate positive
ones, the equal distribution of estimates in the caliper around 0 is sensible as
the average effect fluctuates around 0. For the last critical value of t-statistic
equal to -1.96, we notice that negative significant estimates dominate the neg-
ative non-significant estimates 75% to 25% for the tightest band of 5%. This
result refines our analysis; it shows that researchers not only prefer negative
estimates to positive ones as corroborated by linear tests, but also prefer sig-

nificant negative estimates to negative non-significant findings.

5.3 Robustness checks

To further validate our results, we conduct the above-described tests on three
subsamples of our original dataset. For better flow of this thesis, we present
results for these robustness checks in Appendix B.

The first subsample discards estimates from studies that fail to control
for the endogeneity of students’ decision to participate in the labour market.
Demonstrated by descriptive statistics, the weighted mean for estimates ignor-
ing the endogeneity bias is almost twice as negative as the mean for estimates
accounting for endogeneity. Moreover, as pointed out by Neyt et al. (2019), the
most advanced studies accounting for endogeneity yield less negative estimates
compared to less advanced studies. Hence, it is reasonable to assume that
authors of these methodologically advanced studies do not hold any specific
preferences regarding the effect because they realize that the negative effects
of previous studies are driven by insufficient controlling for endogeneity. To
test this presumption, we test for the presence of publication bias on a subset
of estimates generated by studies controlling for endogeneity. This subsample
contains 307 observations with a simple mean of -0.022 and median of -0.008.

Linear tests of publication bias for the subsample of estimates controlling
for endogeneity do not provide convincing evidence for the presence of negative
publication bias as the coefficients capturing the bias are mostly statistically
non-significant. Moreover, although Caliper test corroborates the existence of
negative publication bias for the wider caliper, the trend reverses for the tighter
caliper where we observe that positive estimates dominate negative estimates
67% to 33%. Nevertheless, the result for the tighter caliper is statistically non-
significant. Ultimately, these findings show that studies carefully controlling
for endogeneity of student employment are not plagued by negative publication

bias. This finding implies that the publication bias present in the overall sample
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might not be driven by a shared preference for negative effect estimates, rather
by a common failure to carefully control for students’ individual characteristics
mutually influencing their educational outcomes and decision to work.

In the second subsample, we include only PCCs of studies that operational-
ize the independent variable of student employment as a continuous variable.
This more homogenous dataset consists of 261 observations, yielding the un-
weighted mean of -0.039 and median of -0.024. Funnel and precision asymme-
try tests performed on this subsample yield results consistent with our previous
findings; they demonstrate a weak negative publication bias significant at least
at 10% level for most of our specifications. Similarly to our analysis on the
whole sample, results of Caliper test for this subsample show that negative
significant estimates dominate negative non-significant estimates 71% to 29%.

Consequently, as our final robustness check, we conduct the analysis of
publication bias on a subsample of original estimates, not transformed into
PCCs. As none of the primary studies reports the effect of student work in
the form of elasticities, we specify our own criteria for a comparable economic
effect. Observations included in this non-transformed subsample measure stu-
dent employment as the average amount of hours worked per week during the
academic year. Moreover, they use a 4-point grade average as the educational
outcome. Admittedly, accommodating only estimates using GPA as a response
variable disqualifies research papers conducted in other countries than the US.
Nonetheless, including other grading scheme would make the economic effect
again incomparable. The resulting non-transformed dataset consisting of 92
estimates from 16 studies can be characterized by a simple unweighted mean of
-0.007 and a median of -0.004. Linear tests performed on this untransformed
dataset indicate the presence of negative publication bias, yet its magnitude
and statistical significance varies. Unfortunately, we do not perform Caliper
test for this subsample due to the insufficient amount of observations.

Finally, for all three subsamples, both linear and non-linear analyses fail
to reject the null hypothesis that the true underlying effect is different from
zero. Even in the untransformed subsample the mean beyond bias is close to
zero, indicating that the economic effect is very small. Hence, as this finding
permeates all our specifications and robustness checks, we conclude there the

effect of students’ employment on their academic achievement is negligible.



Chapter 6
Heterogeneity

As noted earlier, the reported estimates of the effect of student employment
on educational outcomes differ in terms of their magnitude and direction. The
previous section accounted a certain portion of heterogeneity among reported
estimates to the negative publication bias. In this section, we explore other
sources of heterogeneity associated with the characteristics of the study design.
We feel encouraged by previous research that articulated the need for inves-
tigating heterogeneity. For instance, Tyler (2003) concludes his review of the
past research on educational implications of student employment by this sug-
gestion: "Taken as a whole these studies do not offer consistent lessons about
the relationship between school-year work and academic achievement. The rea-
sons for the inconsistencies are likely related to some combination of different
data sets, different age students, different dependent variables, and different
empirical methods across the studies" (pg. 386).

Hence, in this chapter, we identify design study characteristics that explain
the variation among the partial correlation coefficients. First, we describe the
variables we collected to capture the systematic differences. Second, we explain
the Bayesian Model Averaging (BMA) technique that we use for investigating

heterogeneity and finally, we present our results.

6.1 Explanatory variables

To investigate reasons causing heterogeneity between the reported estimates,
we introduce 31 additional variables capturing the differences. We group the

variables in 6 blocks: data characteristics, design of the analysis, estimation
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methods, variable specification, publication characteristics, and student char-
acteristics.

Admittedly, the set of included additional variables is not exhaustive as
there is a myriad of factors influencing the relationship under consideration.
For instance, DeSimone (2006) acknowledges the potential link between popu-
lation size and grade responsiveness to employment. However, given his solitude
in examining this link, we defer from using population size as another explana-
tory variable. Similarly, Body et al. (2014) and McNeal (1997) investigate how
the scrutinized relationship varies depending on the employment sector and
student’s field of study. For instance, Body et al. (2014) show that working in
a private sector has a greater detrimental effect on students’ success compared
to working in a public sector due to time flexibility. Likewise, Richardson et al.
(2013) argue that unlike to other students, fine-art students face a less-flexible
study environment that might hinder their experience of combining work and
studies. Although these student job dimensions influence the estimated rela-
tionship, they do not represent a common researchers’ choice. Therefore, we do
not include them in our analysis. On similar grounds, we exclude other vari-
ables such as whether students live at home or on campus (Body et al. 2014),
association with religious communities (McVicar & McKee 2002), region of
student’s residency (McVicar & McKee 2002), etc.

Block 1 — Data characteristics: Besides the obvious data characteristics
including the effect estimate and the corresponding standard error, we collect
three additional variables describing the nature of the datasets employed in the
primary studies. First, for each study we collect the number of observations
used for the estimation. The size of data samples utilized in primary studies
differs considerably. For instance, DeSimone (2006) relies on a nation-wide
dataset with more than 149,000 individuals. In contrast, Hwang (2013) uses
a sample including only 215 students following the course on Principles of
Economics. Darolia (2014) argues that restricted datasets are problematic as
they are more likely to miss or mask the true effect of student employment on
educational outcomes. Ideally, datasets should reflect experiences of nationally
representative sample of students (Darolia 2014; Callender 2008). Hence, to
account for these differences, we create the variable Sample size.

Second, we create the variable Average data year, denoting the average year
of the employed data in a standardized form. We assume that estimates cap-
turing the effect of student employment on educational outcomes differ between

student generations due to the varying working and studying habits. For in-
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stance, Babcock & Marks (2011) show that university students substantially
decreased time devoted to studying between 1961 and 2003. On the contrary,
students’ work engagement and working hours have been steadily rising since
1980s (Singh 1998; McVicar & McKee 2002).

Third, instead of using cross-sectional data, some researchers exploit lon-
gitudinal datasets. Apart from establishing causality, longitudinal data allow
researchers to control for the time-invariant individual unobserved heterogene-
ity, and thus account for the endogeneity of student employment (Oettinger
1999). Our analysis accounts for this specific type of dataset by introducing a
dummy variable Longitudinal data.

Block 2 — Estimation methods: We code five methods used for the
estimation of the investigated relationship: FElementary approach encompass-
ing OLS and linear probability models, Matching approach representing the
propensity score matching approach, Panel methods including fixed-effects and
random-effects method, Joint modelling including instrumental variable ap-
proach and simultaneous modelling approach, and finally Dynamic discrete
approach. Considering the varying underlying assumptions of these techniques
and the degree to which these estimation methods account for students’ unob-
servable differences, we expect estimation approaches to affect the reported es-
timates. Indeed, using the same dataset, Stinebrickner & Stinebrickner (2003)
employ OLS, FE and IV approach to estimate the relationship between stu-
dent work and academic performance and obtain three fundamentally different
estimates.

Block 3 — Design of the analysis: The estimation techniques vary in
their ability to control for potential endogeneity of students’ decision to work.
To address the degree to which different studies correct for the endogeneity
bias, we include a dummy variable Endogeneity.

Further, we focus on the geographical variation among primary studies.
While most primary studies utilize datasets obtained in the US, some studies
use datasets including observations on students from Europe and other parts of
the world. In particular, our sample contains 64% of primary studies conducted
in the US, 25% of studies conducted in Europe, and the remaining share of
studies use datasets concerning Australian, Canadian or Russian students. To
account for varying educational systems and student attitudes across the world,
we distinguish studies based on the country of analysis and create corresponding
dummy variables USA, Europe, and Other countries.

Another feature of the primary studies we control for is the Educational
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level, at which the effect of student employment on academic performance is
measured. The existing literature suggests opposing views on how the effect
of student employment on educational outcomes differs between secondary and
higher education students. On one hand, we would expect the effect to be
less negative for university students. As noted earlier, Bozick (2007) argues
that university students compared to high school students, have more flexible
study environment and more favourable attitude to education as they decided
to continue with their studies. On the other hand, our descriptive statistics
presented in Table 4.2 shows more negative effect for tertiary students. Neyt
et al. (2019) also report more negative effect for university students and explain
that tertiary education students might be less successful in combining work and
studying due to the more challenging content and less structured setting of their
studies.

Finally, we control for the Number of explanatory variables included in the
original estimations. Researchers usually attempt to employ a high number of
variables in order to control for individual differences among students. In our
sample, the average number of covariates included in original estimation is 17.

Block 4 — Variable specification: Researchers use various specifications
to operationalize the student employment status. As discussed earlier, most of
them utilize student employment as a continuous variable, while others create
a categorical or a dummy variable. To control for the variation arising from
different operationalization of student employment, we code the specification of
Employment as Continuous, Categorical or Dummy. Equivalently, researchers
examine the effect of student employment on various educational outcomes
including educational choices, test/exam scores, and educational attainment
(Neyt et al. 2019). We control for these differences by creating corresponding
dummy variables Educational choice, Educational attainment, and Test scores.

Block 5 — Publication characteristics: Following the traditional prac-
tice in meta-analyses (See, among others, Havranek et al. 2016; Gechert et al.
2019), we further include several publication characteristics. First, to account
for potential methodological innovations and time trend in the existing litera-
ture, we include the Publication year of the study as an explanatory variable.
Second, to control for the quality of primary studies included in our sample,
for each study we add two variables; the number of Google Scholar Citations
and a dummy variable reflecting whether a study was Published in a reviewed
journal. We standardize the number of citations per year in order to avoid

penalizing the most recent studies.
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Moreover, we also collect Journal Citations Report (JCR) impact factor
for estimates reported in published studies. The annual JCR impact factor
measures the citation frequency of a journal as the ratio of citations divided
by the available citable items (Clarivate Analytics 2019). Admittedly, the JCR
impact factor is a simple impact factor, failing to attribute each citation with
an appropriate weight as opposed to recursive impact factor RePEc that is
commonly used for assessing economics journals (Zimmermann 2013). Despite
the improved methodology of recursive impact factors, we use the simple JCR
impact factor as a journal quality measure since most of the primary studies in
our sample have been published in journals concerning educational policy. As
the RePEc list encompasses primarily journals on economic research, outlets
wherein primary studies from our sample are published are scarcely included
in the list.

Block 6 — Student characteristics: Another source of heterogeneity
entails the distinct students’ characteristics and preferences. As noted before,
researchers aim to control for various student characteristics in their original
regressions with the objective to account for individual characteristics that
could potentially impact academic performance or employment decision.

One of such characteristics is students’ intrinsic motivation that seems to
be an important factor in determining the employment-education relationship.
Empirically, Richardson et al. (2013) demonstrate that employment is less likely
to hamper academic performance if students work because they want to than
because they have to. Another sensible factor researchers control for is students’
cognitive ability (Arano & Parker 2008; McNeal 1997; Staff & Mortimer 2007).
For example, Oettinger (1999) finds that more able students systematically
select different employment schedules than less able students. By incorporating
dummy variables Motivation and Ability we reflect whether original estimation
uses these student characteristics as control variables.

Similarly, researchers recognize the impact family background can exert on
the association between student employment and educational outcomes by in-
cluding family background variables into their estimation. Naturally, students’
educational outcomes are influenced by the economic situation of their par-
ents. Although, it would be sensible to distinguish between studies considering
parental economic situation and those ignoring this aspect, we take a step fur-
ther and focus on parental educational capital. Carneiro & Heckman (2003)
suggest that student educational choices are better explained by family per-

manent features, such as parents’ education levels which directly contribute to
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family permanent income. Apart from that, students growing up in families
with higher education levels are likely to perform better academically as edu-
cation is more valued in such families (Arano & Parker 2008). To address these
mechanisms, we add a dummy variable Parental education, indicating whether
the original estimation includes this control variable in the original model.

In addition, we include dummy variables for studies controlling for standard
demographic characteristics such as students’ Ethnicity and Age. Empirically,
these factors have been shown to have a substantial impact on the link be-
tween student work and academic performance. For instance, Oettinger (1999)
finds a negative effect of student employment on their GPA only for students
from ethnic minorities. Correspondingly, Kohen et al. (1978) argues that the
negative association is less pronounced for older students who tend to be more
mature and committed to their educational and occupational goals.

Finally, we also aim to explore whether students’ gender can drive hetero-
geneity in the effect of student employment on educational outcomes. Prior
research provides some indication for this proposition. For instance, Montmar-
quette et al. (2007) find a negative association between student employment
and educational outcomes only for males. Likewise, Sabia (2009) and Hol-
ford (2020) report more negative effect estimates for male students. Unlike to
previous student characteristics, we control for the impact of gender directly,
by incorporating two dummy variables, reflecting whether a certain estimate
applies to Male students or to Female students.

Finally, we also collect four additional variables indicating whether original
estimations control for factors such as marital status (Beffy et al. 2013), taking
care of a child (Arano & Parker 2008), class attendance (Auers et al. 2007), or
study time (Holford 2020). However, after inspecting means of these variables,
we decide to exclude them from the analysis, given the minimum variation in
their means. Similarly, we also drop variables ! attributable only to university
students as these variables have many missing observations and do not provide
any additional information about high school students. Table 6.1 reports all

collected additional variables, their definition and simple means.

IThese variables reflect whether the estimate applies to undergraduate students, part-
time students, and students studying two-year college and whether the original estimation
controls for variables such as working on- or off-campus and receipt of subsidy.
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Table 6.1: Description and summary statistics of additional variables

Variable Description Mean  SD

pPCC The partial correlation coefficient capturing the -0.017  0.066
effect of student employment on educational
outcomes.

Standard error The estimated standard error of the PCC. 0.027  0.017

Data characteristics

Sample size The logarithm of the number of observations 7.619 1.211
used in the primary study.

Average data year The logarithm of the mean year of the data used  3.243 0.530
minus the earliest average year in our data (base
= 1967).

Longitudinal data = 1 if longitudinal data are used to estimate the 0.847  0.360
effect (0 if cross-sectional survey data).

Estimation methods

Elementary approach = 1 if elementary approaches (OLS, logit regres-  0.610 0.488
sion, etc.) are used for estimation.

Matching approach = 1 if propensity score matching approach is 0.034 0.181
used for estimation.

Panel method = 1 if panel methods (fixed-effects, random- 0.172  0.378
effects) are used for estimation.

Joint modelling = 1 if instrumental variable approach or simul- 0.160 0.367
taneous equation modelling is used for estima-
tion.

Dynamic discrete = 1 if dynamic discrete approach is used for es- 0.024 0.154

(vef. category) timation.

Design of the analysis

Endogeneity = 1 if the estimation method accounts for poten- 0.357 0.479
tial endogeneity.

Europe = 1 if country of analysis is in Europe. 0.145 0.352

USA = 1 if country of analysis is the USA. 0.806  0.396

Other countries = 1 if country of analysis is different from the 0.049  0.216

(vef. category) USA and outside of Europe.

Educational level = 1 if educational outcomes are measured on 0.721 0.449
secondary education level (0 if applicable to ter-
tiary education level).

No. of variables The logarithm of the number of explanatory 2.566 0.856
variables used in the model in the primary
study.

Variable specification

Educational Choice = 1 if educational outcome is specified as edu- 0.171 0.376
cational choice.

Educational Attainment = 1 if educational outcome is specified as edu- 0.135 0.342
cational attainment.

Test scores (ref. category) = 1 if educational outcome is specified as test 0.695 0.461

and exam results.
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Table 6.1: Description and summary statistics of additional variables

(continued)
Variable Description Mean SD
Employment: Continuous = 1 if student employment is a continuous vari- 0.303 0.460
able.
Employment: Dummy = 1 if student employment is a dummy variable. 0.184 0.387
Employment: Categorical = 1 if student employment is a categorical vari- 0.513 0.500
(ref. category) able.
Publication characteristics
Publication date The logarithm of the year in which the study 3.261 0.917
was published minus the year (1978), in which
the first study in our sample was published.
Citations The logarithm of the mean number of Google 1.695 1.006
Scholar citations received per year since the
study was published (collected in August 2020).
Published = 1 if study was published in a scientific journal. 0.913 0.282
Impact The JCR impact factor trend of the outlet in 1.620 1.269
which the primary study had been published
(collected in August 2020).
Student characteristics
Ability = 1 if original estimation accounts for students’ 0.366 0.482
ability, e.g. SAT scores, prior education, class
rank, etc.
Motivation = 1 if original estimation controls for students’” 0.338 0.473
academic motivation
Parental education = 1 if original estimation includes variable(s) 0.545  0.498
reflecting parents’ educational level
Age = 1 if original estimation controls for students’ 0.462 0.499
age
Ethnicity = 1 if original estimation includes control vari- 0.596 0.491
ables reflecting respondents’ affiliation to ethnic
minority
Male = 1 if the estimates apply only to male students. 0.253 0.435
Female = 1 if estimates apply only to female students 0.258 0.438

only.

Notes: The table reports summary statistics for additional explanatory variables. Variables
not included in the final estimation due to high collinearity are in italics. Dummy variables
representing omitted category are denoted as 'ref. category’. Mean = simple unweighted mean.
SD = Standard Deviation.
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6.2 Estimation method

6.2.1 Describing BMA

In total, we collect 31 study characteristics reflecting various aspects of study
design. Our goal is to establish which study characteristics systematically in-
fluence the coefficients capturing the effect between student employment and
their educational outcomes. An intuitive approach to this exercise would en-
tail regressing the computed partial correlation coefficients on the whole set of
additional explanatory variables. However, proceeding with this full regression
model would yield imprecise results due to the inflated standard errors and the
fact that the true specification of the empirical model is unknown, given the
high number of regressors we want to include. To account for the model uncer-
tainty in this exercise, we employ Bayesian Model Averaging (BMA) estimation
technique to analyse heterogeneity (Moral-Benito 2012; Havranek et al. 2015).

Instead of arbitrarily choosing one model or presenting results from all plau-
sible models, BMA solves the model uncertainty by considering all possible
models with different choices of covariates (Raftery 1995). In essence, BMA
estimates a large amount of regressions using different subsets of explanatory
variables. Consequently, it constructs a weighted average of all these combi-
nations (Zeugner & Feldkircher 2009). In this way, BMA provides superior
predictive ability compared to other estimation strategies such as sequential
regression (Raftery 1995).

In BMA, the K number of regression models M are weighted by Posterior
Model Probabilities (PMP) arising from Bayes theorem. Considering data D,
the posterior model probability of model M, where k = 1, 2,..., K is given by:

pr(D|My)pr(My) _ pr(D|M)pr(M;)
pr(D) Sty pr(D|My)pr(M;)

pr(My|D) = 6.1)

Based on Equation 6.1, we see that the posterior model probability pr(My|D)
is proportional to the product of integrated likelihood of the model pr(D|M)
capturing the probability of utilized data considering model M}, and the prior
model probability pr(My). This product is then divided by the sum of inte-
grated likelihoods of K regression models. While the posterior model probabil-
ity indicates goodness-of-fit of model M}, the prior model probability pr(Mj)
refers to researcher’s prior beliefs regarding the probability of model M) before

considering the data (Zeugner 2011).
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Consequently, BMA uses the computed posterior model probabilities to
calculate the weighted posterior mean and the weighted posterior variance (or
weighted posterior standard deviation) for each included explanatory variable.
We interpret these two statistics as the estimate of regression coefficient and the
standard error of the estimated regression parameter. The weighted posterior

mean and the weighted posterior variance are defined as:

K
E(Bi|D) = Z szT (My|D), (6.2)
K
Var(B;|D) = Z (Var(Bi|D, My) + B)pr(Mi| D) — E(5;D)?, (6.3)

where sz represents the estimated regression coefficient for i-th variable in
k-th model. In Equation 6.2, we see that the posterior mean is a weighted av-
erage of 3; from all models, including models where variable ¢ is not considered
(Zeugner 2011).

Finally, BMA also generates Posterior Inclusion Probability (PIP). In con-
trast to computation of posterior mean, the posterior inclusion probability is
defined as the sum of the posterior model probabilities only of models which

include variable 7. Thus, we define PIP as:

PIP = % pr(Mg|B; # 0, D). (6.4)

k=1

We interpret PIP as the probability that a given variable is a significant
predictor of the dependent variable. To illustrate this better, PIP equal to 1
indicates that all effective models utilize the variable corresponding to this PIP.
When interpreting the magnitude of posterior inclusion probability, researchers
usually follow Jeffreys (1961). Jeffreys (1961) distinguishes between weak, pos-
itive, strong, and decisive effect if the value of the corresponding PIP falls into
the interval of 0.5-0.75, 0.75.-0.95, 0.95-0.99, and 0.99-1, respectively.

When applying BMA, researchers face two computational problems, making
BMA hard to implement. First, computing integrals included in the integrated
likelihood function pr(D/My) is demanding (Hoeting et al. 1999). Second, the
enormous model space makes the estimation infeasible for a personal computer
(Hoeting et al. 1999). For instance, with 31 additional variables, there would

be 23! possible regressions, representing a serious computational challenge.
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One way to overcome this computational hardship is to apply the Markov
chain Monte Carlo method with the use of Metropolis-Hastings algorithm. This
approach became a standard practice in meta-analytic studies (See, for in-
stance, Gechert et al. 2019; Havranek et al. 2015). Markov chain Monte Carlo
method diminishes the computational demands of BMA by estimating only
models with the highest PIP. The Metropolis-Hastings algorithm determines
these models by comparing a benchmark model M; with a competing model
M; in terms of their posterior inclusion probabilities (Zeugner 2011). If M; is
accepted in favour of M;, a new competing model is selected and compared. If
the opposite occurs and M; is accepted, M; becomes a new benchmark model
and the procedure repeats (Zeugner 2011).

Furthermore, besides solving computational difficulties, BMA requires the
researchers to specify the distribution priors over the parameter space denoted
by ¢ and over the model space denoted by pr(My). Eicher et al. (2011) en-
courage researchers to use priors, reflecting all available information on models
and parameters. If researchers possess only small amount of prior information,
it is reasonable to turn to non-informative or so called default priors. Popu-
lar choices of such default g-priors represent the unit information prior (¢ =
N, where N denotes number of observations) or 'BRIC’ benchmark prior (g
= maz(N,X?), where X denotes number of regressors) (Zeugner & Feldkircher
2009). The higher the value of parameter prior, the more weight is placed
on data compared to prior beliefs (Hasan et al. 2018). When specifying prior
distribution over model space, researchers usually opt for uniform model prior
(UMP), attributing equal prior probability to every model or a less restrictive
beta-binomial model prior (Hasan et al. 2018). For a detailed discussion on
prior choice, consult Eicher et al. (2011) for a theoretical discussion and Hasan

et al. (2018) for a practical application.

6.2.2 Implementing BMA

After introducing BMA method into our data analysis tool kit, we apply it

practically and estimate the following meta-regression equation using BMA:

PCCss = Bo+ f1.X; + /BQSEPCCZ-S + €. (6.5)

In Equation 6.5, PCC}s represents the partial correlation coefficient, X,
stands for additional explanatory variables introduced in Section 6.1, S5 mea-

sures the direction and magnitude of publication bias, and ¢;, denotes the error
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term. The constant [, has no interpretation as it reflects the mean effect
corrected for publication bias conditional on covariates X.

Although we wish to include all explanatory variables reported in Table 6.1,
this turns out to be undesirable for the following reasons. First, if we incor-
porated all dummy variables that we coded for different categories of certain
study characteristic, we would end up with a perfect multicollinearity, yield-
ing infinite variance inflation factors. To avoid the dummy variable trap, we
include n-1 variables for each characteristic with n categories. Variables ex-
cluded on this basis are denoted as a 'reference category’ in Table 6.1. Second,
as our sample includes also unpublished studies, variable JCR impact factor has
many missing values. BMA automatically excludes observations with missing
information. To prevent the exclusion, we code missing values for JCR im-
pact factor as 0. Third, we inspect the correlation matrix for the remaining
explanatory variables to further investigate the multicollinearity. We notice
three problematic variables in the correlation matrix reported in Appendix C,
namely Sample size, Endogeneity, and USA. The correlation between sample
size and estimated standard error amounts to -0.92. This value is not surpris-
ing as we used number of observations, more specifically degrees of freedom
(number of observations minus number of explanatory variables in the original
regression) to calculate the standard error corresponding to PCC. Similarly, in
case of Endogeneity, relatively high correlation values with various estimation
methods, especially with Elementary approach (-0.93), are sensible as estima-
tion techniques are characterized by their ability to control for endogeneity.
To prevent imprecise results, we drop variables Endogeneity and Sample size
(denoted by italics font in Table 6.1). Lastly, for USA and Europe we observe
a correlation value of -0.84, demonstrating small geographical variability in the
collected estimates. Although this correlation poses a threat to the precision
of our results, we maintain both of these variables and aim to control for this
correlation by calibrating BMA, e.g. choosing an optimal prior on the model
space. By and large, we run BMA with 26 explanatory variables including the
estimated standard errors.

Before we proceed with the application of BMA, we specify prior distri-
butions on individual regression parameters and model probabilities. Given
that the amount of prior information on the parameter space available to us
is small, we follow Eicher et al. (2011) and opt for a commonly used default
prior - the unit information prior (UIP). UIP sets g equal to number of ob-

servations, providing approximately the same amount of information as one
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individual observation in the dataset (Eicher et al. 2011). Regarding our prior
choice on model space, we do not follow the traditional approach of using uni-
form model prior assigning the same probability to each model, irrespective of
the number of included control variables. Instead, in light of our discussion
on correlation among included covariates, we follow George et al. (2010) and
employ the collinearity adjusted dilution model prior. Unlike to uniform model
prior, dilution model prior drops the assumption of zero correlation between
explanatory variables. When applying the dilution model prior, the posterior
probabilities of models including highly correlated covariates are adequately
down-weighted to account for this multicollinearity (Hasan et al. 2018).
Given our choices, BMA estimated with the unit information prior and
dilution model prior represents our baseline model. We use an R package
'BMS’ written by Zeugner (2011) to estimate BMA. Moreover, considering the
high unbalancedness of our dataset in terms of number of estimates reported
by each study, we follow Havranek et al. (2018) and weight our baseline model
by the inverse of the number of estimates in each study. On top of the baseline

model, we employ the following robustness checks:

(i) BMA with different weighting
First, we check the sensitivity of our results by applying a different weight-
ing scheme to our baseline BMA. We weight our BMA by the precision
(1/SE) of collected estimates, attributing more weight to more precise
estimates and increasing the efficiency of estimated results. Havranek
et al. (2017) explain that precision-weighted BMA is a viable robustness

check as it tackles the heteroscedasticity of the estimated relationship.

(7i) Frequentist Model Averaging (FMA)
As our alternative specification to BMA, we employ Frequentist Model
Averaging (FMA). Similarly to BMA, FMA incorporates the model uncer-
tainty by averaging the desired estimator across different models. How-
ever, in contrast to BMA, FMA is entirely data-dependent and does not
require prior specification (Wang et al. 2009). To implement FMA, we
adopt the approach suggested by Havranek et al. (2017). Following their
approach, we estimate the Mallows’ model averaging estimator that deter-
mines the weights by minimizing the Mallows’ criterion (Amini & Parme-
ter 2012). The smaller the Mallows’ criterion, the smaller the model
variance and the better the goodness-of-fit of the model. The approach

builds upon Magnus et al. (2010) and reduces the model space from 22°



6. Heterogeneity 53

to the number of explanatory variables equal to 26, taking advantage of

the orthogonalization of the covariate space (Amini & Parmeter 2012).

(iii) Simple OLS (Frequentist check)
Finally, we proceed with estimating Equation 6.4 with simple OLS. In
this specification, we cluster standard errors at the study level and include

only variables that yield posterior inclusion probability higher or equal
to 0.5 in the baseline BMA.

Finally, although it is a common practice to run BMA with different sets of
priors, we refrain from running alternative specifications. Our reason for not
pursuing BMA with a different set of priors is twofold. First, given the high
collinearity between employed regressors, other prior distributions over model
space would yield imprecise results. Second, as we know little about the true
parameter sign, we find it redundant to randomly apply other non-informative

default g-priors.

6.3 Results

Results of our BMA exercise are visualized in Figure 6.1. The vertical axis lists
the explanatory variables from the largest to the smallest by their posterior in-
clusion probability. Hence, the most significant predictors lie on the top of the
plot. The horizontal axis depicts the best models. The width of each column
corresponds to the posterior model probability. Coloring of the figure has the
following meaning: white space signifies exclusion of a particular variable from
the model, red color (lighter in a greyscale picture) indicates a negative coef-
ficient for a particular variable, and blue color (darker in a greyscale picture)
indicates a positive coefficient. Surpassing the PIP value of 0.5, we identify
seven variables explaining heterogeneity among the calculated PCCs: Stan-
dard error, Employment: Continuous, Ability, Education: Choice, Citations,
Longitudinal data, Furope.

We accompany the graphical output of BMA with a quantitative results re-
ported in Table 6.2. The numerical results corroborate conclusions drawn from
the plot. In light of Jeffreys’s (1961) categorization, variables Standard Error,
Education operationalized as a Choice, Employment: Continuous and control-
ling for students’ Ability have a decisive effect. Further, the results demonstrate
strong effect for number of Citations and weak effect for Longitudinal data and

Europe.
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Figure 6.1: Model inclusion for our baseline BMA estimation

Model Inclusion Based on Best 5000 Models

Standard error
Employment: Continuous
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Education: Choice
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Cumulative Model Probabilities

Notes: The figure shows results of the baseline BMA estimation (g-prior = unit information
prior, model prior = dilution prior) weighted by the inverse of the number of estimates
reported per study. The vertical axis plots the explanatory variables according to their
posterior inclusion probabilities in descending order. The horizontal axis depicts the posterior
model probability. White cells indicate that variables is not included in the model. Blue
(darker in the greyscale) cells imply that the estimated coefficient of variable is positive and
red cells (lighter in the greyscale) indicate negative estimated coefficient of variable.

Block 1 - Publication bias and data characteristics: In line with
our previous findings, we find support for the negative publication bias per-
meating the literature on the educational implications of student employment
also in our heterogeneity analysis. The direction and significance of publica-
tion bias demonstrated by the negative posterior mean and high value of PIP
of the variable Standard error preserves even after expanding our analysis by
explanatory variables. Moreover, this finding remains robust for all our speci-
fications including the precision-weighted BMA estimation, where we interpret

the posterior mean of the intercept as the intensity of publication bias.
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Taking advantage of longitudinal datasets seems to have a substantial im-
pact on explaining differences in the estimated PCCs. Longitudinal data sys-
tematically generate more positive effect estimates of the student employment-
education relationship compared to cross-sectional studies. This is in line with
prior research demonstrating that studies based on longitudinal data yield less
negative (Rothstein 2007; Oettinger 1999) or more positive (Stinebrickner &
Stinebrickner 2003) effect estimates. Advancement of longitudinal studies over
cross-sectional studies is twofold. First, longitudinal data tackle better the
endogeneity of the decision to work that is considered the main reason for re-
porting a negative effect (Neyt et al. 2019; Rothstein 2007). Due to the time
span, longitudinal data mitigate the self-selection bias by differencing out the
fixed unobserved individual heterogeneity (Oettinger 1999). Second, longitudi-
nal data overcome the difficulties of drawing causal inferences as work habits
are verifiably measured before educational outcomes (Moulin et al. 2013). As
a result, cross-sectional studies failing to control for time-invariant individual
characteristics generate downward-biased estimates.

In contrast to the predictive importance of Longitudinal data, our results
indicate that Average data year of the original dataset has no impact on hetero-
geneity of PCCs, showing no structural differences among student populations
over the years. This result is consistent with the conclusion of Warren & Cataldi
(2006), who find little time variation in the relationship between student work
and high school dropout between years 1966-1997.

Block 2 - Estimation methods: Remarkably, our results suggest that
estimation methods do not yield systematically different effect estimates. On
one hand, the finding is surprising if we consider the varying ability of these
methods to control for the endogenous students’ decision to work. On the
other hand, this finding is consistent with Darolia (2014), who points out that
although effect estimates generated by different estimation techniques differ in
terms of their magnitude, in general they are statistically non-significant.

An alternative explanation for little impact of estimation methods might be
embedded in the difficulty to correctly employ more advanced estimation tech-
niques such as instrumental variable approach. As noted by Oettinger (1999),
it is challenging to find an instrument satisfying the exogeneity and relevance
assumption. For instance, Baert et al. (2017) explain that conditions on the lo-
cal labour market, often used as an instrument, may affect students’ decision to
work, e.g. highly saturated market labour decreases students’ chance of finding

a job, and hence influence students’ educational outcomes. Similarly, Buscha
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et al. (2012) argue that state child labour laws do not have to be necessarily
exogenous to educational outcomes as they reflect the general importance of
academic attainment in the specific region.

Block 3 - Design of the analysis: We observe that analyses conducted
in Furope deliver more negative estimates of the student work-education rela-
tionship compared to analyses conducted in the USA or other countries. This
finding is consistent with Neyt et al. (2019), who conclude that European coun-
tries yield more negative estimates because they predominantly examine the
effect for university students, for whom the mean effect is more negative.

This explanation fits our sample relatively well. The weighted mean ef-
fect reported in Table 4.2 is more negative for tertiary students compared to
secondary students. Moreover, in our sample 84% of European countries inves-
tigate the effect for higher education students. Neyt et al. (2019) argue that
employment experience has more detrimental impact on educational outcomes
at the university level due to the more demanding curriculum in tertiary in-
stitutions and the changing attitude towards the importance of their studies.
As students move closer to their working life, they value more their work expe-
rience, neglecting their studies. We find this explanation plausible for higher
education students in Europe. Education on tertiary level is free of charge in
many European countries. Therefore, compared to their peers in the US, Euro-
pean students need smaller financial resources to sustain their living expenses
while studying, resulting in different incentives to work. European students
tend to view employment as a signal of their capabilities and competence to
their future employers (Beerkens et al. 2011). In combination with decreasing
legitimacy of university diploma (Yanbarisova 2015), individuals studying in
Europe change their attitude towards their studies and perceive education only
as an addition to their work experience, resulting in a more negative effect of
their work experience on their academic success.

Block 4 - Variable specification: Furthermore, the BMA estimation
suggests that operationalizing educational outcome as Educational Choice gen-
erates more negative PCCs. This finding resonates with Neyt et al. (2019) who
report that studies operationalizing educational outcome as study progression
deliver consistently negative or neutral relationship compared to studies using
other educational outcomes. Intuitively, one can explain the negative relation-
ship via the mechanism of zero-sum theory. Crowding out study time translates
into poor test performance and exam failures, resulting progressively in a state,

in which students prefer to drop-out from a certain course or study programme
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(Parent 2006). Hence, our finding provides support for the notion that the
effect of student employment "grows in cumulative importance" (Warren et al.
2000, pg. 949) and has long-term effects on educational outcomes.

Nevertheless, this explanation overlooks students’ diverse backgrounds and
expectations, mediating the relationship. Eckstein & Wolpin (1999) develop
a structural model of high school attendance and show that although student
employment increases the probability of dropout decision, the effect is driven
by students’ specific characteristics such as their ability, motivation, and pref-
erences concerning free time. Hence, students for whom being employed results
in dropping out from their studies are systematically different from students
who are successful in combining their work experience with studying, e.g. they
are primarily work-oriented or possess characteristics less applicable in aca-
demic setting. Thus, contrarily to zero-sum theory, explanation suggested by
Eckstein & Wolpin (1999) rather supports the modern theoretical perspectives.

Another factor negatively influencing the effect estimate is whether student
Employment is specified as a Continuous variable. This finding shows that
what primarily matters for the effect of student employment on educational
outcomes is the intensity of students’ work schedule. This finding is consistent
with the zero-sum perspective and conclusion cited in multiple studies; working
long hours while studying has detrimental impact on educational outcomes
(D’Amico 1984; Montmarquette et al. 2007; Buscha et al. 2012; Lee & Staff
2007). For instance, Montmarquette et al. (2007) show that "working less than
fifteen hours per week is not necessarily detrimental to success in school" (pg.
759). Befty et al. (2013) confirm this inflection point and show that spending at
work more than 16 hours per week has strong negative effect on the graduation
probability, whereas working less than 16 hours has much smaller effect. We
explore the possibility that low working hours have less negative or even positive
effect on educational outcomes in our further analysis.

Block 5 - Publication characteristics: We find little evidence that Pub-
lication date, whether study is Published or not, and journal quality measured
by JCR impact factor systematically influence the reported effect estimates.
On the other hand, what matters for heterogeneity of effect estimates is Num-
ber of citations a particular study has received, considering the high PIP value
for this variable. Frequently cited studies yield systematically more negative
effect estimates. We propose the following explanations for this trend: i) re-
searchers cite these studies more often to corroborate their negative findings, ii)

researchers refer to studies reporting negative estimates when highlighting the
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improvements of their studies that yield more positive estimates, iii) research
papers yielding negative estimates possess superior methodological quality, and
hence are cited more often. Unfortunately, our analysis cannot confirm nor re-
ject any of these explanations, making them equally plausible.

Block 6 - Student characteristics controlled for in original estima-
tion: BMA results further indicate that accounting for students’ Motivation,
Age, Ethnicity, and Parental education in the original estimation is not impor-
tant for explaining variation in the effect of student employment on educational
outcomes. Contrarily, controlling for students’ Ability results in more positive
effect estimates. This finding is in line with Arano & Parker (2008) and Carr
et al. (1996), who find that measures of cognitive ability such as ACT or ASVAB
score? are positively correlated with academic performance. In practice, the
positive impact of controlling for students’ Ability in the original estimation
means that regressions not controlling for this covariate yield downward-biased
estimates overstating the negative effect of student employment on academic
performance and reflecting mostly experience of students with lower ability.

As noted earlier, as robustness checks we pursue BMA with different weight-
ing, FMA and frequentist check. The results of these specifications are reported
in Table 6.2. The key findings described in this section hold for FMA and fre-
quentist check as opposed to BMA estimation weighted by precision, where we
notice some differences. In line with our baseline BMA estimation, we observe
that Education: Choice, Employment: Continuous, and Longitudinal data re-
tain their strong effect as suggested by their PIP surpassing value of 0.95. On
the other hand, PIP values for variables Furope, Citations and Ability reduce
below 0.5 mitigating the importance of these variables. At the same time, look-
ing at other PIP values, we observe that variables such as Elementary approach,
Motivation and FEthnicity gain on significance. As a result of applying preci-
sion weights to BMA, we obtain a modified combination of study characteristics
explaining heterogeneity between PCCs. Nonetheless, we look at the results
of this robustness check cautiously, given that interpreting precision-weighted
BMA estimation is troublesome due to increased correlation (Havranek et al.
2018). The graphical results of the precision-weighted BMA are presented
in Appendix C. We further investigate robustness of our results in the next

section, where we run the BMA exercise on two subsamples of our data.

2ACT refers to American College Testing, a standardized test capturing academic prepa-
ration. ASVAB stands for Armed Services Vocational Aptitude Battery test used to predict
students’ predisposition for military career.
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6.4 Robustness check using subsamples

To check sensitivity of our results, we perform BMA on two subsamples of our
dataset. For both subsamples, we run two BMA specifications using the unit
information prior and dilution model prior, while weighting estimates by the
number of reported estimates per study and by precision.

The first subsample contains only estimates specifying student employment
variable in a continuous form. Compared to the baseline dataset, this subsam-
ple excludes variables Employment: Continuous and Employment: Dummy.
Moreover, this subsample does not include Matching approach since the vari-
able contains no data for this subsample. Moreover, we substitute estimation
method Joint Modelling by Instrumental variable as no study specifying stu-
dent employment as a continuous variable uses Simultaneous modelling for
estimation. In the second subsample, we use only estimates where the student
employment variable is operationalized as a categorical variable, distinguishing
between different levels of work intensity. Similarly, to the first subsample,
we omit variables describing the form of student employment variable. Fur-
thermore, to reflect the varying work intensity of estimates, we employ two
additional dummy variables describing students’ work intensity. Variable Low
intensity applies to estimates capturing the effect for students working up to
15 hours per week and variable Medium intensity captures the weekly intensity
varying from 16 to 30 hours. Variable High intensity is not included to avoid
dummy variable trap. We also intended to perform BMA analysis on the un-
transformed homogenous subsample as we did in Section 5.3, however, BMA
is infeasible for the untransformed subsample.

We report quantitative results of these robustness checks in Appendix C.
In line with our previous findings, we find that the negative publication bias
is present in these subsamples. Although the coefficients of posterior mean
for Standard error (for BMA weighted by number of estimates reported per
study) and Intercept (for precision-weighted BMA) decrease in magnitude, they
retain their negative signs. Moreover, negative publication bias maintains its
significance demonstrated by PIP value equal to 1, apart from BMA weighted
by number of estimates for the second subsample.

Looking at the first subsample, BMA estimation explains little variation in
estimates specifying student employment as a continuous variable. Apart from
Number of citations and Ability in the estimates-weighted specification and

Longitudinal data in the precision-weighted specification, no variables have an
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impact on the estimates. The other two variables (FEducation: Choice and
FEurope) with PIP above 0.5 in the baseline model, do not surpass the 0.5
value in this subsample. We suggest two explanations for this. First, once
accounting for work intensity, estimates become relatively uniform and show
little variation. Second, the factors we include in BMA are less relevant for this
subsample of estimates.

In contrast to the first subsample, running BMA for the second subsample
yields quite a different set of significant predictors of heterogeneity. This is not
surprising as estimates included in this subsample are highly heterogeneous,
given the different work intensity levels. Nevertheless, we would like to point
out the importance and direction of variable Low intensity. Estimates of low
work intensities generate systematically more positive estimates of the effect
of student employment on educational outcomes. This finding is in line with
Buscha et al. (2012), who argue that less intense involvement is beneficial to
study outcomes. Furthermore, it corroborates the plausibility of threshold
perspective, which predicts that student employment has positive effect on
educational outcome up to a certain amount of working hours, at which the

effect reverses.

6.5 Best practice estimate

The findings of the previous analyses show that the literature concerning edu-
cational implications of student employment suffers from negative publication
bias and that the heterogeneity in collected estimates can be explained by spe-
cific study characteristics. In this section, we explore what would be the mean
effect if we controlled for these influences. In particular, using the synthetic
study approach, we construct a ’best practice’ estimate corrected for the un-
derrepresentation of positive estimates and impact of study characteristics. In
practice, we obtain the ’best practice’ PCC by estimating a linear regression,
where we weight each included variable by a preferred value. The preferred
value corresponds to sample minimum if the variable indicates bad practice,
sample maximum for the best practice and sample mean if we have no prefer-
ence.

Admittedly, this exercise is of an exploratory nature. Thus, from the very
beginning, we would like to point out shortcomings of this practice. First,

defining a best practice estimate is inherently subjective as we decide about
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the aspects of an ideal study. Second, in our case, the best practice estimate
lacks a clear economic meaning due to the use of PCCs.

In our view, an ideal estimate should fulfill the following conditions. First,
it should be estimated using Longitudinal data, allowing researchers to discern
causal effects from correlations. Hence, we use sample maximum for this vari-
able. Second, although BMA yields estimation methods to be non-significant,
we want to filter out potential endogeneity bias and prefer estimation tech-
niques, circumventing the endogeneity issue. Therefore, we plug sample maxi-
mum for Panel methods and Joint modelling. Regarding specification of student
employment, we prefer when student Employment is measured as a Continuous
variable since it directly reflects the impact of student employment intensity.
Also, we plug 1 for all dummies reflecting whether original studies control for
specific student characteristics. Additionally, as we are interested in the most
recent estimate, we set the Average data year at its sample maximum. Finally,
we believe that newest, published studies from journals awarded with a high
JCR impact factor are likely to produce the best estimate. In consequence,
we set the publication characteristics at their sample maxima, apart from Ci-
tations where we plug the sample mean because highly cited studies do not
necessarily render superior quality. Contrarily, as we want to avoid publication
bias, we set Standard error at its sample minimum. As for the operationaliza-
tion of educational outcome, we do not hold any preferences because from the
methodological perspective none of the measurement forms is superior. Finally,
we do not hold any preferences for the remaining variables, and thus we leave
them at their sample mean.

Following our preferences, Table 6.3 reports multiple best practice estimates
and the corresponding 95% confidence intervals. We calculate the confidence
intervals using OLS with clustered standard errors at the study level. The best
practice estimate of the partial correlation coefficient equals -0.020. We observe
twice as high negative effect estimate for studies conducted in Europe compared
to studies conducted in USA. Moreover, we see that student employment has
the most detrimental effect on educational choice. The effect on educational
attainment such as graduation probability and exam scores is similar.

Nonetheless, all the implied best-practice estimates are close to 0. Even if we
change weights for variables, the very low negative predicted estimates persist.
These results further substantiate our findings from the previous sections, where

we found a negligible effect of student employment on educational outcomes.
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Table 6.3: Predicted 'best practice’ estimates

Predicted Estimate 95% Confidence Interval

All -0.020 -0.094 0.047
Europe -0.032 -0.116 0.026
USA -0.016 -0.086 0.056
Education: Choice -0.057 -0.129 0.004
Education: Attainment -0.012 -0.085 0.076
Education: Test scores -0.013 -0.089 0.054

Notes: The table reports the ’best practice’ estimate of the PCC capturing
the effect of student employment on educational outcomes. The choices
reflected in the 'best practice’ are described in the text. The confidence
intervals are constructed using OLS with clustered standard errors at the

study level.



Chapter 7
Conclusion

The objective of this thesis is to conduct a quantitative review of studies investi-
gating the impact of student employment on educational outcomes. Specifically,
we test for the presence of publication bias using graphical and quantitative
methods. Furthermore, we identify study characteristics explaining hetero-
geneity among reported estimates using the Bayesian Model Averaging, an es-
timation method accounting for model uncertainty. To perform these analyses,
we construct an original dataset including 861 partial correlation coefficients
capturing the student work-education relationship in 69 studies.

From the theoretical perspective, our work contributes to the existing re-
search on the student work-education relationship in three ways. First, to our
knowledge, this thesis constitutes the first meta-analysis of primary studies in-
vestigating the educational implications of students’ work experience. Second,
by synthesizing estimates from different studies, we examine the possibility that
researchers reckon on an effect of certain direction, resulting in the publication
selection bias. Finally, we explore which study characteristics, methodolog-
ical aspects and employed control variables cause variation in the reported
estimates across studies. As this is usually done using a sample of students
from one course/school/country, our work advances other studies in the level
of external validity as our results combine findings of multiple studies using
different student bodies. Therefore, our findings are better generalizable to
other student populations.

As a result of these analyses, first, we find that positive estimates are slightly
underrepresented in the literature on the student work-education relationship,
indicating the presence of a negative publication bias. However, this negative

publication bias disappears for a subsample of studies controlling for the endo-
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geneity of students’ decision to work. Therefore, we suggest that researchers
report negative estimates more frequently not because of shared preference
for such estimates, but because of neglecting the fact that work experience is a
self-selected activity influenced by students’ characteristics that simultaneously
affect educational outcomes.

Second, the linear tests of publication bias indicate that the mean effect
sterilized from the publication bias is negligible, oscillating around zero. This
small mean estimate remains robust across different weighting schemes and
specifications. Further, the non-linear tests of publication bias also generate a
very small mean estimate. This finding supports the view of modern theoreti-
cal perspectives, stating that the effect of student employment on educational
outcome is not directly attributable to employment but rather to students’
pre-existing characteristics and attitude towards education and employment.

Third, results of the Bayesian Model Averaging estimation provide evidence
for systematic variation in the estimated partial correlation coefficients caused
by study characteristics. We find that estimates generated by studies employ-
ing longitudinal data and controlling for students’ ability are systematically
more positive. This implies that studies failing to control for students’ per-
manent traits such as ability tend to overstate the negative effect of student
employment on students’ educational outcomes. Similarly, we observe that
operationalizing educational outcome as the dropout rate yields consistently
negative estimates. Further, we find that studies operationalizing student em-
ployment in a continuous form, e.g. as the number of hours worked per week,
produce systematically more negative effect estimates. In practice, it means
that working more hours per week yield more detrimental effect of employ-
ment on one’s academic performance. This finding is not only in line with the
zero-sum perspective, stating that employment crowds out time important for
studying, but also with the threshold perspective arguing that working has a
negative impact on academic performance only when a certain amount of hours
worked per week is exceeded. We further corroborate the threshold perspective
by conducting a robustness check, where estimates of low work intensity yield
systematically positive effect.

In addition to the academic relevance highlighted above, our results also pro-
vide practical implications for education policy makers. For instance, our find-
ings might serve as guidelines for policy recommendations concerning youth em-
ployment programmes, integrating professional experience in study programs.

Alternatively, our findings are relevant for school counsellors, who should pri-
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marily consider students’ work-education attitudes, learning predispositions
and time intensity of potential work experience when providing guidance to
students.

Beyond the contributions of this thesis, we consider two limitations of this
work. First, the funnel and precision asymmetry tests (FAT-PET) operate
under two strong assumptions. The first concerns the linear relationship be-
tween effect estimates and their standard errors, while the second one entails
the exogeneity condition of zero correlation between estimates and standard
errors in the absence of publication bias. Since the results of linear tests of
publication bias are conditional on these assumptions, we pursue alternative
tests that relax these assumptions. To circumvent the linearity assumption,
we employ non-linear techniques including Weighted Average of Adequately
Powered introduced by Ioannidis et al. (2017) or novel methods such as Se-
lection Model and Stem-based method introduced by Andrews & Kasy (2019)
and Furukawa (2019), respectively. To address the exogeneity assumption, we
conduct Caliper test and estimate FAT-PET with an instrumental variable.
Nevertheless, none of these techniques can perfectly resolve the exogeneity is-
sue. For Caliper test, the exogeneity assumption must still hold within each
individual caliper. For estimating FAT-PET with an instrument, we cannot
say with certainty that the chosen instrument for standard error, square root
of the number of observations, is uncorrelated with estimation technique.

Second, while the use of partial correlation coefficients represents a common
practice in meta-analyses to achieve a comparable effect size, this transfor-
mation of original effect estimates has been criticized. While Sachar (1980)
points out the problematic interpretation of partial correlation coefficients,
Reed (2020) shows that using partial correlation coefficients might yield differ-
ent mean effect estimates and aspects responsible for heterogeneity when com-
pared to the original estimates. Given this criticism, we would prefer to use
original effect estimates. However, primary studies examining the educational
implications of student work use various measures of the dependent and inde-
pendent variables, ruling out the option to conduct a meta-analysis with origi-
nal estimates. Nevertheless, as a robustness check we conduct tests of publica-
tion bias on the untransformed subsample of original effect estimates, yielding
results consistent with our findings when using partial correlation coefficients.
Hence, although it is important to acknowledge the pitfalls of partial correla-
tion coefficients, we find it reasonable to use partial correlation coefficients as

they yield reliable results and are regularly embraced by meta-analysts.
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Appendix A

Additional Information for Data

Collection

Table A.1: Attempted search queries and reasons for their exclusion

Search query Reason for excluding the search query

Student work and grades  The search query returns studies focusing on students’ grades but
not necessarily in relation to students’ employment.
Work status and academic  The search query yields results focusing on the effect of early

outcomes academic outcomes on employment opportunities (reverse effect).
School employment and The search query yields results focusing predominantly on sec-
academic performance ondary education students.

Youth employment and The search combination generates studies with focus on child’s
academic performance laws and child labour legislation.

Effect of youth employ- The search combination is too specific and generates a low amount
ment on academic out- of studies.
comes

Table A.2: List of unavailable research papers

Birdwell & Excovitz, 1990: The Relationships between Student Employment during the Aca-
demic Year and Academic and NABPLEX Performance

Hammes & Haller, 1983: Making ends meet: Some of the consequences of part-time work for
college students

Hobbs, 1993: Part-Time Employment and Schooling

Hood, Craig & Ferguson, 1992: The impact of athletics, part-time employment, and other
activities on academic achievement

Howard, 1998: Does Part-Time Employment Affect A-Level Grades Achieved?

Lammers, Onweugbuzie & Slate, 2001: Academic success as a function of gender, class, age,
study habits, and employment of college students. Research in the Schools.

Ma & Wooster, 1979: The Effect of Unemployment on the College Student’s Academic Perfor-
mance

Paton-Saltzburg & Lindsay, 1994: The effect of paid employment on the academic performance
of full-time students in higher education

Santora, 1994: The relationship of part-time employment and locus-of-control to academic
achievement among 12th-grade pupils in selected United States high schools in 1980
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Figure A.1: Variation of effect estimates within and across studies
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Notes: The figure shows a box plot of PCCs capturing the relationship between student
employment and academic achievement across different studies.



Appendix B

Robustness Checks for Publication
Bias Tests

Tests of publication bias for studies controlling for endogeneity

Figure B.1: Funnel plot for a subsample of studies controlling for endogeneity
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Notes: The figure displays the funnel plot of estimates coming from studies carefully control-
ling for endogeneity. The solid vertical line represents the mean of PCCs, the dashed vertical
line indicates the median.
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Table B.1: Linear tests of publication bias for studies controlling for endogene-

ity
Panel A: Various model specifications
OLS Between effects Study Instrument

Standard Error -0.555 -1.372% -1.076* -0.585
(Publication Bias) (0.57) (0.57) (0.51) (0.58)

[-2.102, 0.758] [-2.260, 0.221] [-2.318,0.780]
Constant -0.010 -0.002 -0.009 -0.009
(Mean Beyond Bias) (0.01) (0.02) (0.01) (0.01)

[-0.035, 0.012] [-0.035, 0.016]  [-0.033, 0.012]
Observations 307 307 307 307
Studies 29 29 29 29
Panel B: Model specifications weighted by precision

WLS Between effects Study Instrument

Standard Error -0.637 -1.292%* -1.219 -0.659
(Publication Bias) (0.72) (0.60) (0.75) (0.73)

[-2.526, 1.092] [-2.897, 0.017] [-2.206, 0.876]
Constant -0.008 -0.004 -0.005 -0.008
(Mean Beyond Bias) (0.01) (0.01) (0.01) (0.01)

[-0.039, 0.019] [-0.044, 0.017]  [-0.034, 0.017]
Observations 307 307 307 307
Studies 29 29 29 29

Notes: The table reports the results of linear regression testing the presence of publication
bias among estimates of studies carefully controlling for endogeneity bias. The simple un-
corrected mean equals -0.022, the weighted uncorrected mean - 0.035. The standard errors
of the regression parameters are clustered at the study level. In panel A we present the
following specifications: OLS = ordinary least squares, BE = study-level between effects,
Study = weighted by the inverse of the number of estimates reported per study, IV = the
inverse of the square root of the number of observations acts as an instrument for the stan-
dard error. In Panel B, the same specifications are additionally weighted by the inverse of of
PCC’s standard errors. Standard errors in parentheses. 95% confidence intervals from wild
bootstrap clustering in brackets.* p < 0.10, ** p < 0.05, *** p < 0.01.

Table B.2: Non-linear tests of publication bias for studies controlling for endo-

geneity
Stem-based Endogenous kink WAAP  Selection model
method
Effect Beyond Bias 0.004 -0.013%** 0.004 0.007
(0.022) (0.004) (0.007) (0.003)
Observations 307 307 307 307
Studies 29 29 29 29

Notes: The table reports the results of non-linear tests, showing the magnitude and signif-
icance of the true underlying effect corrected for publication bias. The simple uncorrected
mean equals -0.022, the weighted uncorrected mean - 0.035. Standard errors in parentheses.
*p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.3: Caliper test for detecting publication bias for studies controlling for
endogeneity

Critical threshold of t-statistic -1.96 0 1.96

Caliper size: 10%
Share of estimates above the threshold 0.563***  0.455**  0.600*
(0.13)  (0.16)  (0.24)

Caliper size: 5%
Share of estimates above the threshold 0.875***  0.667 0.500
(0.13)  (0.33)  (0.50)

Observations 307 307 307
Studies 29 29 29

Notes: The table reports the share of estimates being above the critical value of t-
statistic (in absolute terms) in a 10% and 5% caliper. To illustrate the interpretation
of the coefficients, a coefficient of 0.875 means that the ratio of negative significant
estimates to non-significant is 87.5% to 12.5%. Standard errors in parentheses. * p
< 0.10, ** p < 0.05, *** p < 0.01.
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Tests of publication bias for studies specifying student employment

as a continuous variable

Figure B.2: Funnel plot for a subsample of studies specifying student employ-
ment as a continuous variable
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Notes: The figure displays the funnel plot of partial correlation coefficients capturing the
effect between student employment and academic achievement in studies specifying student
employment as a continuous variable. The solid vertical line represents the mean of PCCs,
the dashed vertical line indicates the median. We use unwinsorized data for constructing
this diagram. For quantitative statistical tests we employ winsorized dataset.
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Table B.4: Linear tests of publication bias for a subsample specifying student
employment as a continuous variable

Panel A: Various model specifications

OLS Between effects Study Instrument
Standard Error -1.323 -2.480*** -2.219%** -1.376
(Publication Bias) (0.71) (0.42) (0.36) (0.71)
[-2.724, 0.561] [-2.895, -1.356] [-2.720, 0.518]
Constant -0.005 0.015 0.005 -0.003
(Mean Beyond Bias) (0.01) (0.02) (0.01) (0.02)
[-0.046, 0.028] [-0.018, 0.026]  [-0.047, 0.029]
Observations 261 261 261 261
Studies 39 39 39 39
Panel B: Model specifications weighted by precision
WLS Between effects Study Instrument
Standard Error -1.233* -2.281%** -2.248%** -1.265*
(Publication Bias) (0.54) (0.45) (0.40) (0.55)
[-2.393, 0.049)] [-3.036, -1.216]  [-2.340, -0.110]
Constant -0.007 0.004 0.003 -0.007
(Mean Beyond Bias) (0.01) (0.01) (0.01) (0.01)
[-0.036, 0.015] [-0.037, 0.014] [-0.027, 0.013]
Observations 261 261 261 261
Studies 39 39 39 39

Notes: The table reports the results of linear regression testing the presence of publication bias
for a subsample of studies specifying student employment as a continuous variable. The simple
uncorrected mean equals -0.039, the weighted uncorrected mean -0.080. The standard errors of
the regression parameters are clustered at the study level. In panel A we present the following
specifications: OLS = ordinary least squares, BE = study-level between effects, Study = weighted
by the inverse of the number of estimates reported per study, IV = the inverse of the square root
of the number of observations acts as an instrument for the standard error. In Panel B, the same
specifications are additionally weighted by the inverse of of PCC’s standard errors. Standard
errors in parentheses. 95% confidence intervals from wild bootstrap clustering in brackets.* p <
0.10, ** p < 0.05, *** p < 0.01.

Table B.5: Non-linear tests of publication bias for a subsample specifying stu-
dent employment as a continuous variable

Stem-based Endogenous kink WAAP  Selection model

method
Effect Beyond Bias 0.005 -0.005 -0.022 -0.0417%%*
(0.025) (0.003) (0.010) (0.005)
Observations 261 261 261 261
Studies 39 39 39 39

Notes: The table reports the results of non-linear tests, showing the magnitude and significance
of the true underlying effect corrected for publication bias for the subsample of studies specifying
student employment as a continuous variable. The simple uncorrected mean equals -0.039, the
weighted uncorrected mean -0.080. Standard errors in parentheses. * p < 0.10, ** p < 0.05, ***
p < 0.01.
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Table B.6: Caliper test for detecting publication bias for a subsample of studies
specifying student employment as a continuous variable

Threshold for t-statistic -1.96 0 1.96

Caliper size: 10%
Share of estimates above the threshold 0.700***  0.333  0.500
(0.16)  (0.21) (0.50)

Caliper size: 5%
Share of estimates above the threshold 0.714*** NA NA
(0.18) (NA)  (NA)

Observations 261 261 261
Studies 39 39 39

Notes: The table reports the share of estimates being above the critical value
of t-statistics (in absolute terms) in a 10% and 5% caliper. To illustrate the
interpretation of the coefficients, a coefficient of 0.714 means that the ratio of
negative significant estimates to non-significant is approximately 71% to 29%.
NA means that that there is insufficient amount of observations to calculate
the statistics. Standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p
< 0.01.
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Tests of publication bias for the subsample of original estimates,
not transformed into PCCs
Note: We do not report results of Caliper test for the untransformed sample

due to insufficient amount of observations.

Figure B.3: Funnel plot for the untransformed subsample
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Notes: The figure displays the funnel plot of original, non-transformed estimates capturing
the effect between student employment and academic achievement. The solid vertical line
represents the mean of PCCs, the dashed vertical line indicates the median.
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Table B.7: Linear tests of publication bias for the untransformed subsample

Panel A: Various model specifications

OLS Between effects Study Instrument
Standard Error -1.090 -2.015%%* -1.887*** 0.299
(Publication Bias) (0.83) (0.00) (0.32) (1.35)
[-2.266, 1.185] [-3.120, 1.136]  [WB unfeasible]
Constant 0.006 0.009 0.007 -0.011
(Mean Beyond Bias) (0.01) (0.01) (0.01) (0.01)
[-0.008, 0.027] [-0.003, 0.017]  [-0.039, 0.015]
Observations 92 92 92 92
Studies 16 16 16 16
Panel B: Model specifications weighted by precision
WLS Between effects Study Instrument
Standard Error -0.293* -1.020 -1.363** -0.305
(Publication Bias) (0.71) (0.10) (0.50) (0.77)
[-2.056, 1.077] [-2.461, -0.169]  [-1.818, 1.648]
Constant -0.003** -0.002%*** -0.002%*** -0.003**
(Mean Beyond Bias) (0.00) (0.00) (0.00) (0.00)
[-0.009, 0.003] [-0.007, 0.008] [-0.016, 0.000]
Observations 92 92 92 92
Studies 16 16 16 16

Notes: The table reports the results of linear regression testing the presence of publication
bias among original, non-transformed estimates.The simple uncorrected mean equals -0.006, the
weighted uncorrected mean -0.029. The standard errors of the regression parameters are clus-
tered at the study level. In panel A we present the following specifications: OLS = ordinary least
squares, BE = study-level between effects, Study = weighted by the inverse of the number of
estimates reported per study, IV = the inverse of the square root of the number of observations
acts as an instrument for the standard error. In Panel B, the same specifications are addition-
ally weighted by the inverse of of PCC’s standard errors. Standard errors in parentheses. 95%
confidence intervals from wild bootstrap clustering in brackets.* p < 0.10, ** p < 0.05, *** p <
0.01.

Table B.8: Non-linear tests of publication bias for an untransformed homoge-
nous subsample

Stem-based Endogenous kink WAAP  Selection model

method
Effect Beyond Bias NA -0.002 -0.002 -0.000
(NA) (0.000) (0.000) (NA)
Observations 92 92 92 92
Studies 16 16 16 16

Notes: The table reports the results of non-linear tests, showing the magnitude and sig-
nificance of the true underlying effect corrected for publication bias for for a subsample of
original, untransformed estimates. Standard errors in parentheses. The simple uncorrected
mean equals -0.006, the weighted uncorrected mean -0.029. * p < 0.10, ** p < 0.05, *** p
< 0.01.
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Figure C.1: Correlations between additional variables collected to study het-
erogeneity among effect estimates
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Notes: The figure displays correlation coefficients for variables collected to study hetero-
geneity in PCCs capturing the effect of student employment on educational outcomes.
Due to high correlations we omit Sample size and Endogeneity from the BMA analysis.
We control for the high correlation between USA and Furope with our choice of model
prior.
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Table C.1: Summary of BMA estimation for the baseline model

Mean no. regressors Draws Burn-ins Time

8.1118 2 -10° 1 10° 4.362931 mins
Models visited Modelspace Models visited — Topmodels
407,048 6.7 -107 0.61% 97%

Corr PMP No. obs. Model prior g-Prior
0.9998 861 Random/13 UIpP
Shrinkage-Stats

Av = 0.9988

Notes: We use the unit information prior (the prior has the same weight as one
observation) suggested by Eicher et al. (2011) and the dilution prior (accounting
for potential collinearity) suggested by George et al. (2010). Draws is set to 2 million
iterations. Burn-ins are equal to 1 million and represent the number of iterations
that are not stored to compute posterior probabilities. The results of this BMA

estimation are reported in Table 6.2.

Figure C.2: Model size and convergence for the baseline BMA model
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Notes: The figure depicts the posterior model size distribution and the posterior model

probabilities of the BMA estimation reported in Table 6.2.
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ycentering

Figure C.3: Posterior coefficient distributions for important variables from the

baseline BMA model
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Notes: The figure depicts the marginal densities of the posterior coeflicient distributions
of the important variables for the baseline BMA estimation. For instance, we see that
the coefficient of Education: Choice is positive in all models.
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Figure C.4: Model inclusion for our baseline BMA estimation weighted by the
precision of estimates

Model Inclusion Based on Best 5000 Models

Education: Choice
Employment: Continuous
Elementary approach
Longitudinal data
Motivation

Ethnicity

Number of variables

Citations
Educational level T
Matching Approach T
Published |

Parents” education

Age i I ‘I i 1l
Publication date N I | || H H| m

JCR impact factor I I
Panel methods 7 I | H H

Employment: Dummy N I I ‘ ‘ H ‘ ‘

Al
Male

Ability | |
Average data year
T T T T T T T TTIITTTTIIT

0 0.28 0.47 0.53 0.57 0.61 0.66 0.7 0.73 0.78 0.82 0.86 0.9 0.93 0.98

Female

Europe _
Joint modelling
USA

I
Education: Attainment I ||
|
| |
| |

Cumulative Model Probabilities

Notes: The figure shows the results of BMA estimation (g-prior = unit information prior,
model prior = dilution prior) weighted by the precision (1/SE) of estimates. The vertical
axis plots the explanatory variables according to their posterior inclusion probabilities in
descending order. The horizontal axis depicts the posterior model probability. White-
colored cells indicate that variables is not included in the model. Blue-colored (darker in
the greyscale) cells imply that the estimated coefficient of variable is positive, while red-
colored cells (lighter in the greyscale) indicate negative estimated coefficient of a variable.
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Table C.2: Explaining heterogeneity using a subsample specifying student em-
ployment as a continuous variable

BMA (weighted by No. Obs.) BMA (weighted by SE)

Post. Post. PIP Post. Post. PIP
Mean SD Mean SD
Standard error -2.082 0.201 1.000 NA NA NA
Data characteristics
Average data year -0.002 0.005 0.138 0.000 0.004 0.011
Longitudinal data 0.001 0.004 0.026 0.045 0.050 0.514
Estimation methods
Elementary approach 0.000 0.001 0.014 0.000 0.002 0.009
Panel methods 0.000 0.004 0.017 0.000 0.003 0.008
Instrumental variable 0.000 0.002 0.014 0.000 0.002 0.009
Design of the analysis
Europe -0.001 0.005 0.036 0.000 0.004 0.008
USA 0.000 0.002 0.016 0.000 0.003 0.009
Educational level 0.000 0.003 0.028 0.004 0.016 0.078
Number of variables -0.001 0.003 0.070 -0.001 0.006 0.053
Variable specification
Education: Choice 0.000 0.004 0.025 -0.002 0.014 0.038
Education: Attainment -0.001 0.004 0.032 0.000 0.003 0.008
Publication characteristics
Publication date -0.002 0.005 0.162 0.000 0.005 0.018
Citations -0.011 0.005 0.890 -0.001 0.005 0.060
Published 0.000 0.002 0.016 0.031 0.047 0.329
JCR impact factor 0.000 0.002 0.061 0.000 0.001 0.008
Student characteristics
Ability 0.014 0.016 0.467 0.000 0.003 0.010
Motivation 0.000 0.001 0.013 0.000 0.004 0.011
Parental education -0.001 0.005 0.048 -0.008 0.022 0.147
Age 0.000 0.002 0.016 -0.001 0.007 0.029
Ethnicity 0.000 0.001 0.015 0.000 0.004 0.016
Male 0.000 0.004 0.026 0.000 0.002 0.009
Female 0.000 0.002 0.012 0.001 0.006 0.020
Intercept 0.011 NA 1.000 -0.398 NA 1.000
Studies 39 39
Observations 261 261

Notes: Post. Mean = Posterior Mean. Post. SD = Posterior standard deviation. PIP =
Posterior inclusion probability. BMA estimation is conducted using the unit information
prior (the prior has the same weight as one observation) and the dilution prior (accounting
for potential collinearity). Compared to the whole sample, this subsample does not include
variables: Matching approach, Joint modelling, Employment: Continuous and Employment:
Dummy. For explanation, see Section 6.4.
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Table C.3: Explaining heterogeneity using a subsample specifying student em-
ployment as a categorical variable

BMA (weighted by No. Obs.) BMA (weighted by SE)

Post. Post. PIP Post. Post. PIP
Mean SD Mean SD
Standard error -0.052 0.157 0.128 NA NA NA
Data characteristics
Average data year -0.008 0.009 0.551 0.000 0.002 0.022
Longitudinal data 0.000 0.004 0.048 0.003 0.012 0.065
Estimation methods
Elementary approach 0.011 0.023 0.292 0.064 0.052 0.823
Matching approach 0.001 0.024 0.231 0.011 0.037 0.178
Panel methods 0.007 0.022 0.111 0.024 0.044 0.293
Joint modelling -0.064 0.020 0.956 -0.082 0.071 0.637
Design of the analysis
Europe 0.003 0.009 0.096 0.000 0.007 0.027
USA -0.005 0.014 0.132 0.144 0.026 1.000
Educational level 0.037 0.011 0.991 -0.001 0.004 0.069
Number variables 0.000 0.001 0.036 -0.041 0.034 0.666
Variable specification
Education: Choice -0.009 0.013 0.353 0.026 0.038 0.362
Education: Attainment 0.001 0.004 0.077 0.000 0.003 0.046
Low intensity 0.047 0.007 1.000 0.030 0.036 0.477
Medium intensity 0.001 0.005 0.084 0.016 0.024 0.366
Publication characteristics
Publication date 0.002 0.004 0.239 0.001 0.004 0.039
Citations 0.002 0.004 0.169 -0.171 0.036 0.999
Published -0.070 0.015 1.000 0.079 0.014 1.000
JCR impact factor -0.002 0.003 0.273 0.014 0.021 0.354
Student characteristics
Ability 0.034 0.012 0.998 0.006 0.016 0.170
Motivation 0.003 0.007 0.166 0.000 0.004 0.034
Parental education 0.000 0.002 0.032 -0.017 0.024 0.380
Age -0.006 0.011 0.293 -0.001 0.005 0.040
Ethnicity 0.000 0.002 0.040 0.000 0.003 0.021
Male 0.000 0.003 0.028 -0.013 0.013 0.552
Female 0.000 0.002 0.024 0.003 0.013 0.073
Intercept 0.003 NA 1.000 -0.068 NA 1.000
Studies 29 29
Observations 442 442

Notes: Post. Mean = Posterior Mean. Post. SD = Posterior standard deviation. PIP =
Posterior inclusion probability. BMA estimation is conducted using the unit information
prior (the prior has the same weight as one observation) and the dilution prior (accounting
for potential collinearity). Compared to the whole sample, this subsample does not include
variables: Employment: Continuous and Employment: Dummy. In contrast, it includes
additional variables Low intensity and Medium intensity. For explanation, see Section 6.4.
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