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1. K-Nearest Neighbor (KNN)

1.1 Classifications based on nearest neighbors

Let us start with a several formal definitions from the field of classification.

Definition 1.1
We define the statistical model as \((\mathcal{S}, \mathcal{P})\), where \(\mathcal{S}\) denotes the sample space and \(\mathcal{P}\) refers to underlying probability distribution defined on \(\mathcal{S}\).
In the context of the classification literature, we refer to \(\mathcal{S}\) as a (training) data and \(\mathcal{P}\) corresponds to the data generating process.

Definition 1.2
Let \(X \subseteq \mathbb{R}^p\) be a vector subspace and \(C \subseteq \{1,2,\ldots,J\}\) be a set of classes, where \(J\) is a constant. Then classifier is a function \(f : X \rightarrow C\), such that
\[
\forall x \in X \ f(x) = j, \ j \in C.
\]

Basically, the desirable classification function provides the “best predictions possible”. This means we seek to find the classification that maximizes the prediction accuracy.

Definition 1.3
We define the prediction accuracy \(PA\) as
\[
PA = \frac{\text{Number of correct predictions}}{\text{Total number of predictions}}.
\]

Similarly we define the classification error \(CE\) as
\[
CE = \frac{\text{Number of incorrect predictions}}{\text{Total number of predictions}} = 1 - PA.
\]

There are several different approaches and setups that differ from algorithm to algorithm, but in this thesis we will limit ourselves to k-nearest neighbor algorithm and algorithms based on it.

Nearest neighbor classification is one of the most basic and fundamental classification algorithms. It is a non-parametric method for pattern classification which was first introduced by Fix and Hodges Jr [1951]. It does not require any model specification or assumption about data generation process. We refer to this classification method as the k-nearest neighbor rule (KNN). Recently it has been modified by several authors primarily to address its computational issues (low speed and high memory requirements).

All classification algorithms based on KNN have a very similar structure. At the beginning we divide our data set into two parts. First part is used for training, where we set up parameters, solve various optimization problems, search for an optimal transformation, etc. All of these steps are used to tune up the procedure (its parameters, transformation matrix, etc.) to maximize the prediction...
accuracy or minimize the classification error. Many authors describe this phase as “training”. In the next step we use the settings discovered during the training session and we evaluate goodness-of-fit of our procedure on the remaining data. It means that we use the remaining data for verification of the tested procedure. There are several ways to evaluate how classifier performs in practice, but we will limit ourselves to cross-validation.

**Definition 1.4**
Consider a training set

\[ S = \{(x_i, c_i), i = 1, 2, \ldots, n\}, \]

where \( n \) is the number of observations, \( x_i \in \mathbb{R}^p \) are feature vectors, \( c_i \in \{1, 2, \ldots, J\} \) are class labels (categories) and \( J \) denotes the number of classes. Let \( k \in \mathbb{N}, k \leq n \) and \( S = \bigcup_{j=1}^{k} S_j \), where \( S_i \cap S_j = \emptyset \) for \( \forall i, j \in \mathbb{N}, i, j \leq k, \ i \neq j \). Then for one round of cross-validation we consider \( S \setminus S_i \) as training set and \( S_i \) as a validation set.

There are many types of cross-validation, but we will use two most popular methods that are also the most appropriate with respect to KNN-based algorithms.

**Definition 1.5**
K-fold cross validation is a type of cross-validation, where \( \forall i \in \mathbb{N}, i \leq k \), we define \( S \setminus S_i \) as training set and use \( S_i \) as a validation set.

In Leave-one-out (LOO) cross-validation \( \forall i \in \mathbb{N}, i \leq n \) we define \( S \setminus \{x_i\} \) as training set and use \( \{x_i\} \) as a validation set.

Since KNN is a non-parametric classification method – it does not make any assumption about the distribution of the data – therefore, we will omit general statistical model approach here. We will discuss it more in the Simulation part, when we plan to evaluate classification performance depending on the data generating process.

### 1.2 Setup and algorithm

Consider a classification problem with a training set

\[ S = \{(x_i, c_i), i = 1, 2, \ldots, n\}, \]

where \( n \) is the number of observations, \( x_i \in \mathbb{R}^p \) are feature vectors, \( c_i \in \{1, 2, \ldots, J\} \) are class labels (categories) and \( J \) denotes the number of classes.

Our aim is to find a classifier

\[ f: \mathbb{R}^p \rightarrow \{1, 2, \ldots, J\}, \]

which for each vector \( x \) maximize its prediction accuracy. (Ideally we want to find a classifier \( f \) which assigns every feature vector \( x \) its true class \( c_x \)).
Definition 1.6
Let \( d(x_i, x_j) \) denote the metric in \( \mathbb{R}^p \) we use for measuring the distance between \( x_i, x_j \in \mathbb{R}^p \). Let \( x \) denote the feature vector (data point) we would like to classify and \( d_i = d(x_i, x) \) distance of \( x \) from each data point \( x_i \in S \). Then the KNN classification predicts category of the feature vector \( x \) equal to the majority class among its \( k \)-nearest neighbors with respect to distance \( d_i = d(x_i, x) \).

For two categories \((J=2)\) it is recommended to choose \( k \) as an odd number to avoid ties. For the general number of categories \( J \) Definition 1.4 does not uniquely define the KNN prediction in case of ties. Hence we will use more precise rule for KNN prediction.

Definition 1.7
For any given \( x \in \mathbb{R}^p \) we define the set of its \( k \) nearest neighbors as

\[
K_x = \{ i \mid d_i \leq d_{(k)} \},
\]

where \( d_{(k)} \) denotes \( k \)-th order statistics of \( d_1, \ldots, d_N \) measuring the distances of \( x_i \in S \) from \( x \).

Let \( n_i \) denote the number of the points belonging to the \( i \)-th class from \( K_x \).
If \( n_i > n_j \forall i \neq j \) then KNN will predict category \( x \) as \( i \). In case of ties we assign \( x \) into the class of the closest point with the maximal category, which means we assign \( x \) into the class of the closest point. In the unlikely event of a tie after the last step we randomly pick one of the closest points and assign \( x \) into the same class. For the sake of simplicity we can choose the point with the lowest index in our training set.

For more detailed description of the KNN algorithm and its pseudo code we refer to Appendix A.1.

In general, all classification algorithms using nearest neighbor idea strongly depend on the used metric [for some discussion see, e.g. Weinberger and Saul, 2009]. The chosen metric is usually related to the specific method, but overall set of metrics ranges from the classical Euclidean to the Mahalanobis distance (for definitions see Appendix A.4).

Nonlinearity of KNN decision rule is accompanied by parameter parsimony – the method employs only a single integer parameter \( k \), the number of the nearest neighbors used for the classification. Let us note that parameter \( k \) is a proxy for the radius of the distance. As we mentioned above, usually it is recommended to choose \( k \) as an odd number to avoid ties in case of two categories. Optimal choice of \( k \) for KNN is not conclusive, however, most of the literature agrees on a rule of thumb to choose \( k \) approximately as \( \sqrt{n} \), where \( n \) denotes the number of data points [see e.g. Duda et al., 2012].

Users of the KNN method highly value that by enlarging the training set (i.e., increasing the amount of information used for the training) the quality of prediction is improved and errors in classifications are reduced and surprisingly, the over-training is not the issue here [see e.g. Goldberger et al., 2005].
1.3 Problems with KNN

Literature highlights two major problems associated with the KNN. First, because it uses the whole training data to determine the category class of a new observation, we must store the entire training data set. As it was mentioned before, more training data we have, the better classification is obtained. This means that if we want to improve the algorithm, we need to store more data, which causes the algorithm to be very computationally expensive, especially on larger data sets.

Second problem is associated with a proper definition of the “nearest” data point, more specifically what is the optimal distance metric to use. In general we can observe a tendency to favor Mahalabis distance over $L_2$ or $L_1$ norms [see Goldberger et al. 2005, Weinberger and Saul 2009, among others].

Therefore, many modifications of the KNN try to avoid data and computational demanding features of the KNN, by narrowing the amount of stored data, by using different metric, by employing optimal transformation matrix and/or by using kernel methods. We will discuss major shortcomings of the KNN on the widely used new methods called Neighborhood components analysis (NCA), Fast Neighborhood components analysis (FNCA) and Kernel FNCA.
2. Neighborhood components analysis (NCA)

2.1 How does NCA solves KNN problems

Neighborhood components analysis (NCA) was created to solve both shortcomings of the KNN mentioned above [Goldberger et al., 2005]. Since NCA is a modification of the KNN - the setup, main purpose and underlying statistical model are exactly the same as defined in the context of the KNN algorithm. Ideally, we would like to store limited information from our training set and choose the appropriate distance metric that maximizes the performance of the nearest neighbor classification. However, since we do not know the real distribution of the test data, researchers instead aim to optimize the classification algorithm by leave-one-out (LOO) method on the training data.

This means we first consider the classification of a single data point based on agreement of its k-nearest neighbors with respect to a given distance metric. This approach (LOO) is then used to determine the optimal radius of the distance which maximizes the classification accuracy [see e.g. Shao, 1993]. LOO is used to save computation time, since it only requires training and validating the classifier \( n \) times, where \( n \) is the number of data points in training set \( S \).

2.2 Setup and algorithm

Consider a classification problem with a training set

\[ S = \{(x_i, c_i), i = 1, 2, \ldots, n\}, \]

where \( n \) is the number of observations, \( x_i \in \mathbb{R}^p \) are feature vectors, \( c_i \in \{1,2,\ldots, J\} \) are class labels (categories) and \( J \) denotes the number of classes.

Our aim is to find a classifier \( f : \mathbb{R}^p \rightarrow \{1,2,\ldots, J\} \) which assigns every feature vector \( x \in \mathbb{R}^p \) its true class \( c_x \).

Let us first consider a classifier (denoted as \( f \)) such that

1. Assigns “reference point”, denoted as \( \text{Ref}(x) \), randomly from \( S \) to every point \( x \) (the probability distribution of selection is defined later in Equation 2.4).

2. Based on the label of reference point \( \text{Ref}(x) \) it assigns a class label to \( x \in \mathbb{R}^p \).

Notice that this classifier is similar to KNN with \( k=1 \).

In NCA the reference point is chosen randomly and every point in our training set \( S \) has a probability of being chosen, with the probability increasing as the distance between the point and its reference decreasing.

In NCA algorithm we use the following distance function.
Definition 2.1
Let \( x = (x_1, \ldots, x_p) \in \mathbb{R}^p \) and \( x_i = (x_{i1}, \ldots, x_{ip}) \in S \). We define the distance function as
\[
d_w(x_i, x) = \sum_{r=1}^{p} w_r^2 |x_{ir} - x_r|,
\]
(2.1)
where \( w_r \) are the feature weights- i.e. a number assigned to \( x_r \) that reflects its relative importance in the classification process.

Let us define kernel function
\[
k(z) = \exp\left(-\frac{z}{\sigma}\right).
\]
(2.2)
This function is used to reduce memory cost.
Similarly as in Yang et al. [2012b] we assume that
\[
P(\text{Ref}(x) = x_j | S) \propto k(d_w(x, x_j)),
\]
(2.3)
This means that probability that the reference point \( x \) is equal to the data point \( x_j \) is decreasing with the distance between \( x \) and \( x_j \). It also means that the probability is proportional (denoted by the symbol \( \propto \)) to the kernel function of this distance.

Since any reference point \( x \) is chosen from the training set \( S \), then the sum of \( P(\text{Ref}(x) = x_j | S) \) must be equal to 1 for all \( j \). Hence,
\[
P(\text{Ref}(x) = x_j | S) = \frac{k(d_w(x, x_j))}{\sum_{j=1}^{n} k(d_w(x, x_j))}.
\]
(2.4)

Now that we have defined the probability with which classifier \( f \) selects reference point randomly let us consider the application of LOO cross-validation of this classifier. This means using the reduced data set \( S^{−i} \) to predict the class label of \( x_i \). We do this to avoid assigning point \( x_i \) as its own reference point.

We can now define the probability that a point \( x_j \) will be selected as a reference point for \( x_i \) as
\[
p_{ij} = P(\text{Ref}(x) = x_j | S^{−i}) = \frac{k(d_w(x_i, x_j))}{\sum_{j=1, j\neq i}^{n} k(d_w(x_i, x_j))}.
\]
(2.5)

Then we can calculate the probability of correct classification using LOO of the observation \( x_i \)
\[
p_i = \sum_{j=1, j\neq i}^{n} P(\text{Ref}(x_i) = x_j | S^{−i}) \times \mathbb{I}[c_j = c_i].
\]
(2.6)

Then the leave-one-out probability of classifying every observation correctly can be expressed as:
\[
F(w) = \sum_{i=1}^{n} p_i.
\]
(2.7)

The goal of NCA is maximize the expected number of correctly classified observations, which is equivalent to maximizing the function \( F(w) \) with respect
to $w$. To achieve this Yang et al. [2012b] suggested using regularized objective function

$$F(w) = \sum_{i=1}^{n} p_i - \lambda \sum_{r=1}^{p} w_r^2, \quad (2.8)$$

where $\lambda$ is the regularization parameter.

Since we want to find the optimal $w$, we set the parameter $\sigma$ in kernel function $k$ in (2.5) and the task of finding the weight vector $w$ is equivalent to the following minimization problem for given $\lambda$

$$\hat{w} = \arg\min_{w} f(w), \quad (2.9)$$

where $f(w) = -F(w)$

Now we have found the weight vector $\hat{w}$ that minimizes the classification error which means that we have maximized the classification accuracy and the NCA algorithm is complete.

It is important to note that in Goldberger et al. [2005, p.514] it is stated that: “However, unlike many other objective functions (where good optima are not necessarily deep but rather broad) it has been our experience that the larger we can drive $f$ during training the better our test performance will be. In other words, we have never observed an “overtraining” effect.”

The NCA thus solves the biggest shortcomings of KNN. It finds and uses a distance metric that maximizes the performance of nearest neighbor classification and this distance metric can be restricted to be low rank, hence reducing the dimensionality and reducing computation costs.
3. Fast Neighborhood Component Analysis (FNCA)

3.1 What lead to fast NCA

While NCA is considered to be one of the best performing metric learning algorithms it still has its limitations [see Weinberger and Saul (2009), Goldberger et al. (2005) among others]. The computational cost remains to be very high, which leaves the NCA method to be applicable only for moderate data size. The computational challenge is primarily driven by the fact that all data points must be stored, compared and evaluated over the entire training set.

FNCA analysis aims to overcome the major difficulties of the NCA: “Compared with NCA, FNCA uses a novel probability distribution with less computational cost to determine the reference point and hence significantly improve the training speed.” [Yang et al. (2012a), p.22]

Since FNCA is a modification of NCA algorithm it uses the same statistical model, Yang et al. (2012a) define distance function different from the one in the NCA algorithm.

Definition 3.1
Let \( x, y \in \mathbb{R}^p \). We define the distance metric \( d \) as
\[
d(x, y) = (x - y)^T Q (x - y),
\]
where \( Q \) denotes a positive semi-definite square matrix.

Theorem 3.1
Let \( Q \) be positive semi-definite real matrix. Then there exist a Cholesky decomposition of \( Q \) such that
\[
Q = A^T A
\]


Note that \( A \) could be represented in a factor form as lower triangle matrix. Using decomposition (3.2), the distance metric (3.1) could be expressed as
\[
d(x, y) = (x - y)^T A^T A(x - y) = (Ax - Ay)^T (Ax - Ay)
\]

3.2 Setup and algorithm

Let us consider again a general classification problem with a training set
\[
S = \{(x_i, c_i), i = 1, 2, ..., n\}
\]

\footnote{Usually Choleski decomposition is written in the form \( AA^T \), where \( A \) is lower triangular matrix. In the notation we exchange \( A \) and \( A^T \) for compact forms of the subsequent formulas.}
where \( n \) is the number of observations, \( x_i \in \mathbb{R}^p \) are feature vectors, \( c_i \in \{1,2,\ldots,J\} \) are class labels (categories) and \( J \) denotes the number of classes.

We aim to find a linear transformation matrix \( L \) (size \( r \times d \)) which maximizes performance of the KNN algorithm in terms of the classification accuracy. This is equivalent to finding feature weight vector \( \hat{\mathbf{w}} \) that minimizes classification error in NCA, i.e. both approaches can be used in NCA algorithm and yield the same results [Goldberger et al., 2005, Yang et al., 2012b]. Any effective strategy is linked to the idea of using LOO classification proposed in Goldberger et al. [2005].

However, the error function associated with LOO classification is a discontinuous. That is because generally a very small change in matrix \( A \), or weight vector \( \mathbf{w} \), could significantly alter the neighborhood used for classification. Therefore, a small infinitesimal change in \( L \) or \( \mathbf{w} \) could lead to a jump change in a classification error.

This is why the NCA introduces stochastic neighbor assignment. The main problem associated with the approach used in NCA is that it is not very efficient procedure. In the original NCA algorithm for classification of any point we have to consider all remaining data points as its potential neighbors and calculate probability of whether they will be selected. But as Yang et al. [2012a] mentioned this is not necessary, because to determine the class of a new observation we need only its first \( k \) nearest neighbors. This is the key idea for introducing a modification of the NCA algorithm known as the “Fast NCA” [Yang et al., 2012a]. To accommodate this idea the Fast NCA uses different probability distribution function to determine which data points are relevant for the classification of the reference point.

For each reference point \( x_i \) let us denote \( N S_k(x_i) \) the set of \( k \) nearest neighbors from the same class (NS=Nearest Same) and \( ND_k(x_i) \) will stand for \( k \) nearest neighbors from the different classes (ND=Nearest Different).

Applying this notation, we define the following sets:

\[
D_i = \{ j \mid 1 \leq j \leq n, x_j \in ND_k(x_i) \} \quad (3.4)
\]

and

\[
S_i = \{ j \mid 1 \leq j \leq n, x_j \in NS_k(x_i) \} \quad (3.5)
\]

In other words, \( D_i \) contains potential reference points that would lead to mis-classification of \( x_i \), while \( S_i \) contains possible reference points that will provide correct classification. It means that for correctly classified \( x_i \) we should have points in \( S_i \) being closer to \( x_i \) than points in \( D_i \).

Using this logic Yang et al. [2012a] define the probability that \( x_i \) chooses \( x_j \) as its reference point (nearest neighbor) as

\[
p_{ij} = \begin{cases} 
\frac{\exp(-d_{ij}(L))}{\sum_{k \in D_i \cup S_i} \exp(-d_{ik}(L))} & \forall j \in D_i \cup S_i \\
0, & \text{otherwise}
\end{cases}
\quad (3.6)
\]

where \( d_{ij} \) denotes distance between \( x_i \) and \( x_j \) and \( L \) is the linear transformation matrix, see Equation (3.2) which leads to the optimal nearest neighbor classification – the matrix we want to find. Here the parameter sigma defines the kernel width that influences the probability of each sample being selected as the reference point.
Using formula (3.6), the probability of point being misclassified is equal to
the sum of assigned probabilities over the “misspecification” set, i.e.
\[ p_i = \sum_{j \in D_i} p_{ij} \]  
(3.7)

Probability of the correct classification is obviously \( 1 - p_i \). It could also be obtained as a similar sum over the set \( S_i \), which leads to the correct classification of the point \( x_i \).

We can then write the approximation of the LOO classification error as
\[ \xi_{\text{LOO}} (L) = \frac{1}{N} \sum_i p_i = \frac{1}{N} \sum_i \sum_{j \in D_i} p_{ij}. \]  
(3.8)

However, unlike NCA, fast NCA can suffer from overfitting while minimizing (3.7), because it is employing limited training data set. Yang et al. [2012a] recommend placing some restrictions on the model, to reduce the model complexity by using a standardization or regularization of the norm. The creators of the fast NCA used and recommended popular Frobenius norm as regularizer. Using it we can rewrite the objective function as
\[ \xi (L) = \sum_i \sum_{j \in D_i} p_{ij} + \frac{\lambda}{2} \| L \|_F^2, \]  
(3.9)

where \( \lambda \) is a nonnegative regularization parameter, which is tuned using the training data.

### 3.3 Comparing NCA and FNCA

There are three main ways that FNCA and NCA differ. First, FNCA uses different probability distribution to determine nearest points. While in NCA we compare each individual point in the data set to the rest of the entire training data set, in FNCA we constrain ourselves only to the first \( k \) nearest neighbors both from the same class and from (all) different classes [Yang et al., 2012a].

Second, NCA and FNCA use different functions to define how much does every distance term contribute to \( p_{ij} \). FNCA uses \( \exp \left( - \frac{d_{ij}^2 (L)}{\sigma} \right) \), while NCA uses \( \exp \left( -d_{ij}^2 (L) \right) \). The reason for that is that FNCA’s goal is to minimize the LOO of the weighted KNN classification error, while NCA only aims to minimize the stochastic variant of the error associated with LOO classification.

Finally, as shown in [Yang et al., 2012a], FNCA solves the overfitting issue for small training set by introducing regularization term. On the other hand NCA doesn’t solve overfitting, which makes FNCA better more suitable in dealing with high dimensional data with limited training set [Yang et al., 2012a].

To compare performance of the NCA and fast NCA, let us recall the parameters influencing the computational complexity. We consider a training set
\[ S = \{(x_i, c_i), i = 1, 2, \ldots, n\} \] of \( n \) training data vectors, where \( x_i \in \mathbb{R}^p \), i.e., \( p \) refers to size of the dimensional space and \( c_i \in \{1, 2, \ldots, J\} \) denotes the possible classes. The linear transformation matrix \( L \) of matrix \( A \) (3.2) has the size \( (r \times p) \), \( r < p \).
Using the results of Yang et al. [2012a] we see that the most computational expensive part of the NCA is the gradient computation, with complexity $O(rpn^2)$ each iteration. It means that NCA algorithm efficiency in each iteration is quadratic in $n$ (number of data points) and linear in $r$ and $p$ where $p$ denotes dimensionality of the vector $x$ and $r(< p)$ corresponds to the dimensionality reduction brought by the linear transformation $L$.

In contrast the complexity of Fast NCA is order $O(2krpn) + O(kn^2)$, where $k$ denotes the number of nearest neighbors used for classification. The complexity of the first term reflects the idea of the fast NCA, where we use only $k$ nearest neighbors, while $O(kn^2)$ is the computational cost of finding the $k$ nearest neighbors.

For comparing the complexity of the Fast NCA and NCA we need to compare the largest part of the Fast NCA complexity with the NCA. One can see that when $2rp > n$, then the first term dominates and FNCA is about $n/2k$ times faster than NCA during each iteration. Otherwise second term (the complexity of finding $k$ nearest neighbors) dominates and FNCA is about $rp/k$ times faster in each iteration.

3.4 Kernel FNCA

Although FNCA solves many major issues of NCA and as stated: “Experimental results show that, compared to NCA, FNCA not only significantly increases training speed but also obtains higher classification accuracy.” [Yang et al., 2012a, p. 31], it is still only suited for linear metric learning. However we can extend FNCA to nonlinear metric learning by implementing the so-called Kernel trick.

**Kernel trick**

The goal here is to get linear learning algorithms to learn nonlinear decision boundaries or functions, which we can achieve by transforming our data set into higher dimension. Certain functions $k(x,y)$, which are referred to as kernel function, in our input space $X$ can be expressed as inner product in another space $V$. If we can express the kernel as a feature map $\varphi : X \rightarrow V$, then it satisfies

$$k(x,x') = \langle \varphi(x), \varphi(x') \rangle_v , x, x' \in X ,$$

where the main restriction is that $\langle ., . \rangle_v$ is a proper inner product. If it is a proper inner product, then the map $\varphi$ doesn’t have to be explicitly represented, since we will be only computing inner products between all images of every two points.

For application of kernel trick in FNCA see Yang et al. [2012a, p. 33].
4. NCA algorithm with LDA filter [Two-step (F)NCA/KNN]

As has been stated before, the NCA may be one of the most successful metric learning algorithms, but the NCA still has its limitations. And while FNCA, both with or without the kernel trick, may alleviate many of previous concerns, the algorithm remains computationally expensive and hard to conduct for larger data sets [Yang et al., 2012a]. In this section I propose a combination of linear discriminant analysis (LDA) and KNN, NCA and/or FNCA algorithms. Main idea is to use the LDA as a starting separation rule and conduct more sophisticated and computationally expensive methods only if the reference point belongs to the area where LDA has a low predictive power. It is first important to note that since we use LDA algorithm we will restrict ourselves to LDA statistical model and its requirements (see Appendix A.3.1).

Let us illustrate the problem graphically. For sake of simplicity we assume that our class set has only two categories. Depending on (linear) separation rule we can define the benchmark for predicted probabilities to clearly assign point $x$ to one of the category. In Figure 4.1, the reference point is denoted by a star symbol.

![Figure 4.1: Using LDA as a filter for additional KNN, NCA or FNCA methods](image)

As we see if the reference point $x$ (star symbol) is far from the separation curve we can assign $x$ into the corresponding category without running time consuming algorithms as KNN, NCA or FNCA. In terms of computer memory allocation we can keep only the points which are close to the separation curve.

Obviously reference point could belong to a “shadow” zone, i.e., to the area around the separation curve, where predicted probabilities of both classes are close. For illustration, see Figure 4.2.
Figure 4.2: Illustrating the case when LDA filter does not help and KNN, NCA or FNCA are needed

Note that the second graph in the Figure 4.2 represents the case when the LDA does not help in separating these two classes. This is the worst case scenario and in this particular case we do not save any computer time or computer memory, since LDA filter is clearly unreliable.

Setup of Two-step classification procedure:
Let us consider a classification problem with a training set

$$S = \{(x_i, c_i), i = 1, 2, \ldots, n\}$$,

where $n$ is the number of observations, $x_i \in \mathbb{R}^p$ are feature vectors, $c_i \in \{1, 2, \ldots, J\}$ are class labels (categories) and $J$ denotes the number of classes. While the algorithm could be set for general number of categories, for the sake of simplicity we will consider only two categories, i.e., $J=2$.

Step 1. Linear discrimination analysis filter

1. We choose benchmarks $p_0$ and $p_1$ which correspond to thresholds for assigning reference point $x$ into the class 0 and 1, respectively.

2. We tune LDA on the training set $S$.

3. To save computer memory we mark the points which have predictive probabilities for 0 and 1 higher or equal to $p_0$ and $p_1$, respectively. Neighborhoods around the predictive probabilities can also be tuned during training session of the entire algorithm. The algorithm works reasonably well with $p_0 = p_1 = 0.65$, but the parameter is likely depending on the quality of the LDA separation rule. This step will produce a reduced training set $S_R$.

4. For the reference point $x$ we compute predictive probability $\hat{p}_0$ and $\hat{p}_1$ that $x$ belongs to the class 0 and 1, respectively.

   (a) If $\hat{p}_0 \geq p_0$ we classify $x$ as 0 and end the algorithm.

   (b) If $\hat{p}_1 \geq p_1$ we classify $x$ as 1 and end the algorithm.

5. Reference point $x$ belongs to the area where LDA does not provide clear classification; we must proceed with additional classification algorithm(s)
Step 2. Perform KNN, NCA or FNCA on a reduced training set

1. We start more computationally demanding algorithms in our case KNN, NCA or FNCA on reduced training set $S_R$. Classification of reference point $x$ is assigned using one of these algorithms.

Introduction, details and mathematical formulation of the LDA can be found in standard statistical books, e.g., [McLachlan 2004]. In simulations and application we use and refer to relevant package(s) implemented in R.
5. Comparing classification methods

In this section we use several training data sets to compare KNN and algorithms discussed in previous parts expanded by SVM, which is regarded in the machine learning community as a candidate for good and relatively fast classifier. As is the norm, the performance of the algorithms is evaluated by the quality of predictions and speed. This section has two main parts.

In the first part we use large dataset for classification from the machine learning depository at Center for Machine Learning and Intelligent Systems, Bren School of Information and Computer Science, University of California, Irvine. More specifically we use data for predicting individuals with annual personal income above fifty thousand dollars. Size of the dataset is exceeding 48,000 observations and hence allows better evaluation of classification algorithms from the perspective of computing efficiency. Note that because of the nature of the data (we have available individual characteristics including main factors for earning equation) one can expect relatively good performance of our classification algorithms in terms of the prediction accuracy. On the other hand, given the size of the data, it could be a challenge to perform KNN type classification in a reasonable time.

In the second part we use classification algorithms for predicting future stock prices and returns. This exercise is in fact a test of the efficient market hypothesis. Data for this task were downloaded from finance.yahoo.com. Prediction of future returns (five trading days ahead) are then evaluated across our classification algorithms, using five different market indexes over the period 2000-2017. We use two year training window and one year testing window for each index and classifier. This gives us 16 pairs of training and testing sets for each index. In the context of the efficient market hypothesis (EMH) the poor classification results confirm the EMH, i.e., that future market returns are not predictable.

Implementation of algorithms and all computations were conducted in R. For evaluation, testing and training of selected algorithms the library “caret” was used. Specific algorithms were either part of the caret, and/or used and slightly modified from the libraries “MASS” [Venables and Ripley, 2013], “knn”, “AppliedPredictiveModeling” [Kuhn and Johnson, 2013, among others]. Both experiments were conducted on Windows 10 operating system with Intel(R) Core(TM) i7-6700HQ CPU @2.60GHz, 2601 Mhz, 4 Cores, 8 logical Processors, and with 64GB operating memory.

---

1 See https://archive.ics.uci.edu/ml/datasets.html. This depository belongs to the best organized and publicly accessible archives for classification and machine learning.
2 Mincer and Polachek [1974] introduced and discussed various factors influencing individual earnings. This relationship is often called “earnings equation” or “wage equation”. Individual earnings are analyzed as a function of education and experience interacting with race and gender, among other factors.
5.1 Predicting individuals with annual income over 50,000$

In his part we use large data extracted from US Census for predicting individuals with annual personal income above 50,000 $ (For original data description see, https://archive.ics.uci.edu/ml/datasets/Adult).

This large and wildly cited data set was extracted by Barry Becker from the 1994 Census database, which was compiled by US Census Bureau. It is a data set of 48,842 adults with the goal of predicting whether their yearly income will be under or over 50,000$. Originally there are 6 continuous (e.g. age, capital gain, capital loss, . . . ) and 8 nominal attributes (e.g. occupation, sex, marital status, education, . . . ). Some observations have missing values, which we exclude to have fully defined dataset.

To create a good set of predictors we use the classical approach formed in Mincer and Polachek [1974]. Mincer and Polachek [1974] claim that earning function depends on education, experience (nonlinear effect, usually proxied by age and age$^2$), race and gender; the other social characteristics could also improve fit of the wage equation. Which is why we create variable age$^2$=age*age and we group education and occupational variables into a broad set of indicator variables, for example female=1 if gender=female, etc.). For the final dataset the number of variables was reduced and information used for prediction reflects the classical Mincer earnings equation.

5.1.1 Classification methods, their speed and prediction accuracy

In following tests TSKNN and TSNCA denote Two-step KNN and Two-step NCA, both of which are based on the algorithm described in Chapter 4. In these tests we use NCA implemented with Kernel trick (Chapter 2 and 3), since it is the most widely used version of NCA.

To better understand computation efficiency of the selected algorithms we conduct a series of classifications. First we randomly select the “starting dataset” which contains a gradually increasing proportion of the main dataset. We randomly draw 10 different sub-samples (no repeats) with increasing sample size. In the randomly drawn sub-samples we keep the same proportion of the individuals with income exceeding 50,000$ to maintain the similar conditions for classification.

We start at 4% of the main data set with the increase, representing 2 percent of the main sample (i.e., about 500 observations). The last dataset used corresponds to the 14 percent of the main sample. Since NCA and SVM in training session

\[ \ln(w) = f(\text{education}, \text{experience}) = \alpha + \beta_1 \times s + \beta_2 \times x + \beta_3 \times x^2 + \ldots, \]

where $s$ denotes years of schooling and $x$ stands for labor market experience. Later the model has been expanded by other individual characteristics, like gender and race, and age of the individual was used as a proxy for labor market experience.
needed substantial computer time, the computations were stopped at this portion of the main sample.

For the classification exercise we split (randomly) the each sub-set (80:20). This means that in each step the training set contains about 80 percent of the corresponding sub-set and the methods were tested on remaining 20 percent of the subset. Table 5.1 contains the computer time needed to train and tune each algorithm during the training session with 10-fold cross-validation repeated 10 times.

Table 5.1: Relation between training data size and computing efficiency of selected algorithms.

<table>
<thead>
<tr>
<th>Training data size</th>
<th>KNN</th>
<th>NCA</th>
<th>TSKNN</th>
<th>TSNCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,449</td>
<td>14.92</td>
<td>447.11</td>
<td>6.00</td>
<td>85.62</td>
<td>352.76</td>
<td>1.34</td>
</tr>
<tr>
<td>2,172</td>
<td>21.70</td>
<td>693.15</td>
<td>7.02</td>
<td>132.06</td>
<td>720.08</td>
<td>1.55</td>
</tr>
<tr>
<td>2,896</td>
<td>33.54</td>
<td>956.70</td>
<td>8.45</td>
<td>153.49</td>
<td>1,216.59</td>
<td>1.75</td>
</tr>
<tr>
<td>3,619</td>
<td>48.27</td>
<td>1,244.36</td>
<td>10.03</td>
<td>219.12</td>
<td>2,021.04</td>
<td>2.18</td>
</tr>
<tr>
<td>4,342</td>
<td>64.11</td>
<td>1,536.86</td>
<td>10.38</td>
<td>257.33</td>
<td>2,983.54</td>
<td>2.25</td>
</tr>
<tr>
<td>5,066</td>
<td>84.12</td>
<td>1,856.30</td>
<td>11.39</td>
<td>302.09</td>
<td>3,933.41</td>
<td>2.47</td>
</tr>
<tr>
<td>5,791</td>
<td>106.45</td>
<td>2,178.60</td>
<td>12.87</td>
<td>340.28</td>
<td>5,451.44</td>
<td>2.66</td>
</tr>
<tr>
<td>6,514</td>
<td>134.38</td>
<td>2,524.45</td>
<td>14.24</td>
<td>366.61</td>
<td>6,671.16</td>
<td>3.29</td>
</tr>
<tr>
<td>7,237</td>
<td>160.49</td>
<td>2,884.73</td>
<td>16.81</td>
<td>417.59</td>
<td>8,237.42</td>
<td>3.45</td>
</tr>
<tr>
<td>7,961</td>
<td>192.42</td>
<td>3,278.42</td>
<td>18.97</td>
<td>473.97</td>
<td>9,870.69</td>
<td>3.39</td>
</tr>
</tbody>
</table>

We also include a Table 5.2, in which KNN is a benchmark and we show how many times were the algorithms slower than KNN.

Table 5.2: Relative performance of selected algorithms with respect to KNN in training sessions.

<table>
<thead>
<tr>
<th>Training data size</th>
<th>KNN</th>
<th>NCA</th>
<th>TSKNN</th>
<th>TSNCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,449</td>
<td>1.00</td>
<td>29.97</td>
<td>0.40</td>
<td>5.74</td>
<td>23.64</td>
<td>0.09</td>
</tr>
<tr>
<td>2,172</td>
<td>1.00</td>
<td>31.94</td>
<td>0.32</td>
<td>6.09</td>
<td>33.18</td>
<td>0.07</td>
</tr>
<tr>
<td>2,896</td>
<td>1.00</td>
<td>28.52</td>
<td>0.25</td>
<td>4.58</td>
<td>36.27</td>
<td>0.05</td>
</tr>
<tr>
<td>3,619</td>
<td>1.00</td>
<td>25.78</td>
<td>0.21</td>
<td>4.54</td>
<td>41.87</td>
<td>0.05</td>
</tr>
<tr>
<td>4,342</td>
<td>1.00</td>
<td>23.97</td>
<td>0.16</td>
<td>4.01</td>
<td>46.54</td>
<td>0.04</td>
</tr>
<tr>
<td>5,066</td>
<td>1.00</td>
<td>22.07</td>
<td>0.14</td>
<td>3.59</td>
<td>46.76</td>
<td>0.03</td>
</tr>
<tr>
<td>5,791</td>
<td>1.00</td>
<td>20.47</td>
<td>0.12</td>
<td>3.20</td>
<td>51.21</td>
<td>0.02</td>
</tr>
<tr>
<td>6,514</td>
<td>1.00</td>
<td>18.79</td>
<td>0.11</td>
<td>2.73</td>
<td>49.64</td>
<td>0.02</td>
</tr>
<tr>
<td>7,237</td>
<td>1.00</td>
<td>17.97</td>
<td>0.10</td>
<td>2.60</td>
<td>51.33</td>
<td>0.02</td>
</tr>
<tr>
<td>7,961</td>
<td>1.00</td>
<td>17.04</td>
<td>0.10</td>
<td>2.46</td>
<td>51.30</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Graphical comparison of KNN and TSKNN, NCA and TSNCA in Figure 5.1 shows very interesting saving time in classification, where in the first step we

---

4 In data training we used for parameter tuning 10-fold cross-validation, repeated 10 times, which with increasing sub-sample leads to relatively excessive computer time spent on training and parameter tuning.
opted for the LDA classifier if the predicted probabilities for each class were high enough (≥0.65).

Figure 5.1: Relative performance ratio of computer time in training sessions for KNN and TSKNN, and for NCA and TSNCA, respectively.

Values in the graph correspond to the ratio of time needed to train chosen classifier on the given data size using 10-fold cross-validation, repeated 10 times. It shows how much faster is our two step method with respect to the original classifier, when in the first step we use LDA as a filter, with \( p_0 \) and \( p_1 = 0.65 \).

Also, as one can see from Table 5.2 summarizing the computer efficiency in the training session, our results are quite interesting and do not fully support the claims in the literature that NCA or some other specific-kernel type algorithms could lead to a faster classification compared to the classical KNN. One possible explanation could be the high number of the parameters that require tuning for NCA and SVM during the training session. In our case additional training cost are related to the choice of the kernel. Therefore, we also recorded the computer time needed to perform classification method on the testing data. Results looks much better for kernel-type classifiers, however, they are still much slower compared to the KNN. See Table 5.3 for more details.
Table 5.3: Relative performance of selected algorithms with respect to KNN in testing session.

<table>
<thead>
<tr>
<th>Testing data size</th>
<th>KNN</th>
<th>NCA</th>
<th>TSKNN</th>
<th>TSNCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>361</td>
<td>1.00</td>
<td>1.71</td>
<td>0.43</td>
<td>0.57</td>
<td>2.14</td>
<td>0.43</td>
</tr>
<tr>
<td>542</td>
<td>1.00</td>
<td>1.45</td>
<td>0.45</td>
<td>0.45</td>
<td>2.36</td>
<td>0.27</td>
</tr>
<tr>
<td>723</td>
<td>1.00</td>
<td>1.65</td>
<td>0.41</td>
<td>0.41</td>
<td>2.29</td>
<td>0.29</td>
</tr>
<tr>
<td>904</td>
<td>1.00</td>
<td>1.35</td>
<td>0.15</td>
<td>0.23</td>
<td>2.15</td>
<td>0.12</td>
</tr>
<tr>
<td>1,085</td>
<td>1.00</td>
<td>1.34</td>
<td>0.14</td>
<td>0.11</td>
<td>2.14</td>
<td>0.09</td>
</tr>
<tr>
<td>1,266</td>
<td>1.00</td>
<td>1.50</td>
<td>0.13</td>
<td>0.17</td>
<td>2.20</td>
<td>0.11</td>
</tr>
<tr>
<td>1,446</td>
<td>1.00</td>
<td>1.41</td>
<td>0.10</td>
<td>0.17</td>
<td>2.14</td>
<td>0.09</td>
</tr>
<tr>
<td>1,627</td>
<td>1.00</td>
<td>1.21</td>
<td>0.05</td>
<td>0.08</td>
<td>2.10</td>
<td>0.04</td>
</tr>
<tr>
<td>1,808</td>
<td>1.00</td>
<td>1.29</td>
<td>0.07</td>
<td>0.08</td>
<td>2.12</td>
<td>0.05</td>
</tr>
<tr>
<td>1,989</td>
<td>1.00</td>
<td>1.34</td>
<td>0.07</td>
<td>0.10</td>
<td>1.98</td>
<td>0.05</td>
</tr>
</tbody>
</table>

We can speculate that additional speed could be reached using parallel computing for evaluating the kernel and/or computing relevant gradients. However, this claim would definitely need deeper analysis, more simulations and testing sensitivity with respect to the performance of implemented algorithms under the parallel computing support, which is why we will not investigate it further.

Table 5.4: Prediction accuracy of tested algorithms in training sessions.

<table>
<thead>
<tr>
<th>Training data size</th>
<th>KNN</th>
<th>NCA</th>
<th>TSKNN</th>
<th>TSNCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,449</td>
<td>0.796</td>
<td>0.841</td>
<td>0.821</td>
<td>0.838</td>
<td>0.818</td>
<td>0.795</td>
</tr>
<tr>
<td>2,172</td>
<td>0.812</td>
<td>0.872</td>
<td>0.833</td>
<td>0.855</td>
<td>0.846</td>
<td>0.807</td>
</tr>
<tr>
<td>2,896</td>
<td>0.806</td>
<td>0.853</td>
<td>0.816</td>
<td>0.866</td>
<td>0.833</td>
<td>0.821</td>
</tr>
<tr>
<td>3,619</td>
<td>0.806</td>
<td>0.854</td>
<td>0.816</td>
<td>0.852</td>
<td>0.827</td>
<td>0.802</td>
</tr>
<tr>
<td>4,342</td>
<td>0.805</td>
<td>0.858</td>
<td>0.806</td>
<td>0.857</td>
<td>0.832</td>
<td>0.807</td>
</tr>
<tr>
<td>5,066</td>
<td>0.804</td>
<td>0.849</td>
<td>0.828</td>
<td>0.842</td>
<td>0.822</td>
<td>0.803</td>
</tr>
<tr>
<td>5,791</td>
<td>0.803</td>
<td>0.848</td>
<td>0.815</td>
<td>0.859</td>
<td>0.829</td>
<td>0.803</td>
</tr>
<tr>
<td>6,514</td>
<td>0.801</td>
<td>0.858</td>
<td>0.829</td>
<td>0.847</td>
<td>0.824</td>
<td>0.803</td>
</tr>
<tr>
<td>7,237</td>
<td>0.805</td>
<td>0.854</td>
<td>0.818</td>
<td>0.850</td>
<td>0.823</td>
<td>0.803</td>
</tr>
<tr>
<td>7,961</td>
<td>0.806</td>
<td>0.844</td>
<td>0.813</td>
<td>0.838</td>
<td>0.823</td>
<td>0.806</td>
</tr>
</tbody>
</table>

Note that in training sessions all algorithms significantly dominate the naïve (non-informative rate\(^5\)) estimate. The p-value of the $H_0$ hypothesis that prediction accuracy= non-informative rate was lower than 0.01. For definition of prediction accuracy see Definition 1.3.

\(^5\)Non-informative rate represents the classifier that predicts always the same outcome with the highest occurrence in the data. In our case it always predicts that every individual makes less than 50,000$.\)
Table 5.5: Prediction accuracy of tested algorithms in testing sessions

<table>
<thead>
<tr>
<th>Data size</th>
<th>KNN</th>
<th>NCA</th>
<th>TSKNN</th>
<th>TSNCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>361</td>
<td>0.792**</td>
<td>0.759</td>
<td>0.781</td>
<td>0.765</td>
<td>0.7867</td>
<td>0.776</td>
</tr>
<tr>
<td>542</td>
<td>0.782</td>
<td>0.777</td>
<td>0.797***</td>
<td>0.793**</td>
<td>0.804***</td>
<td>0.795**</td>
</tr>
<tr>
<td>723</td>
<td>0.791***</td>
<td>0.758</td>
<td>0.777</td>
<td>0.786**</td>
<td>0.798***</td>
<td>0.789***</td>
</tr>
<tr>
<td>904</td>
<td>0.770</td>
<td>0.783**</td>
<td>0.797***</td>
<td>0.803***</td>
<td>0.806***</td>
<td>0.803***</td>
</tr>
<tr>
<td>1,085</td>
<td>0.781**</td>
<td>0.800***</td>
<td>0.783***</td>
<td>0.792***</td>
<td>0.801***</td>
<td>0.810***</td>
</tr>
<tr>
<td>1,266</td>
<td>0.780***</td>
<td>0.785***</td>
<td>0.810***</td>
<td>0.807***</td>
<td>0.809***</td>
<td>0.793***</td>
</tr>
<tr>
<td>1,446</td>
<td>0.793***</td>
<td>0.797***</td>
<td>0.786***</td>
<td>0.794***</td>
<td>0.811***</td>
<td>0.809***</td>
</tr>
<tr>
<td>1,627</td>
<td>0.797***</td>
<td>0.788***</td>
<td>0.790***</td>
<td>0.803***</td>
<td>0.818***</td>
<td>0.805***</td>
</tr>
<tr>
<td>1,808</td>
<td>0.791***</td>
<td>0.782***</td>
<td>0.808***</td>
<td>0.813***</td>
<td>0.809***</td>
<td>0.805***</td>
</tr>
<tr>
<td>1,989</td>
<td>0.795***</td>
<td>0.788***</td>
<td>0.797***</td>
<td>0.808***</td>
<td>0.804***</td>
<td>0.790***</td>
</tr>
</tbody>
</table>

Note: ***, **, and * denotes cases when we reject $H_0$ (Prediction accuracy=Non informative rate) on 1%, 5% and 10% level of significance, respectively.

It is interesting to observe that sophisticated algorithms like NCA and SVM have a very good prediction accuracy in the training sessions (on average dominating KNN by about 4 percentage points), however their prediction accuracy worsen in testing sessions. Interestingly, KNN was either very close or dominates the NCA in several testing sessions.

Another interesting observation is related to our introduced two-step classifiers TSKNN and TSNCA. As they combine properties of the “parent” estimators, we can see significant reduction of the computer time which is not “paid for” by worse prediction accuracy. Obviously, the prediction accuracy depends on the (linear) separability and parameters $p_0$ and $p_1$ used in the LDA filtering. Nevertheless, it shows that for the large data set this two-step algorithm could be a possible tool to reduce computer complexity with relatively low cost on the prediction side.
5.2 Predicting future returns: A test of the efficient market hypothesis

In this part we aim to use classification algorithms to tackle one of the fundamental questions and concepts in finance. Almost every trader has in mind two interesting questions:

- What determines the movement of stock prices?
- Is it possible to forecast future price development?

In the financial literature, these questions are related to the concept of the Efficient Markets Hypothesis (EMH), originally formulated by Fama [1970]. It has later been defined and formalized by Jensen [1978] using the information available at the time \( t \): "A market is efficient with respect to information set \( I_t \) if it is impossible to make economic profits by trading on the basis of information set \( I_t \)." [Jensen, 1978]. Basically, in efficient market everything what we can learn from the existing information set \( I_t \) is already incorporated in the (current) prices. For an overview of the EMH see, e.g. Malkiel [2003]. Note that the financial theory distinguishes several forms of market efficiency, depending on the definition of the information set:

- **Weak form of market efficiency**: \( I_t \) contains only the history of financial market data (stock prices, volume, high and low prices during the session, etc.)

- **Semi-strong form market efficiency**: \( I_t \) contains all publicly available information available at time \( t \).

- **Strong form of market efficiency**: \( I_t \) contains both public and private information available at time \( t \).

In this section we use classification algorithms to predict return 5 trading sessions ahead to test the weak form of market efficiency. Basically, a direct implication of market efficiency means that it is impossible to develop a forecasting model based on price and volume history, which would generate systematically risk-adjusted expected excess returns.

5.2.1 Data description

We classify and predict future returns using the following market indexes: Dow-Jones industrial Average (DJI), NASDAQ market index (IXIC), Japan market index Nikkei (N225), Hang Seng market index (HSI) and Germany leading market index (DAX).\(^6\)

Time frame for the analysis covers years 2000-2017; we use two years window for training and following one year for testing. The resulting data frame contains 16 pairs of training and testing datasets on which I computed KNN, NCA,}

\(^6\) Note that there exist several more leading market indexes, for example London (FTSE), Paris (CEC) etc. Nevertheless, the other indexes were not available in a longer history at the publicly accessible sites.
SVM (radial kernel) and linear discriminant analysis (LDA). Since in this task the speed was not the main concern, TSKNN was not included.

At the beginning the daily data, prices of all major stock market indexes listed above, were downloaded. Publicly available historical data consists of the following variables: Open, Close, Low, High and Volume. We extend this information set using basic concepts of the technical trading, which use several moving averages, short and long, to distinguish whether the market is in up/down trend. For more in-depth analysis see [Murphy 1999, Pring 2002, Grimes 2012], among others. Based on these rules, we include in the data set the following moving averages of closing prices: MA(10), MA(20), MA(50), MA(100), MA(200), where MA(x) denotes the moving average of the last x sessions. It is important to note that in the technical analysis, traders compare positions of short and long moving averages, for example MA(50)>MA(200) indicates that prices are in an uptrend, similarly verified by the relationship between MA(20) and MA(100), etc. Which is why the percentage distance between MA(20), MA(100) and MA(50) and MA(200) was also included alongside with the information of the percentage distance of the actual open price from MA(10),...,MA(200).

### 5.2.2 Training and testing

For the training data we employ 10 fold cross validation with 10 repeats (other methods yield similar results). Results from the training sets are summarized in the following set of Figures. Because of the restrictions on the length of the thesis, the following testing data windows were selected: pre-crisis (2004-2005), crisis (2007-2008), post-crisis (2010-2011) for Dow Jones Industrial Average (DJI). Other years and indexes, while computed, were not included, because of the space constrains.

Our application highlights one important aspect in learning algorithms—the performance on training samples could differ from performance on testing samples. Below we present a typical comprehensive picture that summarize results of training sessions of our four tested algorithms in selected years for DJI. The results were similar across other years and other indexes.

In the following set of figures representing a pre-crisis, crisis and post crisis training periods, it is clearly visible that SVM shows the best performance, while the KNN was the worst among the tested algorithms. The first column “ROC” denotes the area under the ROC curve (also known as the AUC (Area Under Curve) criterion). Second column called “Sens” refers to sensitivity and the third column “Spec” corresponds to Specificity values. The boxplot was constructed

---

7 Technical analysis has been extremely popular in financial markets. Vast majority of investment houses, brokerages and fund managers use technical analysis in some way see, e.g. [Taylor and Allen 1992, Cheung and Chinn 2001]. The growing popularity of the technical analysis is also visible from the scope devoted to technical analysis at the popular investment websites (See e.g., www.seekingalpha.com, www.marketwatch.com and www.investopedia.com).

8 ROC criteron used in classification refers to the area under the ROC curve (Sensitivity versus Specificity). Typically, a random classifier has AUC (area under curve) equal to 0.5. Sensitivity (the true positive rate) measures the proportion of correctly predicted positive outcomes, while Specificity (the true negative rate) refers to proportion of correctly identified negative outcomes.
on resampling the 10-folded cross validation (repeated 10 times).
Again, easy comparisons of the three following graphs show dominance of the SVM algorithm in training sessions, across all three columns/criteria.

Figure 5.2: Comparison of tuning performance of predicting “buy 5” variable for DJI during pre-crisis period (2004-2005)
Nevertheless, when we use trained algorithms to make predictions for the following year, the situation is not so clear, because the KNN performs better. It is however important to note that in most cases the confidence interval greatly overlaps. It is documented in the following table x. that presents the 95% confidence intervals for prediction accuracy for testing periods.
Table 5.6: 95% Confidence intervals for prediction accuracy, DJI.

<table>
<thead>
<tr>
<th>Period</th>
<th>KNN</th>
<th>NCA</th>
<th>SVM</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>(0.417, 0.544)</td>
<td>(0.382, 0.508)</td>
<td>(0.382, 0.508)</td>
<td>(0.405, 0.532)</td>
</tr>
<tr>
<td>2003</td>
<td>(0.359, 0.484)</td>
<td>(0.302, 0.424)</td>
<td>(0.336, 0.460)</td>
<td>(0.374, 0.500)</td>
</tr>
<tr>
<td>2004</td>
<td>(0.413, 0.540)</td>
<td>(0.460, 0.587)</td>
<td>(0.460, 0.587)</td>
<td>(0.437, 0.563)</td>
</tr>
<tr>
<td>2005</td>
<td>(0.460, 0.587)</td>
<td>(0.386, 0.512)</td>
<td>(0.425, 0.552)</td>
<td>(0.528, 0.653)</td>
</tr>
<tr>
<td>2006</td>
<td>(0.502, 0.628)</td>
<td>(0.337, 0.462)</td>
<td>(0.546, 0.670)</td>
<td>(0.326, 0.450)</td>
</tr>
<tr>
<td>2007</td>
<td>(0.462, 0.589)</td>
<td>(0.498, 0.624)</td>
<td>(0.462, 0.589)</td>
<td>(0.361, 0.486)</td>
</tr>
<tr>
<td>2008</td>
<td>(0.384, 0.510)</td>
<td>(0.377, 0.502)</td>
<td>(0.427, 0.554)</td>
<td>(0.518, 0.643)</td>
</tr>
<tr>
<td>2009</td>
<td>(0.476, 0.602)</td>
<td>(0.402, 0.528)</td>
<td>(0.325, 0.448)</td>
<td>(0.382, 0.508)</td>
</tr>
<tr>
<td>2010</td>
<td>(0.433, 0.560)</td>
<td>(0.584, 0.706)</td>
<td>(0.572, 0.694)</td>
<td>(0.488, 0.614)</td>
</tr>
<tr>
<td>2011</td>
<td>(0.468, 0.595)</td>
<td>(0.445, 0.571)</td>
<td>(0.425, 0.552)</td>
<td>(0.402, 0.528)</td>
</tr>
<tr>
<td>2012</td>
<td>(0.436, 0.564)</td>
<td>(0.440, 0.568)</td>
<td>(0.389, 0.516)</td>
<td>(0.468, 0.595)</td>
</tr>
<tr>
<td>2013</td>
<td>(0.464, 0.591)</td>
<td>(0.291, 0.412)</td>
<td>(0.429, 0.556)</td>
<td>(0.355, 0.480)</td>
</tr>
<tr>
<td>2014</td>
<td>(0.441, 0.567)</td>
<td>(0.504, 0.630)</td>
<td>(0.544, 0.668)</td>
<td>(0.532, 0.656)</td>
</tr>
<tr>
<td>2015</td>
<td>(0.484, 0.610)</td>
<td>(0.452, 0.579)</td>
<td>(0.417, 0.544)</td>
<td>(0.441, 0.567)</td>
</tr>
<tr>
<td>2016</td>
<td>(0.528, 0.653)</td>
<td>(0.520, 0.645)</td>
<td>(0.452, 0.579)</td>
<td>(0.460, 0.587)</td>
</tr>
<tr>
<td>2017</td>
<td>(0.579, 0.701)</td>
<td>(0.583, 0.705)</td>
<td>(0.599, 0.720)</td>
<td>(0.322, 0.446)</td>
</tr>
</tbody>
</table>

Table 5.7: Mean returns on investment strategy based on the particular model prediction to buy and sell in 5 trading days

<table>
<thead>
<tr>
<th>Index</th>
<th>KNN</th>
<th>NCA</th>
<th>SVM</th>
<th>LDA</th>
<th>Naïve</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAX</td>
<td>0.155</td>
<td>0.108</td>
<td>0.105</td>
<td>0.083</td>
<td>0.163</td>
<td>(0.087, 0.94)</td>
</tr>
<tr>
<td>HIS</td>
<td>0.131</td>
<td>0.059</td>
<td>0.068</td>
<td>0.094</td>
<td>0.171</td>
<td>(0.116, 0.124)</td>
</tr>
<tr>
<td>N225</td>
<td>0.016</td>
<td>0.060</td>
<td>0.060</td>
<td>0.096</td>
<td>0.152</td>
<td>(-0.001, 0.007)</td>
</tr>
<tr>
<td>IXIC</td>
<td>0.131</td>
<td>0.103</td>
<td>0.026</td>
<td>0.071</td>
<td>0.194</td>
<td>(0.115, 0.121)</td>
</tr>
<tr>
<td>DJI</td>
<td>0.100</td>
<td>0.080</td>
<td>0.080</td>
<td>0.042</td>
<td>0.138</td>
<td>(0.086, 0.092)</td>
</tr>
</tbody>
</table>

"Naïve" column corresponds to the strategy "always buy". The "never buy" strategy is not represented, since its return is obviously equal to zero. The last column called "Random" represents 95 percent confidence intervals for the mean return of a random identifier which with probability 0.5 buys the index in each session (the confidence interval is based on 100 replications of such a random strategy).

With the exception of Japan (Nikkei 225), the strategy based on KNN predictions generates the best return among the tested methods. Despite the 2008 crisis, during the period 2002-2017 all leading capital markets were in upward trend, hence naïve strategy was (ex-post) dominating our candidates for the prediction. To tackle an effect of purely random identifier, we computed returns for the strategy that buy the index randomly, i.e., with the probability equal to 0.5.

It is interesting that for all indexes KNN identification strategy dominates pure random investment returns. In other words, even the simplified use of the technical analysis rules in case of KNN shows a steady pattern of returns above the 95% confidence intervals for the random strategy and therefore supports the idea that EMH could be potentially questioned with the proper use of the existing historical information.
This result could explain increasing popularity of the technical analysis in predicting trends and helping investors to analyze their positions in the capital market. Nevertheless, is should be interpreted with a caution, because of limited analysis of the training and testing sets, parameter settings and choice of classification algorithms.

On the other hand for prediction we employed only very basic principles of the technical analysis and we did not use recommended trading signals. Finally, it should be noted that trading costs were not taken into account. It does not affect the results, but the expected real returns would be lower, as the trading costs have to be covered.
Conclusion

The goal of this thesis was to introduce the NCA algorithm, which was created to make KNN algorithm usable in computationally expensive data sets. Following the introduction into classification and defining relevant terms we explained the changes in NCA from KNN algorithm. We then introduced a variant of the NCA algorithm termed FNCA both with and without a kernel trick.

Afterwards we proposed a new two-stage algorithm using LDA in the first step as a filter to reduce the computational cost. We use classification outcomes from LDA for the points with predicted probability above the chosen benchmark. The remaining data points are classified in the second step, which employs more time and memory consuming algorithms. In the second step we use KNN based algorithm (KNN or NCA). This approach results in a two-step algorithm termed TSKNN and TSNCA, respectively. It is however important to note that in the second step we could use any time/memory demanding algorithm. We used the statistical software R to implement these algorithms.

Finally we applied these algorithms on the real data to compare their computing efficiency and classification accuracy. First (large) data set represents cross-sectional data on individual income with the goal to predict individuals with their annual income exceeding 50,000$. Second data set represents time-series data on stock market prices and returns during the period 2000-2017. We use the first data set primarily for demonstration of the computational efficiency and prediction accuracy. The second data set was used to provide a test of the efficient market hypothesis (EMH), using the predictions to buy a market index and sell it five trading days later. Based on the first dataset we concluded that the NCA algorithm is rather demanding in terms of the computer time and it shown to be not applicable on the large data set. Using the second data set we conclude that EMH could be questioned since the investment strategy based on the KNN predictions (using principles of the technical analysis) provided the mean returns above the random identifier.
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A. Appendix

A.1 K-th nearest neighbor (KNN)

A.1.1 Initialization

Let \((X_i, C_i)\) where \(i = 1, 2, \ldots, n\), be data points. For each \(i\), \(X_i\) is a vector of known characteristics of the observation and \(C_i\) denotes its class (category). Let denote by \(c\) the number of classes, i.e., \(C_i \in \{1, 2, 3, \ldots, J\}\) for all values of \(i\). In general we assume that number of classes \(J\) is small relative to the number of observations \(n\).

Let \(x\) be a point for which category \(C_x\) is not known, and we would like to find/assign the class of the point \(x\) using \(k\)-nearest neighbor algorithms.

A.1.2 Algorithm

1. Select the preferable distance between data points \(d(x_i, x_j)\), e.g., Euclidean distance.
2. Let \(x\) denotes the point for classification.
3. For all data points calculate the distance from the point \(x\), \(d_i = d(x, x_i), i = 1, 2, \ldots, n\).
4. Sort distances \(d_i\) from the smallest to the largest value (non-decreasing order)
5. Let \(k\) be a positive integer, denoting the number of nearest neighbors. We take the first \(k\) elements from (4.) which refers to \(d_i\) with the smallest distance from \(x\).
6. Identify those \(k\)-points corresponding to these \(d_i\) distances from \(x\).
7. Result: Identify \(x\) with the majority class among its \(k\)-nearest neighbors.

Formally we define the set of the \(k\) nearest neighbors of the point \(x\) as

\[
K_x = \{i \mid d_i <= d_{(k)}, \text{ where } d_{(k)} \text{ denotes } k\text{-th order statistics}\}.
\]

Let \(c_i\) denotes the number of the points belonging to the \(i\)th class from \(K_x\).

If \(c_i > c_j \forall i \neq j\) then \(x\) will be put in class \(i\). In case of ties we assign \(x\) into the same class as the closest point.
A.1.3 Pseudocode

function KNN: KNN(X, C, x) (X,C): training data, size n; X: feature values, C: associated classes of X, x unknown (reference) point to be classified
for i=1 to n do
    Compute distance d(X_i, x)
end for
Sort (ascending) d(X_i, x)
Create a set O of k first points in the sort (smallest distance)
return majority label in \{C_i, where i \in O\}. 
A.2 Neighborhood component analysis (NCA)

A.2.1 Initialization

Let \((X_i, C_i)\), where \(i = 1, 2, \ldots, n\) be data points. For each \(i\), \(X_i\) is a vector of known characteristics of the observation and \(C_i\) denotes its class (category). Let us denote by \(J\) the number of classes, i.e., \(C_i \in \{1, 2, 3, \ldots, J\}\) for all values of \(i\). In general we assume that number of classes \(J\) is small relative to the number of observations \(n\).

Let \(x\) be a point for which category \(C_x\) is not known, and we would like to find/assign the class of the point \(x\) using \(k\)-nearest neighbor algorithms.

A.2.2 Pseudocode

function NCA: \text{NCA}(S, \alpha, \sigma, \lambda, \gamma) 
\text{S: training set, } \alpha: \text{initial step length, } \sigma: \text{kernel width, } \lambda: \text{regularization parameter, } \gamma: \text{small positive constant, } y_{ij} \text{ is indicator that is equal to 1 if } x_i \text{ has the same class as } x_j

Initialization \(w_0 = (1, \ldots, 1), \epsilon_0 = -\infty, t = 0\)

repeat
  for \(i = 1, \ldots, n\) do
    Compute \(p_{ij}\) and \(p_i\) using \(w^t\) according to Equations (2.5) and (2.6).
    for \(l = 1, \ldots, d\) do
      \[
      \Delta = 2\left(\frac{1}{\sigma} \sum_i (p_i \sum_{j \neq i} p_{ij} |x_{il} - x_{jl}| - \sum_j y_{ij} p_{ij} |x_{il} - x_{jl}| - \lambda)w_i^t\right)
      \]
      \[t = t + 1\]
      \[w_0 = w^{t - 1} + \alpha \Delta = \xi(w^{t - 1})\]
  if \(\epsilon^t > \epsilon^{t - 1}\)
    then \(\alpha = 1.01 \alpha\)
    else \(\alpha = 0.4 \alpha\)
  until \(|\epsilon^t - \epsilon^{t - 1}| < \gamma\)

\(w = w^t\)

return \(w\)
A.3 Linear discriminant analysis (LDA) using linear probability model (LPM)

In this thesis we employ a linear discriminant analysis as a first step of our proposed two step classification procedures TSKNN and TSNCA.

While in the statistical literature the linear discriminant analysis is often associated with so called binomial regression models, which cover a broader set of the statistical models, we will build up our classification and predictions on a special case of the linear probability model.

In the Linear probability model (LPM) the dependent variable $y$ (taking value 0 or 1) is fitted by a simple linear regression model. The value of $y$ is predicted to be equal to 1 if $\hat{y}$ based on regression fit is greater or equal to chosen threshold (usually $1/2$) and 0 otherwise. We can formalize our approach by the following model.

A.3.1 Model

Consider a classification problem with the training data set

$$S = \{(x_i, c_i), i = 1, 2, \ldots, n\}$$

, where $n$ is the number of observations, $x_i \in \mathbb{R}^p$ are feature vectors, $c_i \in \{1, 2, \ldots, J\}$ are class labels (categories) and $J$ denotes the number of classes. For the sake of simplicity we will consider only two categories, i.e., $J=2$.

Let us define variable

$$Y_i = \begin{cases} 1 & \text{if } c_i = 1 \\ 0 & \text{otherwise} \end{cases} \quad (A.1)$$

We assume that

$$Y_i = \beta_0 + \beta_1 \times x_{i,1} + \ldots + \beta_k \times x_{i,k} + \epsilon_i, \quad (A.2)$$

i.e., $Y_i$ is described by a classical linear regression model. We assume that $\epsilon_i$ are independent random variables, normally distributed with a zero mean.

For the relationship of the feature vectors and outcome we assume either that the feature vectors are not random, or that $\mathbb{E}(\epsilon_i|x_i) = 0$. Given that $Y_i$ is not continues variables, the variance of $\epsilon_i$ is not constant across outcomes, i.e., $\text{var}(\epsilon_i|Y_i = 1)$ is different from $\text{var}(\epsilon_i|Y_i = 0)$.

By taking expected value in Equation A.2 we obtain:

$$\mathbb{E}(Y_i | x_i) = \beta_0 + \beta_1 \times x_{i,1} + \ldots + \beta_k \times x_{i,k} \quad (A.3)$$

and since $\mathbb{E}(Y_i | x_i) = 1 \times P(Y_i = 1|x_i) + 0 \times P(Y_i = 0|x_i) = P(Y_i = 1|x_i)$, we obtain

$$p = P(Y_i = 1|x_i) = \beta_0 + \beta_1 \times x_{i,1} + \ldots + \beta_k \times x_{i,k}. \quad (A.4)$$

---

1 Therefore, for the estimation, the ordinary least squares method is not the best linear unbiased estimator, we have heteroskedastic model and we should use Newey-White adjustment to obtain heteroskedastic-consistent standard errors.
Note that for some combination of feature variables we can predict probability larger than 1 or negative, which is a major reason why in application researchers prefer logit or probit models. Nevertheless, the drawback of the LPM that estimated probabilities could get outside of the [0,1] interval does not affect the classification based on the LPM. Simply because we assign \( \hat{Y}_i = 1 \) if \( \hat{p} \geq B \), where B represents selected threshold, usually set to be equal 1/2. For more details, predictions and classification using linear probability model see, e.g. Green [2007].

A.3.2 Algorithm

1. Select values of classes \( \{c_1 \text{ and } c_2\} \) associated with \( Y=0 \) and \( Y=1 \), respectively. Set the threshold B to be used for assigning class classification according to the predicted probability. Default setting \( B=1/2 \).

2. Select the relevant sub-set of feature vectors to be used for modeling linear probability model (A.2).

3. Estimate model (A.2) by the OLS model, obtain estimates of coefficients \( \hat{\beta}_0, \ldots, \hat{\beta}_k \).

4. To classify a point \( x \), compute predictive probability \( \hat{p} \) using equation (A.4) with the estimated regression coefficients.

5. If \( \hat{p} \geq B \) classify \( Y=1 \), otherwise classify \( Y=0 \). Based on the value of \( Y \) assign the corresponding class.
A.4 Definitions

Mahalanobis distance
We define Mahalanobis distance of an observation $\mathbf{x} = (x_1, \ldots, x_N)^T$ from a set of observations with mean $\mathbf{\mu} = (\mu_1, \ldots, \mu_N)^T$ and with covariance matrix $\Sigma$ as

$$D_M(x) = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)}$$

Euclidean distance
Let $p, q \in \mathbb{R}^n$. We define Euclidean distance $d$ from $p$ to $q$ as

$$d(p, q) = d(q, p) = \sqrt{(q_1 - p_1)^2 + \cdots + (q_n - p_n)^2}$$